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Abstract Local seismograms are useful for rapidly reconstructing kinematic finite-fault sources, but the results
often depend not only on the data coverage but also on uncertainties of parameters (e.g., hypocentral location
and fault geometry) used as a priori information during the inversion. An automatic schemewas applied to offline
tests for the 2014 South Napa earthquake. In the case of retrospective full-waveform inversions, a network with
station spacing of 10 km within the epicentral distance of 30 km is able to provide adequate stable key source
parameters if the preestimated hypocenter and fault orientation are accurate of ±5km and ±15°, respectively. In
simulated real-time inversions, the magnitude reaches Mw6.0 at 13 s, and the slip distribution matches that from
the retrospective inversion at about 22–28 s after the origin time of the earthquake. These results are meaningful
for estimating the lead time of a catastrophic seismic event.

1. Introduction

To effectively estimate the earthquake disasters, it is important and necessary to determine the source
parameters, which contain the hypocentral location, source mechanism (fault geometry), slip distribution,
and kinematic rupture processes. So far, both the hypocentral locations and source mechanisms of earth-
quakes can be estimated automatically and routinely [e.g., Hayes et al., 2009]. Some studies have shown that
the mechanism and fault geometry can be deduced very quickly if the near-field seismogeodetic data are
available [e.g., Melgar et al., 2012; Minson et al., 2014; J. Zhang et al., 2014]. Moreover, estimating the slip
model with the elastic dislocation theory [Okada, 1985; Wang et al., 2006] has become an important part
of the GPS seismology. By inverting coseismic displacements of geodetic high-rate GPS data, a series of
source parameters, such as the moment magnitude, fault geometry, fault dimension, and static slip distribu-
tion, can be estimated in real time or near real time [Crowell et al., 2009; Falck et al., 2010; Allen and Ziv, 2011;
Wright et al., 2012; Colombelli et al., 2013; Li et al., 2013; Hoechner et al., 2013; Grapenthin et al., 2014; Gusman
et al., 2014; Minson et al., 2014]. These source parameters are valuable to earthquake emergency responses
(EERs) and earthquake early warnings (EEWs). Compared with waveform inversions, geodetic estimates need
not to solve for rupture times or rupture velocities, leading to a stronger stability and higher efficiency than
the waveform inversions. On the other hand, however, no or worse time resolution of the geodetic inversions
may lead to an underestimate of the disasters by ignoring the directivity effect of seismic waves.

Since the 1980s, seismologists have invested large efforts to develop various methods for estimating the
spatiotemporal rupture processes of earthquakes [Olson and Apsel, 1982; Kikuchi and Kanamori, 1982;
Hartzell and Heaton, 1983; Mori and Hartzell, 1990; Das and Kostrov, 1994; Chen and Xu, 2000; Ji et al., 2002;
Vallée, 2004; Yagi et al., 2004; Monelli and Mai, 2008; Zhang et al., 2012]. The major target of these studies
was to better understand the physics of earthquakes. Methods for this purpose were mainly manually
operated with some empirical preassumed limitations. Therefore, they are less applicable to EER and EEW,
though it has been widely recognized that a detailed source rupture model is relevant for that [e.g., Allen
et al., 2009]. Especially in the last few decades, the occurrence of large disastrous earthquakes with dimen-
sions spanning hundreds of kilometers further highlighted this demand. So that the rupture model can be
applied to EER and EEW, it must be determined robustly, efficiently, and automatically. Some efforts have
been made on this aspect. Dreger and Kaverina [2000] developed a method to estimate the finite source
and simulate strong ground motions. This method was then automated and successfully applied to the
2003 Mw6.5 San Simeon and 2004 Mw6.0 Parkfield earthquakes [Dreger et al., 2005]. Due to the automation
of the method, the rupture model could be estimated within 30min after the earthquake occurrence.
Recently, Y. Zhang et al. [2014] developed an iterative deconvolution and stacking (IDS) method for automatic
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imaging of rupture process, in which there is no need to solve linear or nonlinear equations. The robustness
and efficiency of the IDS method have been demonstrated in applications to the 2008 Wenchuan and 2011
Tohoku earthquakes [Y. Zhang et al., 2014], which help to reduce the response time as much as possible.

Though there have been successful tests for real-time or near-real-time kinematic inversions, some practical
problems still exist. During an earthquake emergency, however, data are generally not abundant and tend to
be unevenly distributed, and the fast determined hypocenter and fault geometry may have some uncertain-
ties or errors, all of which may cause unpredictable instabilities of finite-fault inversions. Before a rupture
model can be applied to EER and EEW, the extent of these instabilities has to be investigated.

The 24 August 2014 South Napa Mw6.1 earthquake occurred about 9 km south-southwest of Napa at
10:20:44 (UTC). It was the largest event in the San Francisco Bay Area, California, since the 1989 Loma Prieta
Mw6.9 quake [Wald et al., 1991]. California has long been seismically active, with the famous San Andreas Fault
delineating the boundary between the Pacific and North American Plates, resulting in many strong and large
earthquakes. With a strong demand of disaster mitigation, some studies have focused on the realization of EEW
in the California area [Kanamori et al., 1997; Allen and Kanamori, 2003; Wurman et al., 2007; Cua et al., 2009].

The South Napa earthquake was well recorded by a dense strong motion network. With the strong motion
waveform data, we carried out a series of tests of kinematic source inversions using the IDS method. The
purpose was to assess the stabilities of automatic rupture process inversions, i.e., how much the rupture
model would change with different network configurations, and uncertainties of the hypocenter location
and fault geometry. Additionally, we also simulated real-time analyses by inverting incomplete strongmotion
seismograms to evaluate how fast the ruptures could be stably imaged after their occurrences.

2. Data Processing and Source Parameters

The strong motion data used in the present study are provided by the Center for Engineering Strong
Motion Data (CESMD). The raw acceleration seismograms (with baselines uncorrected) were integrated
twice into displacement seismograms and then were filtered using a band-pass filter of 0.02–0.5 Hz. All
stations with three-component waveforms were considered (Figure 1a). To well simulate a rapid response
to an earthquake, we did not check the quality of the data but weighted all waveform components equally
in inversions.

The hypocenter of the South Napa earthquake was located at 38.215°N, 122.312°W and depth of 11.3 km by
the United States Geological Survey (USGS). The mechanisms released by different earthquake agencies are
in good agreement, all of which suggest a right-lateral strike-slip fault along the SSE-NNW direction. In this
study, we choose fault geometry of the Global Centroid Moment Tensor (GCMT) solution, that is, strike = 157°,

Figure 1. Map view of the epicentral area of the 2014 South Napa earthquake. White star denotes the epicenter located by USGS. The white rectangle and red
triangles represent the surface projection of the fault plane and the strong motion stations, respectively. (a) All strong motion stations and the GCMT focal
solution (beach ball). (b) Stations reselected with spacing of 5 km. (c) Stations reselected with spacing of 10 km.
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dip = 83°, and rake = 174°. In the latter part of this paper, we will test and discuss the probable uncertainties of
the hypocentral location and fault geometry.

Soon after the earthquake, there exists generally no prior knowledge related to the rupture direction or
dimension. Therefore, the finite-fault plane should be large enough to recover any potential rupture propa-
gations. In the present case, a 42 km long and 20 km wide fault plane is used, which is then equally divided
into 21 and 10 subfaults along the strike and downdip directions, respectively. According to the USGS
solution, the hypocenter (rupture initiation point) was placed at the eleventh and sixth subfaults. In inversions
using the IDS method, the maximum rupture velocity is commonly fixed at 6 km/s (approximate velocity of
P waves in the upper crust), and the rupture duration of each subfault is unrestricted. The waveform
Green’s functions were calculated using the code “Qseis” [Wang, 1999] based on the GIL7 curst model [Stidham
et al., 1999].

3. Tests of Different Network Configurations

The quality or reliability of rupture models are well known to closely depend on the network coverage.
Some researchers have conducted tests to assess what network is adequate to constrain a rupture model
[Miyatake et al., 1986; Olson and Anderson, 1988; Iida et al., 1990; Sarao et al., 1998; Beresnev, 2003; Zhou
et al., 2004; Asano and Iwata, 2009; Zhang et al., 2015]. These studies have drawn some quasi-quantitative
conclusions, which are useful in evaluating rupture models. However, some differences exist among
the conclusions of these researchers. For example, Sarao et al. [1998] found that four stations in the
rupture direction were sufficient to deduce the rupture images, Asano and Iwata [2009] concluded that
12 stations are generally needed for a stable inversion, and Zhang et al. [2015] pointed out that a
single station was basically feasible to support the production of an acceptable rupture model. These
different evaluations are attributed to the various inversion methods with different empirical constraints
[Beresnev, 2003].

With the automatic IDS method, the subjective influence can be largely minimized. In addition, we use
the real recordings rather than synthetic data to consider complex errors in both observations and Earth
structures, creating a situation more close to reality. Meanwhile, the weakness is that the network stations
cannot be varied arbitrarily.

Based on the dense strong motion stations (Figure 1a), we reconstructed networks with different epicentral
distances (R) and station spacings (Δd). The epicentral distances range from 10 km to more than 90 km in
10 km step. Two station spacings (5 km and 10 km) were considered independently (Figures 1b and 1c).
Totally, we have 20 network configurations for the tests. Figures 2a and 2b show slip models obtained from
these 20 networks. Overall, all slip models are consistent with each other in their major characteristics. The
most significant slip patch is located to the upper left of the hypocenter, whichmeans that the rupturemainly
propagated to the north and at the shallow depth. This is consistent with other seismic and geodetic studies
[Barnhart et al., 2015; Dreger et al., 2015; Feng et al., 2015; Ji et al., 2015; Melgar et al., 2015; Wei et al., 2015].
Most slip distributions shown in Figures 2a and 2b seem relatively tight and smoothed, which are close to
joint and geodetic GPS/interferometric synthetic aperture radar models [Barnhart et al., 2015; Dreger et al.,
2015; Feng et al., 2015; Melgar et al., 2015], but differ with results of velocity waveform inversions of strong
motion data [Ji et al., 2015;Wei et al., 2015]. The reasonmay be that we inverted displacement waves, in which
waveform information at low frequencies has larger weight than that at high frequencies.

Subfault source time functions (STFs) were also well retrieved inmost cases (Figures S1 and S2 in the supporting
information). By considering the centroid time of subfault STFs, we calculated the slip-weighted average
rupture velocities for each rupture model. They are between 2.7 and 3.1 km/s, close to 2.9–3.0 km/s obtained
by other waveform inversions [Dreger et al., 2015; Ji et al., 2015; Melgar et al., 2015; Wei et al., 2015]. In
inversions of R> 10 km, subfault STFs show similar rupture times and durations but different amplitudes
(moment rate). For R≤ 10 km, however, since only one or two stations were used, subfault STFs show
unreasonable complex time histories. It suggests that with the use of very few stations, the slip patch could
be stably imaged [Zhang et al., 2015], but the subfault STFs are less constrained.

We found some interesting differences associated with the networks (Figures 2c–2e). For four inversions of
R ≤ 20 km, the magnitudes are slightly overestimated (~Mw6.2–6.4), which resulted probably from overfitting
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of very few waveforms. When R is between 30 km and 70 km, the magnitudes stably range from Mw6.04 to
Mw6.11. When R> 70 km, some scattered slips appear at depth. Because of the increasing shear modulus with
depth, the deep slip noises have a considerable contribution to the seismic moment, causing the gradual
magnitude increase to Mw6.2 (Figure 2c).

As R increases, the stations to the south and west of the epicenter become more predominant, which are
probably related to the deep slips appeared at R> 70 km. Olson and Anderson [1988] and Hartzell et al.
[2007] have pointed out that slips tend to be distributed at the predominant direction of station azimuths.
Using the results shown in Figures 2a and 2b, we checked the statistic relationship between the fault slips
and networks used. For each slip model, we calculated the centroids of both slips and network coordinates

Figure 2. Automatic finite-fault source models obtained using different network configurations. (a) Slip distributions depending on networks with different distance
coverages and an approximately uniform spacing of 5 km. (b) Same as Figure 2a but for station spacing of 10 km. (c) Comparison of moment magnitudes for the
slip models shown in Figures 2a and 2b. (d) Comparison of the slip centroid locations (Ds) in dependence of the network centroid locations (Ns) relative to the
epicenter in the strike (157°) direction, where the solid line shows the linear regression between them. (e) Same as Figure 2d but for comparison of the two centroid
locations (Dd and Nd) in the dip (247°) direction.
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and compared their distances from the epicenter in strike and dip directions, respectively (Figures 2d and 2e).
We found that they are linearly related. This finding clearly confirms that slips tend to be located toward the
seismic stations. Our explanation of the phenomenon is the following: It is known that the inversions are
generally realized by minimizing the residuals between the synthetics and observations of the L1 or L2 norm.
To increase the solution stability, the minimum energy constraint is normally used explicitly or implicitly. The
retrieved ruptures would be closer to stations than their real positions when they equally fit the data.
Accordingly, the peak slips will be somewhat underestimated. This problem has also been encountered in
geodetic analysis of the 2011 Tohoku Mw9.0 earthquake [Pollitz et al., 2011]. From inland GPS data estimates,
the slips are always closer to the coast, resulting in peak slips of about 30m, less than 50–60m from
inversions with seafloor GPS offsets [Pollitz et al., 2011; Wang et al., 2013].

It is also noticed that there are some shallow slip deficits in rupture models of Δd= 10 km compared with
those of Δd=5 km. This may be caused by the ratio between near-fault and off-fault stations. From inversion
tests with networks at different distances (see Figure S3), near-fault stations lead to more significant shallow
slips than distant stations. Three factors may have caused these differences. The first one is the inaccuracy of
fault position, which could be caused by errors in hypocentral location and fault geometry, and fault irregu-
larities. It leads to relatively large errors in near-fault inversions. At distant stations, this inaccuracy becomes
little. The second factor is the 3-D heterogeneity and anisotropy of Earth structure, which can result in com-
plex differences. The third factor, as we have discussed in the upper paragraph, is the uneven station distri-
butions causing less shallow slips in the distant network inversions. Because of these reasons, it is hard to
accurately determine the real value of shallow slips through inversions. Actually, the differences in shallow
slips among the published slip models are commonly significant [Barnhart et al., 2015; Dreger et al., 2015;
Feng et al., 2015; Ji et al., 2015; Melgar et al., 2015; Wei et al., 2015].

Overall, the inversion results show common source characteristics even with networks having different
epicentral distances and station spacings (Figure 2). To produce a rapid response, they are all basically
acceptable since both the northward rupture propagations and shallow ruptures were well imaged.
Meanwhile, some differences also exist among these models in magnitude, slip distribution, and peak slips,
which are mainly associated with the station distributions. By considering both uniform azimuthal coverage
and number of stations, rupture models estimated from networks having epicentral distances 30–70 km and
station spacing 10 km are preferred. This means that the minimum epicentral distance (30 km) is approxi-
mately 2 times the rupture dimension. In addition, the minimum number of stations is 14 (R< 30 km,
Δd=10 km). This closely agrees with the conclusion of Asano and Iwata [2009], who found that 12 stations
are suitable for a stable inversion.

4. Errors of Hypocentral Location and Fault Geometry

Hypocentral location and fault geometry are basic source parameters needed in the kinematic source
inversion. When performing automatic source imaging, the fast determined hypocenter and mechanism
may have relatively large errors. Accordingly, the influences of their uncertainties should be investigated.

We assumed that errors of hypocentral location in the horizontal and vertical directions are both 5 km, which
is comparable to the average station spacing of the strong motion network. According to Helffrich [1997], we
used errors of fault geometry of 15°. For each given hypocenter, we chose stations within the epicentral
distances of 30 km and reselected them with a spacing of 10 km for the inversions (Figure 3).

To consider the effects of hypocenter uncertainty along the dip direction, we changed the epicenter ±5 km
perpendicular to the fault strike. For the geometry uncertainty, we altered the fault strike, dip, and rake by
±15°. Totally, 16 combinations of the four parameters exist with the maximum and minimum values. In each
case of inversion, we assume that the rupture initiates within an area instead of at a point to consider the
hypocenter uncertainty along the strike and downdip directions. The radius of the area is equivalent to the
hypocenter uncertainty (i.e., 5 km). Within the area, rupture velocity was unlimited and could be infinite
(see Figure S4).

Figure 3 shows the surface projections of the fault slips obtained through the 16 inversions. Although various
epicenters and fault geometries were used, the major rupture characteristics were still stably estimated. The
16 rupture models consistently show unilateral ruptures propagating to the north-northwest and at shallow
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depths. The moment magnitudes are between Mw6.00 and Mw6.19, i.e., with an average of Mw6.10 and
uncertainty of ±0.1. The peak slip varies from 0.4m to 1.7m, suggesting a higher uncertainty than the
magnitude estimates. Note that this uncertainty is comparable with the published slip models of the
earthquake, in which peak slips were found between 0.8m and 2.4m [Barnhart et al., 2015; Dreger et al.,
2015; Ji et al., 2015; Melgar et al., 2015; Wei et al., 2015].

5. Real-Time Analysis

Real-time analysis of the waveform data is important because it produces the earliest estimates of the rupture
source. For above 16 cases (Figure 3), in which uncertainties of the hypocentral location and fault geometry
have been considered, we analyzed the strongmotion data in real time by inverting incomplete seismograms
at different time as they became available. The results would reveal “what can be seen” from the recordings,
while the postanalysis gives “what has occurred” at the source. From Figure 4a, the time delay between the
magnitudes of real-time analysis and postanalysis is 5–7 s, which is mainly associated with the traveltime of

Figure 3. Surface projections of fault slips obtained using disturbed hypocenter locations (dark stars) and fault geometries (dark rectangles). For comparison the
officially released epicenter and fault geometry are shown by the light star and rectangle, respectively. Text on the bottom left label detailed the epicenter and
fault geometry used and the moment magnitude and peak slip obtained. Triangles are the strong motion stations (R< 30 km, Δd = 10 km) used.
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seismic waves (mainly S waves) from the fault to the various stations. Most magnitudes of real-time analysis
reachedMw6.0 at about 13 s after the earthquake origin time and thereafter stabilized atMw5.9–6.1. Compared
to themagnitudes, the fault slips stabilized relatively later. The slip distributionwas initially scattered. It began to
stabilize (became similar with those of postanalysis in fault dimension and rupture area) at about 16 s and
well match the slipmodels of postanalysis at 22–28 s. Comparedwith themagnitude stabilization, slip stabilized
relatively later (Figure 4b). This is because at the beginning the near-fault stations record more source energy
than the off-fault stations, causing the waveform information at different stations to lack coherence with each
other. By inverting these incoherent waves, seismic moments can be partly estimated, but the positions of fault
slips are less constrained.

6. Discussion and Conclusions

By testing different networks, epicenters, and fault geometries, we have demonstrated that the key source
parameters of the 2014 South Napa earthquake can be stably determined through automatic source
imaging. The magnitude stabilizes at about Mw6.1, with an uncertainty of ±0.1. Slip distributions (Figures 2
and 3) retrieved from these tests consistently show that the rupture unilaterally propagated to the north
and at shallow depths. The peak slips are stably estimated in most cases but show a relatively large uncer-
tainty if some reasonable errors of epicenter and fault geometry were considered. Through the real-time
analysis, the magnitude reaches Mw6.0 at 13 s after the rupture initiation, while the slip distribution began
to stabilize at 16 s.

An important issue needed to be discussed is that we did not determine the source mechanism or fault
geometry. Asmanymoderate to large earthquakes occur on preexisting faults, the fault geometry could bewell
known once the hypocenter was determined inmost cases. Thus, in some studies of fault slip investigations, the
fault geometry was supposed to be known in advance [Grapenthin et al., 2014]. On the other side, many studies
have focused on rapid or real-time determinations of fault geometry and have achieved significant progresses.
These studies can be classified into seismic and geodetic inversions. With regional broadband data, Kawakatsu
[1998] developed a Grid MT method to determine the mechanism in real time. The method was then
applied to earthquakes in Japan for fast and routine source analysis [Tsuruoka et al., 2009]. By introducing
quasi-finite-source Green’s functions into mechanism inversions, Guilhem and Dreger [2011] further improved
Kawakatsu’s method and expanded the scope of application. Recently, J. Zhang et al. [2014] speeded up the

Figure 4. (a) Comparison between the moment magnitudes obtained from the post and real-time analyses for the 16 cases shown in Figure 3. (b) Comparison
between the time-dependent fault slips from the post and real-time analyses (only for the case shown in the upper left subgraph in Figure 3).
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mechanism determination by using a search engine method, which reduced the calculation time to less
than 1 s. In geodetic studies for large and shallow events, Melgar et al. [2012] and Minson et al. [2014]
inverted smoothed high-rate GPS displacements and suggested that mechanism could be determined
earlier than waveform inversions. All of these researches may provide the fault geometry needed in kinematic
source imaging.

In this study, we use strongmotion seismograms, instead of high-rate GPS time series, to estimate the rupture
processes. In principle, high-rate GPS data can be also used for these estimates, which have been demon-
strated by many studies [e.g., Y. Zhang et al., 2014]. Compared with strong motion data, high-rate GPS data
are more reliable and useful at low frequencies; meanwhile, they are generally noisier at high frequencies.
For large earthquakes which induce significant low-frequency signals, high-rate GPS data are undoubtedly
a better choice for estimating the source. For moderate earthquakes such as the South Napa quake, because
the major frequency band is relatively high, strong motion data would be more appropriate for waveform
inversions. Additionally, because of the lower cost, acceleration seismometers are more widely deployed than
high-rate GPS receivers. For example, in the epicentral region of the South Napa earthquake, the strong
motion network is much denser than the high-rate GPS network. This may be why the magnitude estimated
from high-rate GPS data reaches Mw6.0 at 40 s [Melgar et al., 2015], and we found an Mw5.9–6.0 event at
about 13 s.

The 2014 South Napa Mw6.1 earthquake is nearly at the lower margin of disastrous earthquakes. Because of
the small scale, the seismograms tend to be noisy even at local distances. With strong motion recordings, we
have demonstrated that the rupture behaviors of such earthquake can still be robustly and reliably imaged
under current observation conditions. In addition to the hypocentral location, focal mechanism, and static
fault slip model, a rapid and automatically estimated rupture model would provide other effective source
information for fast response of earthquake disasters.
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