Intensity prediction equations for Central Asia
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SUMMARY
In this study, new intensity prediction equations are derived for Central Asia, considering about 6000 intensity data points from 66 earthquakes encompassing the surface-wave magnitude range of 4.6–8.3. The suitability of the functional form used for constructing the model is assessed by comparing its predictions with those achieved through a non-parametric model. The parametric regressions are performed considering different measures of the source-to-site distance, namely the hypocentral, epicentral and the extended distance metrics. The latter is defined as the minimum distance from the site to a line crossing the epicentres, oriented along the strike of the earthquake and having a length estimated from the event’s magnitude. Although the extended distance is introduced as a preliminary attempt to improve the prediction capability of the model by considering the finiteness of the fault extension, the standard deviation of the residual distribution obtained considering the extended distance ($\sigma = 0.734$) does not show an improvement with respect to the results for the epicentral distance ($\sigma = 0.737$). The similarity of the two models in terms of average residuals is also confirmed by comparing the interevent errors obtained for the two regressions, obtaining very similar values for all earthquakes but the 1911, $M_{w} 8.2$ Kemin event. In particular, different evidences suggest that the magnitude of this event could be overestimated by about half a magnitude unit. Regarding the variability of the residual distribution, all the three considered components (i.e. interevent, interlocation and record-to-record variances) are not negligible, although the largest contribution is related to the record-to-record variability, suggesting that both source and propagation as well as site effects not captured by the considered model influence the spatial variability of the intensity values.
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INTRODUCTION
To be able to assess the seismic hazard of any given region, the expected severity of the ground shaking generated by future earthquakes has to be estimated starting from the knowledge of the seismic history of the studied area. Although a characterization of ground shaking in terms of instrumental parameters (e.g. peak ground acceleration, peak ground velocity, spectral ordinates, etc.) is preferable for developing a quantitative approach, the seismic catalogues used for hazard assessment generally include earthquakes that occurred prior to the instrumental period. The size of the historical earthquakes is usually provided in terms of macroseismic intensity, assigned according to some scale like MMI (Modified Mercalli Intensity), MSK-64 (Medvedev Sponheuer Karnik) or EMS98 (European Macroseismic Scale) (Musson et al. 2010). Since the intensity levels are assigned according to the description of the effects generated by an earthquake, intensity values are qualitative in nature. On the other hand, being also related to effects induced on infrastructures, the intensity values are informative about the damage potential of an earthquake. Moreover, many computer codes used for seismic risk calculations are working on damage probability matrices and in that case, they are intensity-based (e.g. Tyagunov et al. 2006; Colombi et al. 2010). Finally, in many countries the building codes account for the seismic excitations in terms of macroseismic intensity. From all the above considerations, it clearly follows that macroseismic intensities are still widely used in seismic hazard assessment studies (e.g. Garcia-Mayordomo et al. 2004). Since in turn seismic hazard assessment requires attenuation models developed for the ground motion parameter of interest, several intensity prediction equations (IPEs) have been developed worldwide (e.g. Allen & Wald 2009; Cua et al. 2010).

In this study, we develop new IPEs for Central Asia, exploiting the macroseismic data set collected within the project Establishment of the Central Asia Seismic Risk Initiative (CASRI). Different
approaches have been proposed for developing an IPE, such as the regression approach (among many others, Sørensen et al. 2009) or the fully probabilistic approach (e.g. Pasolini et al. 2008b). In this work, we follow a standard regression approach where the parameters of the considered model are determined by evaluating the best least-squares fit to the set of observed intensities. Different models are calibrated, considering a non-parametric regression approach as well as parametric models constructed for different definitions of the source-to-site distance. In particular, we consider both epicentral and hypocentral distances as well as a simplified version of the Joyner–Boore distance metric. The residuals between observations and predictions are computed for all developed models and the variability is discussed in terms of interevent and interlocation distribution of error.

DATA

The catalogue used in this work to develop the IPEs for Central Asia (CA) is composed of 66 earthquakes encompassing the surface-wave magnitude range 4.6–8.3. The magnitude is measured according to the Moscow–Prague formula (Karnik 1962), and it is generally indicated as $M_{LH}$ in the Russian scientific literature. For a thorough discussion on the definition of this magnitude scale and its relationship with the surface-wave magnitude introduced by Gutenberg (1945), we refer the reader to Bormann (2002) and the references cited therein. In the former Soviet Union countries, the size of earthquakes recorded by local and regional networks was routinely quantified by computing the energy-class K (Rautian 1960; Rautian et al. 2007), which is based on the sum of the maximum amplitudes of $P$ and $S$ waves. The energy-class K for the earthquakes considered in this study ranges from 12 to 18.5.

The locations of the 66 earthquakes are shown in Fig. 1. The majority of the strongest events (e.g. 1887, $M_{LH}$ 7.3 Verny earthquake; 1889, $M_{LH}$ 8.3 Chilik earthquake; 1911, $M_{LH}$ 8.2 Kemin and 1938, $M_{LH}$ 6.9 Kemin-Chu earthquakes) occurred in the Northern Tian Shan seismic zone, along the Chon-Kemin–Chilik fault zone (e.g. Kalmetieva et al. 2009). Among the most recent events, the analysed catalogue includes the felt report of the $M_{LH}$ 7.3 Suusamyr earthquake (e.g. Mellors et al. 1997), which occurred in 1992 north-east of the Talas-Fergan strike-slip fault zone (e.g. Kalmetieva et al. 2009), in an area considered seismically safe before the occurrence of that earthquake.

From these earthquakes, about 6000 intensity points are available in the MSK-64 (Medvedev et al. 1964) intensity range 2–9.5. It is worth noting that in this work, the intensity values are processed as real numbers and the uncertain data (e.g. VII–VIII) are accounted for by introducing half-degree values (e.g. 7.5). Alternative approaches are those considering the intensity value as a real number but disregarding the ill-defined data (e.g. Sørensen et al. 2009) or those preserving the discrete nature of the intensity data (e.g. Pasolini et al. 2008a) and describing the ill-defined data through a probability density function (e.g. Magri et al. 1994; Pasolini et al. 2008b), following a fully probabilistic approach.

The magnitude and intensity versus epicentral distance scatter-plots are shown in Fig. 2, whereas Fig. 3 shows the histograms of the magnitude, distance and intensity data distributions. The magnitudes are quite well distributed with distance over the range 1–600 km (Fig. 2 left panel), with a decreasing number of observations for increasing distance (Fig. 3, left panel). Most of the data points correspond to magnitudes in the range 5–7.5 (Fig. 3, middle panel) and the best sampled intensity interval is ranging from 4 to 6 (Fig. 3, right panel).

The un-sampled lower left triangle in the intensity versus distance distribution (Fig. 2, right panel) is a consequence of the smallest $I_0$ value present in the catalogue, which is equal to 5.5, where $I_0$ is the maximum observed intensity present in the felt report of any given earthquake. This is due to the fact that for earthquakes causing small macroseismic intensities only, the intensity distribution is

Figure 1. Map depicting the earthquake epicentres.
usually not mapped. Since such events are those associated to small intensity values at short distances, the lack of such events in the catalogue causes the aforementioned un-sampled triangle in the intensity versus distance distribution.

The scatterplots in Fig. 2 are colour-coded according to either the energy-class (left panel) or the magnitude of the earthquake associated to the intensity point (right panel). The distribution of the K values against magnitude for the 66 considered earthquakes is shown in Fig. 4. The linear correlation shown by M and K can be modelled as $K = a + bM$. Rautian et al. (2007) indicated that the accuracy of K-class values estimated at different stations is about 0.35 units, whereas the uncertainty on M can be assumed to range between 0.3 and 0.5 (e.g. Delvaux et al. 2001; Kondorskaya & Shebalin, 1982). Under these conditions, although the uncertainty affecting each single magnitude and K-class value is not known, it can be assumed that they are of the same order of magnitude. An orthogonal least-squares regression between K-class and M, performed assuming the same variance over the two variables, led to the model $K = 4.42 + 1.70M$ (Fig. 4, black line). The best-fitting line is compared to the model used by Abdurakhmatov et al. (2003) to convert K into M for their probabilistic assessment of the seismic hazard in Kyrgyzstan. The two models show a good agreement over the M and K ranges well constrained by observations. For the largest magnitude ($M = 8.3$), the difference between K values predicted by the two models is about half K unit, whereas for the 1911 Kemin earthquake ($M = 8.2$), either the magnitude appears to be overestimated or the K-class underestimated. However, it is worth noting that the magnitude of this earthquake is not well constrained and different references provide varying estimates. For example, Kanamori (1977) listed the values $M_w = 7.7$ and $M_s = 8.4$ whereas the value $M = 7.8$ is found on the USGS webpage for ‘Today in earthquake history’, taken from Kondorskaya & Shebalin (1982).

The considered intensity data are compared to the predictions obtained by applying the model proposed by Nazarov & Shebalin (1975) for Kazakhstan and Kirgizstan (see also Nurmagambetov et al. 1999).

$$I = 1.5M - 3.8 \log \sqrt{R_{epi}^2 + h^2} + 3.6,$$  

(1)

where $R_{epi}$ is the epicentral distance and $h$ the hypocentral depth. Hereinafter, we refer to the model in eq. (1) as NS75.
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Figure 4. K-class versus magnitude scatterplot (crosses). The best-fitting model obtained in this study (black) as well as the model from Abdrakhmatov et al. (2003) (red) are also shown.

Fig. 5 shows the observed minus predicted residuals against distance (bottom left panel) and magnitude (top left panel). The average residual (bias) is –0.339, hinting at an average overprediction of the model, with a standard deviation of the residual distribution equal to 0.818. When plotted against magnitude and distance, the overestimation is more evident for short distances and large magnitudes, whereas intensities for magnitudes smaller than 5.5 are underpredicted. The likelihood approach proposed by Scherbaum et al. (2004) can be applied to rank the capability of the NS75 model in predicting the observations considered in this work. Following this approach, the normalized residuals $z_0$ are computed by normalizing each residual to the standard deviation of the prediction model. Then, the goodness of fit is measured by computing the probability $LH(|z_0|)$ for the absolute value of a random sample from the normalized distribution to fall between the modulus of a particular observed residual $z_0$ and $\infty$, considering both tails of the error distribution $\text{Erf}(z)$ (eq. 9 in Scherbaum et al. 2004), that is

$$LH(|z_0|) = \text{Erf} \left( \frac{|z_0|}{\sqrt{2}} \right) = \frac{2}{\sqrt{\pi}} \int_{|z_0|/\sqrt{2}}^{\infty} e^{-t^2} \, dt$$

Scherbaum et al. (2004) discussed some properties of the LH distribution that make it a good measure of the goodness of fit. Moreover, they used the median of the LH values and some central tendency parameters (mean and median) of the normalized residual distribution, together with the standard deviation, to define a rank ordering that can be adopted to quantify the suitability of a given attenuation relationship for prediction purposes in a given area. In particular, a uniform distribution of LH values between 0 and 1 is expected when the residuals follow a normal distribution with zero mean and unit variance. Considering the NS75 model, the distribution of LH values shown in Fig. 5 (right panel) is obtained. The median of the LH distribution is 0.49, and considering that the absolute value of the mean and median of the normalized residuals are 0.42 and 0.37, respectively, the NS75 model is ranked in the intermediate prediction capability class (Scherbaum et al. 2004).

**NON-PARAMETRIC VERSUS PARAMETRIC REGRESSIONS**

The data set described in the previous section is now used for developing a new IPE for CA. First, we apply a non-parametric model to describe the source and attenuation characteristics, following a data-driven approach. Considering $N_{data}$ intensity values generated...
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Figure 6. Top panel: bootstrap non-parametric attenuation values (grey circles) compared with attenuation part of the parametric model (blue line). Bottom panel: same as top panel considering the source part of the models. The red circles represent the median of the bootstrap results, whereas the histograms of the distribution of the bootstrap standard deviation for all source or attenuation coefficients are shown in the insets.

Table 1. Coefficient of the models derived for different definition of distance.

<table>
<thead>
<tr>
<th>Model</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypocentral distance, eq. (4)</td>
<td>1.071</td>
<td>1.003</td>
<td>2.621</td>
<td>$5.567 \times 10^{-4}$</td>
<td>0.710</td>
</tr>
<tr>
<td>Epicentral distance, eq. (5)</td>
<td>0.898</td>
<td>1.215</td>
<td>1.809</td>
<td>$3.447 \times 10^{-3}$</td>
<td>0.737</td>
</tr>
<tr>
<td>Extended distance, eq. (5) but for $R = R_{\text{ext}}$</td>
<td>0.788</td>
<td>1.764</td>
<td>1.898</td>
<td>$2.673 \times 10^{-3}$</td>
<td>0.734</td>
</tr>
<tr>
<td>Epicentral distance and fixed depth eq. (5) with $h = 15$ km</td>
<td>1.049</td>
<td>0.686</td>
<td>2.706</td>
<td>$1.811 \times 10^{-4}$</td>
<td>0.689</td>
</tr>
</tbody>
</table>

by $N_{\text{eq}}$ earthquakes and discretizing the hypocentral distance range into $N_{\text{bin}}$ intervals, the observed intensities are modelled as a linear combination of source and attenuation terms as follows:

$$ I_k(R_H) = \alpha_i + w_j \beta_j + (1 - w_j) \beta_{j+1}, $$

where $k = 1, \ldots, N_{\text{data}}$ indicates the $k$th observation, $i = 1, \ldots, N_{\text{eq}}$ indicates the $i$th earthquake, $j = 1, \ldots, N_{\text{bin}} + 1$ indicates the $j$th distance value $r_j$ selected such that the hypocentral distance $R_H$ of the $k$th data point is between $r_j \leq R_H \leq r_{j+1}$. The attenuation function is linearized between $r_j$ and $r_{j+1}$ using the weights $w_j$ computed as $w_j = (r_{j+1} - R_H)/(r_{j+1} - r_j)$. In this application, the distance range 0–400 km is discretized into 40 intervals equally spaced on a logarithm distance scale. In eq. (3), $\alpha$ and $\beta$ represent the source and attenuation terms, respectively. Model (3) assumes

Figure 7. Results of 100 bootstrap regressions performed for the model depending on epicentral distance (see eq. 5 in the text). The bottom panels show the internal trade-offs characterizing the source ($a_1$ and $a_2$, left) and attenuation ($a_3$ and $a_4$, right) coefficients.
that the attenuation is independent on the earthquake size and it depends only on distance.

The parameters $\alpha_i$ and $\beta_j$ are determined by performing a least-squares fit over the set of observations. To remove the trade-off between the source and attenuation terms, the attenuation function is constrained to assume a unit value at 10 km (e.g. Oth et al. 2008). Moreover, to assess the robustness of the results and to evaluate the uncertainties affecting the coefficients $\alpha_i$ and $\beta_j$, 50 bootstrap replications (Efron, 1979) of the original data set are considered. The results of the 50 regressions are shown as grey circles in Fig. 6 for both the attenuation (top panel) and source (bottom panel) terms. For each coefficient $\alpha_i$ and $\beta_j$, the median (red circles) and the standard deviation ($\sigma_{\text{boot}}^{\text{att}}$ and $\sigma_{\text{boot}}^{\text{sorg}}$ for attenuation and source, respectively) of the bootstrap distributions are computed. The histograms of the standard deviation distributions (i.e. for attenuation, the set of standard deviations of all distance bins as obtained from the bootstrap procedure, whereas for the sources, the set of standard deviations of all individual source terms) are shown in Fig. 6 as insets. The coefficients $\beta_j$ describe an almost linear attenuation with log-distance, with a slight increase of the rate of attenuation over distances larger than 300 km. The bootstrap standard deviations are peaked at 0.16.

In the bottom panel, the source coefficients $\alpha_i$ are shown against magnitude. The median values outline an almost linear trend with magnitude, with a median bootstrap standard deviation equal to 0.168 (the mode is 0.14). The overall standard deviation of the non-parametric distribution of residuals is 0.60.

Following the results of the non-parametric approach, a parametric regression is also performed, considering a model linear in magnitude and log-distance:

$$I = a_1 M + a_2 - a_3 \log_{10}(R_{\text{epi}}/10) - a_4 (R_{\text{epi}} - 10).$$

The obtained model (Table 1), is depicted in Fig. 6 as blue lines. The standard deviation of the residuals for model (4) is 0.710, larger than the one obtained for the non-parametric regression. A fairly good agreement between the non-parametric and parametric results is observed, with a slight tendency of the parametric model to produce slightly smaller source contributions combined with somewhat weaker attenuation. The good agreement between the non-parametric trend with magnitude and the parametric model for the source terms suggests that the magnitudes of the considered earthquakes are consistent. Regarding the $M$ 8.2 Kemin earthquake, in agreement with the evidence shown in Fig. 4, the coefficient $\alpha$ for this earthquake suggest an overestimation of the magnitude value.

### Parametric Models for Epicentral Distance

Most of the IPEs developed worldwide consider either the epicentral distance $R_{\text{epi}}$, the minimum distance from the rupture $R_{\text{rup}}$ or the Joyner–Boore $R_{\text{JB}}$ measure of the source-to-site distance (e.g. Allen & Wald, 2009; Cua et al. 2010). The calculation of $R_{\text{rup}}$ and $R_{\text{JB}}$ distance metrics requires knowledge of the fault geometry, which is rarely available, especially for historical earthquakes. For recent earthquakes, the fault extension is indirectly estimated from other information but without accounting for the large uncertainties affecting the estimation of the fault parameters when the finite-fault measures of distance are evaluated. Moreover, both $R_{\text{epi}}$ and $R_{\text{rup}}$ (and $R_{\text{JB}}$) suffer from the limitation of considering, for a given site, only a point on the source plane, which is constant for all sites when $R_{\text{epi}}$ is evaluated and variable from site to site when $R_{\text{rup}}$ or $R_{\text{JB}}$ are estimated. The main advantage of $R_{\text{rup}}$ and $R_{\text{JB}}$ is that they introduce
a link to the finite extension of the fault, which in turn modifies the isotropic decay of intensity with distance. On the other hand, there is the possibility of strong overprediction of intensity values for sites close to the fault (or fault projection on the surface), but far away from the patches on the fault where most of the seismic energy is released.

In this section, we perform a further regression, starting from eq. (4) but considering the epicentral distance, that is (e.g. Sorensen et al. 2009):

\[ I = a_1 M + a_2 - a_1 \log_{10} \left( \sqrt{\frac{R^2_{\text{epi}} + h^2}{h^2}} \right) - a_4 \left( \sqrt{R^2_{\text{epi}} + h^2} - h \right), \]

where the estimate of the hypocentral depths \( h \) is used for each earthquake.

The distributions of the model parameters obtained by performing 100 bootstrap inversions are shown in Fig. 7. The median values are \((a_1, a_2, a_3, a_4) = (0.898, 1.215, 1.809, 3.447 \times 10^{-3})\) (Table 1) and the variability is mainly controlled by the unavoidable negative trade-off internal to the source (i.e. between \( a_1 \) and \( a_2 \)) and attenuation (i.e. between \( a_3 \) and \( a_4 \)) part of the model, as shown in the bottom panel of Fig. 7 (and by the negative values of the off-diagonal entries of the covariance matrix, here not shown). The residual distribution obtained considering the median parameters is shown in Fig. 8 (left panels). The predictions are unbiased, without any clear trend with magnitude or distance. Only when computed over different distance bins (vertical bars in Fig. 8), a slightly positive residual is obtained for short distances, in particular for distances smaller than 10 km (average residual 0.4). The standard deviation of the whole distribution of residuals is \( \sigma = 0.737 \), slightly larger than the one obtained using hypocentral distance.

To investigate systematic errors in the assignment of the magnitude or related to the locations where the intensity values were surveyed, the median model is used to estimate the average residual for each event (interevent error, \( \varepsilon_{\text{eve}} \)) and the average residual for each location (interlocation error, \( \varepsilon_{\text{loc}} \)). In the case of interlocation error, the residual distribution has been corrected for the interevent error before calculating the interlocation error. Fig. 9 shows the distribution of the interevent and interlocation errors, as well as their spatial variability.

The standard deviation \( \sigma_{\text{eve}} \) of the interevent distribution is 0.42, whereas the interlocation sigma is \( \sigma_{\text{loc}} = 0.37 \), which reduces to 0.25 if only locations characterized by at least five observations are considered (red circles). Since the total sigma is 0.737, and assuming that the interevent and interlocation distributions of error are independent, the standard deviation of the record-to-record distribution of error is 0.48. Fig. 9 also shows the interevent distribution of error obtained considering the K-class as explanatory variable instead of magnitude. A similar value for the standard deviation of the interevent distribution is obtained (0.723), although small differences between errors obtained for some earthquakes exist. For the 1911, \( M = 8.2 \) Kemin earthquake, the negative error equal to

---

**Figure 9.** Left panels: interevent error against magnitude (top) and K-class (middle) for the model calibrated considering the epicentral distance; interlocation error (bottom panel) obtained for the considered intensity data points. The red circles indicate the results obtained for localities with more than five observations. Right panels: spatial distribution of the interevent (top) and interlocation (bottom) errors shown in the left panels.
–0.535 obtained considering the magnitude as explanatory variable is a further indication about a possible overestimation of the magnitude for this event. When K is used as explanatory variable, the error for this earthquake is still negative (–0.262), but significantly reduced.

The right panels of Fig. 9 show the spatial distribution of ε_{eve} and ε_{loc}. The error distributions do not show clear spatial patterns, with positive and negative values located in immediate vicinity to each other.

PARAMETRIC MODELS FOR EXTENDED RUPTURE DISTANCE

To evaluate the impact of the point source assumption when using epicentral or hypocentral distance, regression (5) is repeated considering an approximation of R_{JB} as distance measure. We approximate the surface projection of the fault with a segment centred on the epicentre, oriented along the strike and having a length estimated from the magnitude by applying the Wells & Coppersmith (1994) relationships. We stress that the aim of this computation is not to compute a precise fault-distance measure, but only to gain some insights about possible improvements of the model when the extension of the fault is considered, at least in one direction. In the remainder of this paper, we refer to this distance measure as extended distance R_{ext}. R_{ext} and R_{JB} would be identical measures of distance in the case of a vertical fault plane with bilateral rupture propagation. The relation between R_{epi} and R_{ext} is shown in Fig. 10.

The residuals for the models calibrated using R_{ext} (Table 1) are shown in Fig. 8 (right panels). Significant improvements are not observed, even for the strongest earthquakes. The standard deviation of the residual is 0.734, similar to the one obtained when using epicentral distance. This result is also confirmed by the comparison between the interevent errors obtained for the models relevant to the two distance measures shown in Fig. 11. The two regressions provide very similar interevent errors over the entire magnitude range, with values distributed close to the one-to-one relation. Only for the 1911 Kemin earthquake, we have a significant increase of the error when R_{ext} is considered, from –0.535 to –0.879 for R_{epi} and R_{ext}, respectively. The increase in the overestimation for this earthquake when R_{ext} is considered could be related to the overestimation of the magnitude, which in turn results in an overestimation of the fault length and therefore in a reduction of the distances. This hypothesis is confirmed by the comparison in the right panel of Fig. 11, where the results obtained by arbitrarily reducing the magnitude to 7.7 are shown. In this case, the errors reduce to ~0.126 and ~0.281 for R_{epi} and R_{ext}, respectively.

Single earthquake predictions computed considering models for both R_{epi} and R_{ext} are shown in Fig. 12, considering the 1889 M = 8.3 Chilik, the 1911 M = 8.2 Kemin and the 1938 M = 6.9 Kemin-Chu earthquakes. As expected, when the rupture extend is taken into account, the shape of the predicted macroseismic field is strongly modified with respect to the isotropic decay obtained for R_{epi}. Fig. 12

![Figure 10](image-url) Comparison between epicentral and extended distance measures.

![Figure 11](image-url) Left panel: comparison between interevent errors obtained considering the epicentral and extended distance measures. Right panel: the same as on the left, however lowering the magnitude of the 1911 Kemin earthquake to 7.7. The circles are colour-coded according to their magnitude value.
also shows the observation minus prediction residuals for both models. For the 1889 Chilik earthquake, the usage of $R_{ext}$ slightly improves the estimation of intensity for locations close to the upper limit of the fault segment but on average, the spatial distribution of residuals looks very similar. For the 1911 Kemin earthquake, Fig. 12 confirms the general overprediction of the models whereas for the 1938 Kemin-Chu event, only small modifications are obtained when using the extended distance measure.

Finally, in Fig. 13 the IPE curves versus epicentral distance are shown for four different magnitudes, and compared with data. For magnitude $M = 5$ and 6, the depth $h$ has been fixed to 15 km and observations for magnitude within the range $M \pm 0.1$ are selected. For the $M = 8.2$ and 8.3 cases, the depth of the 1887 and 1911 earthquakes were used, respectively. In general, the median and standard deviation of the predictions provide a good representation of the average trend and variability of the observations. The overestimation observed for the $M = 8.2$ event is in agreement with the findings discussed previously. Furthermore, the IPE curves proposed in this study seem to better capture the trend in the data than the NS75 model.

Figure 12. Comparison of predictions with the derived IPE using the epicentral (left panel) and extended (right panel) distance measures. Top: 1889 $M = 8.3$ Chilik earthquake; middle: 1911 $M = 8.2$ Kemin earthquake; bottom: 1938 $M = 6.9$ Kemin-Chu earthquake. The coloured circles indicate the residual values. The segment used to compute the extended distances is shown in green in the right-hand plots.
CONCLUSIONS

In this study, we derived new IPEs for CA. Starting from the results obtained by performing a non-parametric regression, a parametric model linear in magnitude and log-distance has been regressed against about 6000 intensity data points, distributed over the magnitude range 4.6–8.3. Different measurements of distance were considered, namely the hypocentral, epicentral and a measurement of distance accounting for the finite length of the fault, referred to as extended distance. In terms of observed minus predicted values, all the models perform equally well, without any significant dependence of bias on magnitude and distance. In particular, the standard deviation of the residual distribution obtained considering the extended distance ($\sigma = 0.734$) is very similar to the value obtained for the epicentral distance ($\sigma = 0.737$). The equivalence of the two models in term of average residuals is also confirmed by comparing the interevent errors obtained for the two regressions, obtaining very similar values for all earthquakes but the 1911 Kemin event. Indeed, the outcomes of several analyses performed in this study suggest a potential overestimation of the magnitude for this earthquake of the order of about half a magnitude unit. Regarding the variability of residuals, the three components of variance (i.e. the interevent, interlocation and record-to-record variances) play a similar role, although the largest contribution is related to the record-to-record variability, probably as a consequence of the large uncertainty generally affecting each single intensity data point. Finally, the interlocation errors did not show any clear spatial pattern that could be directly related to site effects.

The application of the IPEs derived in this study for estimating the seismic hazard and risk in CA is ongoing (e.g., Bindi et al. 2011). Since for such applications a model with a fixed depth is sometimes required, Table 1 also includes the coefficients obtained when regressing eq. (4) with the depth $h$ fixed to 15 km.
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