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[1] We present a new method for estimating core surface flows by relaxing the
tangentially geostrophic (TG) constraint. Ageostrophic flows are allowed if they are
consistent with the radial component of the vorticity equation under assumptions of the
magnetostrophic force balance and an insulating mantle. We thus derive a tangentially
magnetostrophic (TM) constraint for flows in the spherical harmonic domain and
implement it in a least squares inversion of GRIMM‐2, a recently proposed core field
model, for temporally continuous core flow models (2000.0–2010.0). Comparing the
flows calculated using the TG and TM constraints, we show that the number of degrees of
freedom for the poloidal flows is notably increased by admitting ageostrophic flows
compatible with the TM constraint. We find a significantly improved fit to the GRIMM‐2
secular variation (SV) by including zonal poloidal flow in TM flow models. Correlations
between the predicted and observed length‐of‐day variations are equally good under the
TG and TM constraints. In addition, we estimate flow models by imposing the TM
constraint together with other dynamical constraints: either purely toroidal (PT) flow or
helical flow constraint. For the PT case we cannot find any flow which explains the
observed SV, while for the helical case the SV can be fitted. The poor compatibility
between the TM and PT constraints seems to arise from the absence of zonal poloidal flows.
The PT flow assumption is likely to be negated when the radial magnetostrophic vorticity
balance is taken into account, even if otherwise consistent with magnetic observations.

Citation: Asari, S., and V. Lesur (2011), Radial vorticity constraint in core flow modeling, J. Geophys. Res., 116, B11101,
doi:10.1029/2011JB008267.

1. Introduction

[2] Horizontal flows of the electrically conducting fluid at
the Earth’s core surface advect the magnetic field, resulting
in temporal variations of the observed global geomagnetic
field. Satellite magnetic field monitoring over the last decade
has revealed the spatial and temporal structures of the core
main field (MF) with increasing accuracy, probably up to its
smallest‐scale components that are unaffected by the noise
from other sources. Core surface flow modeling has come
to a phase, in which even temporal fluctuations of the flow
are discussed in association with subdecadal changes of
magnetic field and Earth rotation [Holme and Olsen, 2006;
Wardinski et al., 2008]. It has been reported that such rapid
changes of the flow are actually required to explain the
recent fluctuations of secular variation (SV) [Olsen and
Mandea, 2008]. Meanwhile, there still remain obstacles in
better resolving the core surface flow. A significant error in
flow imaging arises from the unmodeled SV due to the
advection of the small‐scale MF masked by the crustal field
[Eymin and Hulot, 2005]. Instead of fitting the observed SV
tightly, one needs to allow for a possible error from the

unmodeled SV [Pais and Jault, 2008;Gillet et al., 2009]. The
theoretical non‐uniqueness problem in the flow modeling
[e.g., Holme, 2007] is another setback which is even more
serious. Assumptions used to alleviate the flow uncertainty
can distort resulting flow images more significantly than the
errors estimated for the unmodeled SV. Choices of assump-
tions are thus a critical matter in flow modeling.
[3] Various assumptions have been proposed and imple-

mented in core surface flow modeling. These are typically
based on dynamics relevant to core flow, such as tangentially
geostrophic (TG) flow, purely toroidal (PT) flow and helical
flow [see, e.g., Holme, 2007], as well as the recent quasi‐
geostrophic flow [Pais and Jault, 2008]. Among these the TG
assumption has been most commonly employed, in which the
Lorentz force is eliminated from the horizontal force balance
at the core surface, resulting in TG equilibrium. It has been
adopted not only to model the core flow but also to compute
the fluid pressure [Chulliat and Hulot, 2000; Chambodut
et al., 2007] and the accompanying pressure torque acting
on the topography of the mantle’s bottom [e.g., Jault and Le
Mouël, 1989; Greff‐Lefftz and Legros, 1995]. However, the
TG assumption is known to have theoretical and observa-
tional difficulties. First of all, it necessarily fails at the
geographical equator, where the horizontal Coriolis force
vanishes. The TG constraint alters the configuration of esti-
mated flows significantly at the geographic equator, restrict-
ing flows to only the azimuthal component. As a result,

1Helmholtz‐Zentrum Potsdam, Deutsches GeoForschungsZentrum,
Potsdam, Germany.

Copyright 2011 by the American Geophysical Union.
0148‐0227/11/2011JB008267

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 116, B11101, doi:10.1029/2011JB008267, 2011

B11101 1 of 16

http://dx.doi.org/10.1029/2011JB008267


estimated TG flow models tend to fail in explaining the local
SV around the equator [Wardinski et al., 2008]. Furthermore,
recent analyses have found that a pure TG flow model has
difficulty in explaining the time variation of satellite SV
models [Olsen and Mandea, 2008; Wardinski et al., 2008].
[4] Recently, Gillet et al. [2010] proposed a model of fast

torsional waves in the fluid core, by analyzing the nearly
six‐year periodicity of the length‐of‐day (LOD) observa-
tion. In their model, the magnetic field inside the core has
intensities of several mT (an order of magnitude greater than
the radial field at the core surface), causing torsional waves
in correlation with the rapid LOD variation. It is then
implied that the core is in a state with the toroidal field
dominating the poloidal field, rather than with their mag-
nitudes being comparable [Busse, 1975]. Meanwhile, the
TG assumption has been essentially based on weaker field
within the core (the intensity of several tenths of mT [e.g.,
Busse, 1975]) in neglecting the Lorentz force [Le Mouël
et al., 1985; Jault and Le Mouël, 1991a]. The strong mag-
netic field, associated with the strong electric current, may
amount to the Lorentz force playing an important role even
near the core‐mantle boundary (CMB). All the above argu-
ments suggest that the TG constraint be relaxed to some
extent, so that subsequent flow models may be consistent
with both theory and observations. Flow models estimated
with relaxed TG constraints have already been investigated
[Pais et al., 2004], where the constraint is imposed in a
weak form associated with a damping parameter controlling
the degree of the relaxation. This numerically motivated
approach has nonetheless shown that the TG constraint
starts to relax particularly from the vicinity of the geo-
graphic equator.
[5] In this paper we develop a more physically motivated

method to relax the TG constraint, letting the flow respect
the radial component of vorticity equation in magnetos-
trophic balance at the core surface. This equation (simply
referred to as radial vorticity (RV) equation in this paper)
has already been discussed in the context of MF modeling.
Under the assumptions of a perfectly electrically conducting
core and an insulating mantle, the RV equation yields a
useful constraint on the time evolution of the radial mag-
netic field at the CMB (RV constraint) [Gubbins, 1991;
Jackson, 1996]. It has been demonstrated that magnetic
observations for the past hundred years do not contradict the
RV constraint [Jackson et al., 2007], which implies that the
pure TG flow assumption is valid. It should be noted that
ageostrophic (i.e., non‐TG) flow is also allowed to exist,
because the TG constraint is only a sufficient condition of the
RV constraint (section 2). Here, we build a flow model with
purely TG flow (which necessarily satisfies the RV con-
straint) supplemented by ageostrophic flow, yet restricting
the latter to the elements compatible with the RV equation.
[6] The RV equation can be used to constrain a core flow

model in combination with other flow constraints, such as
a purely toroidal (PT) flow constraint. Indeed, the PT flow
assumption is motivated by a magnetostrophic balance near
the core surface, involving only toroidal flows consisting
conceivably of (purely zonal) geostrophic flows and hori-
zontally polarized slow MAC‐waves [Bloxham, 1990].
Likewise, a helical flow model may well satisfy the RV
equation. With reference to the fit to magnetic observations

alone, previous works have investigated both the assumptions
of PT flow [Holme and Olsen, 2006; Wardinski et al., 2008]
and helical flow [Amit and Olson, 2004]. Here, we seek for
the presence of reasonable flow models compatible with the
RV equation and either of these assumptions. This would
provide an observational insight as to the consistency of these
two flow assumptions with the magnetostrophic balance.
[7] We begin in section 2 with a review of the RV equation

and introduce the tangentially magnetostrophic (TM) con-
straint for the core flow. Our method of flow modeling is
described in section 3, while the practical part of imple-
menting the TM constraint is given in detail in Appendix A.
The results of flow modeling with the RV constraint are
presented in section 4. The results obtained by including
additional PT or helical flow constraints then follow in
section 5. Sections 6 and 7 are discussion and conclusions,
respectively.

2. Radial Vorticity Equation and Tangentially
Magnetostrophic Constraint

[8] We here follow the derivation of the RV equation in
the same framework as Gubbins [1991]. His analysis focuses
on temporal and spatial scales relevant to the observational
studies of the SV and core flow. The fluid core dynamics are
described by the “slow‐steady equations,” where the inertial
terms are eliminated from relevant equations. Neglecting the
viscous term in the Navier‐Stokes equation in the Boussi-
nesq approximation, the magnetostrophic balance reads

2�W� u ¼ �rpþ Ar̂ þ J � B; ð1Þ

where r is the core fluid density, W the angular velocity of
the Earth rotation, u the core flow, p the dynamical pressure,
Ar̂ the radial buoyancy with r̂ being the radial unit vector,
J the electric current density and B the magnetic field.
[9] The buoyancy term can be excluded by operating on

equation (1) with �r̂×:

�f uH ¼ �r� pr̂ þ JrBH � BrJHð Þ ; ð2Þ

where f ≡ 2W cos� is the radial component of the planetary
vorticity. Here spherical coordinates are useful, with (r, �, ’)
denoting radial, meridional and azimuthal components,
respectively; the subscript H denotes the horizontal compo-
nents. Note that the radial flow ur near the core surface is
neglected in deriving equation (2), considering the solid
boundary right above. One can further let Jr = 0 in equation
(2) for an electrically insulating mantle, which has been
commonly considered as a reasonable approximation in
dealing with the MF at the time and spatial scales of interest
(this shall be discussed later in section 6). Now the equation
becomes tractable, as the horizontal magnetic field BH

comprising the (observationally unknown) toroidal compo-
nent has been eliminated. The Lorentz contribution remain-
ing in equation (2) arises only from the radial MF Br and the
horizontal electric current JH. The assumption of insulating
mantle allows us to map the large‐scale Br at and near the
core surface by the downward continuation of magnetic
observations.
[10] The RV equation is concerned with the solenoidal

part of horizontal force balance, or magnetostrophic balance
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here. Near the core surface it is given by the horizontal
divergence of equation (2):

G uH �; ’ð Þð Þ ¼ �rH � BrJHð Þ ; ð3Þ

where G denotes the radial planetary vorticity advection:

G uH �; ’ð Þð Þ � �rH � f uHð Þ : ð4Þ

The RV equation (3) can be compared, in a mathematical
analogy, to the radial induction equation (7) [Gubbins,
1991]; the RV advection G and horizontal electric current
JH are replaced with the radial SV _Br and core surface flow
uH, respectively.
[11] The RV equation (3) leads to a set of constraints on

the time evolution of the MF. Surface integration of the
RV equation with respect to a so‐called null‐flux patch C
(a fragment of the spherical CMB delineated by the null‐
flux curve ∂C given as a closed contour of Br = 0) yields

Z
C
G dS ¼ 0 ð5Þ

and consequently [Jackson, 1996; Chulliat and Hulot,
2001]

d

dt

Z
C
f dS ¼ 0 : ð6Þ

It states that the MF has to evolve in time such that every
C migrates or deforms the way the flux of radial planetary
vorticity f is conserved. The constraint (6) has been referred
to as the “RV constraint” and used to constrain MF models
[Jackson et al., 2007].
[12] In this work we use the RV equation (3) to add a

constraint on the core flow uH. Our flow modeling relies
basically on the radial component of the induction equation
near the core surface [Bloxham and Jackson, 1991]:

_Br ¼ �rH � BruHð Þ ð7Þ

(the overdot indicates a derivative with respect to time t). In
equation (7) the diffusion term has already been neglected
on the basis of the frozen‐flux assumption [Roberts and
Scott, 1965]. It then follows that JH in the RV equation (3)
is purely poloidal, since the diffusion term in the radial
induction equation relates directly to the toroidal part of JH
[Pais et al., 2004]. Our new constraint for the flow to meet

this RV equation will be referred to as “tangentially mag-
netostrophic (TM) constraint,” its subsequent model having a
form of “TM flow”:

uTMH ¼ � 1

�f
r� pr̂ þ BrJHð Þ

¼ � 1

�f
r� pþ pmð Þr̂ þ BrJHð ÞP
� �

:

ð8Þ

The second expression of uH
TM in equation (8) is derived by

splitting BrJH into its poloidal part (BrJH)P and toroidal part
(BrJH)T (= r × pmr̂, with pm being the magnetic pressure).
The constituent uH

TG = −(rf )−1r × (p + pm)̂r of the TM flow
uH
TM may be named TG flow, as it satisfies the TG constraint

[Le Mouël et al., 1985]:

G uH �; ’ð Þð Þ ¼ 0 ; 8 �; ’ð Þ : ð9Þ

The TG constraint is a particular case of the RV equation (3)
when JH is such that (BrJH)P = 0, so a pure TG flow uH

TG is
regarded to meet the TM constraint as well.
[13] To further discuss the TM constraint, let us consider a

complete flow space U, the linear space of tangential vector
fields over the spherical surface with the mean core radius c
(Table 1). A physically meaningful inner product relevant to
U may be

hu1H ; u2H ic ¼
1

4�c2

I
r¼c

u1H � u2H dS ; ð10Þ

where the integral is taken with respect to the whole core
surface (the associated square norm kuHkc2 (= huH, uHic)
represents the total kinetic energy of uH over the spherical
surface). We note that TM flows uH

TM form a linear subspace
UTM of U; the TM flow space UTM includes only TM flow
elements that are compatible with the RV equation (3) for
each associated pressure (p + pm) and poloidal electric
current JH (note that Br is already given). Furthermore, TG
flows uH

TG satisfying the TG constraint (9) form a linear
subspace UTG of UTM. We thus have UTG � UTM � U. The
TM constraint is therefore a relaxed one relative to the TG
constraint; the former restricts the model flow space to UTM,
while the latter restricts the model flow space to UTG.
[14] An arbitrary flow uH

o given in U can be sorted as

uoH ¼ uTGH þ uATMH þ uNMH : ð11Þ

The first constituent is a pure TG flow uH
TG 2 UTG; the

second is an “ageostrophic TM” flow uH
ATM 2 UTM yet ∉

UTG, e.g., a flow causing a RV advection GATM consistent
with the RV constraint (5) but inconsistent with the TG
constraint (9); the last is a “non‐magnetostrophic” flow
uH
NM ∉ UTM, e.g., a flow causing a RV advection GNM

inconsistent with the RV constraint (5). The flow classifi-
cation (11) can be reorganized as

uoH ¼ uTMH þ uNMH ð12Þ

or

uoH ¼ uTGH þ uAGH ; ð13Þ

Table 1. Values and Typical Scales of Physical Quantities

Description Notation Value

Earth radius a 6371.2 km
Core radius c 3485.0 km
Core density r 1.2 × 104 kg/m3

Earth angular velocity W 7.3 × 10−5 rad/s
Magnetic permeability mo 4p × 10−7 H/m
Core electric conductivity sc 5 × 105 S/m
Radial field at CMB P 5 × 10−4 T
Flow velocity V 5 × 10−4 m/s
Field and flow length scale L 103 km
SV time constant t 10 years
Mantle conductivity sm 103 S/m
Mantle conducting layer thickness Dm 102 km
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where uH
TM = uH

TG + uH
ATM forms the TM flow part and

uAGH ¼ uATMH þ uNMH ð14Þ

forms the ageostrophic flow part.
[15] It is possible to perform the flow separation (11) so

that all the three flow parts may become orthogonal to one
another with respect to the inner product (10). This
orthogonal decomposition means a simple relation for flow
kinetic energy kuHo kc2 = kuHTGkc2 + kuHATMkc2 + kuHNMkc2. Fur-
ther, we specify the three parts such that kuHTGkc2 is maxi-
mized and kuHNMkc2 is minimized among all possible choices
for each. Indeed, the decomposition (13) has been made in
the same manner in previous studies [e.g., Bloxham, 1989;
Wardinski et al., 2008].
[16] We develop projection operators PTG, PATM and PNM

based on the inner product (10) so that we can derive each
flow part as

uTGH ¼ PTGu
o
H ; u

ATM
H ¼ PATMu

o
H and uNMH ¼ PNMu

o
H :

[17] In the flow modeling with the TG constraint, the
kinetic energy of ageostrophic flow kuHAGkc2 is damped
completely, i.e., uH

ATM and uH
NM are to be excluded altogether

from a TG flow model. With the TM constraint, the TM
flow part is left unconstrained and the kinetic energy of non‐
magnetostrophic flow kuHNMkc2 is alone damped completely.

3. Core Flow Inversion With the TM Constraint
in the Spherical Harmonic Domain

[18] In order to apply the TM constraint to the core flow
modeling, we consider a practical method in which all the
computations are to be performed in the spherical harmonic
(SH) domain. We expand the RV equation (3) and FF
induction equation (7) in the Schmidt’s quasi‐normalized
SH function Yl

m(�, ’) (hereafter l always denotes the SH
degree). The latter turns out to be

_b ¼ A _bm ; ð15Þ

where the column vector _b contains the SV Gauss coeffi-
cients, m the SH coefficients of the toroidal and poloidal
scalar functions of the core surface flow uH, and A _b is the
matrix whose elements are linear functions of the MF Gauss
coefficients [Whaler, 1986]. It is worth remarking that, by
virtue of the identity of equations (3) and (7) in terms of
their analytical forms, the RV equation can be expressed in
the SH domain as

g ¼ Ag j ; ð16Þ

with the matrix Ag being the same as A _b if
_Br is defined with

respect to the CMB. The column vector g contains the SH
coefficient of the radial planetary vorticity advection G. j
represents coefficients of the electric current JH, but here we
restrict it to the poloidal component alone (and Ag to its
relevant part), because the toroidal electric current has
already been ruled out under the frozen‐flux assumption as
in equation (7) [Pais et al., 2004].

[19] The MF and SV coefficients are supplied by our
latest geomagnetic field model GRIMM‐2 for 2000.0–
2010.0 [Lesur et al., 2010b]. GRIMM‐2 is a model built
using data from the satellite CHAMP and ground‐based
observatories. It consists of Gauss coefficients expanded in
time in the B‐spline function of order 6 with knot spacings
of 1.0 year. We use its internal field components up to SH
degree LB = 14 for the SV coefficients to form _b and for the
MF coefficients to calculate A _b and Ag. The toroidal and
poloidal flows are truncated at SH degree Lu = 27 (i.e., uH is
parameterized by 2Lu(Lu + 2) = 1566 coefficients for a given
epoch). This flow yields the vorticity advection g up to
degree LG = Lu + 1 = 28, so we should consider the TM
constraint up to degree 28. Further, we take LJ = 14 for the
truncation degree of the horizontal poloidal electric current j,
so that it may lead to the Lorentz vorticity forcing Agj up to
degree LJ + LB = 28 (= LG), when the MF is truncated at
degree LB = 14. All the coefficients m, g and j are expanded
in time based on the same B‐spline function as employed in
GRIMM‐2.
[20] Flow models are inferred by means of the penalized

least squares method. We minimize an objective function,

F ¼ 1

t1 � t0

Z t1

t0

Ft dt; ð17Þ

where t0 = 2000.0 and t1 = 2010.0 denote the starting and
ending years of modeling period, respectively, and

Ft mð Þ ¼ _b� A _bm
� �T

C�1
_b

_b� A _bm
� �

þ Q mð Þ þ R mð Þ þ S mð Þ :

ð18Þ

C _b and S are a SV covariance matrix and a regularization
norm for temporal and spatial smoothness, respectively.
These are specified later in this section. Q and R are related
to the physical constraints:
[21] 1. Q (≡ lqm

TDq
−1m) is a semi‐norm for the TG

constraint or TM constraint, where lq is the damping
parameter and Dq

−1 is the damping matrix representing either
of DTG

−1 for the TG constraint (whereby uH
AG is damped) or

DTM
−1 for the TM constraint (whereby only uH

NM is damped).
In Appendix A, these matrices are derived by analyzing the
matrix Ag.
[22] 2. R (≡ lrm

TDr
−1m) is a (semi‐)norm for the addi-

tional physical or geometric constraints. We here particu-
larly consider the assumptions of PT and helical flows,
deriving Dr

−1 for them in Appendix B. We just note here
that, in the strict helical flow assumption, the degree of
freedom of the flow model space is reduced by half (just as
in the PT flow assumption) due to a proportionality between
the flow upwelling x ≡ rh · uH and radial component of
relative vorticity z ≡ r̂ · r × uH near the core surface [Amit
and Olson, 2004].
[23] The temporal integration of Ft given in equation (17)

is performed by means of the Gauss‐Legendre quadrature.
We exactly integrate the polynomial of degree 12 by taking
11 samplings ti per each 1‐year knot interval of B‐splines
(i = 1, � � �, 110 for the whole modeling period).
[24] In the previous core flow inversions based on satellite

magnetic models, the SV covariance matrix C _b has been
quantified by considering different sources of SV variance:
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[25] 1. Satellite SV models such as GRIMM‐2 are still
subject to “observation and modeling error,” while the
amount, coverage and accuracy of magnetic data have been
substantially enhanced. A rough (but not too optimistic)
estimate of SV variance for GRIMM‐2 would be 0.5 nT2/yr2

per SH degree evenly at the Earth’s surface.
[26] 2. SV due to magnetic diffusion at the CMB has been

crudely estimated by calculating the “free decay” of the field
assuming the absence of core flow [Holme and Olsen, 2006].
In particular, the free decay of the axial dipole mode can be
the most important ingredient of diffusion to be allowed for
as SV misfit.
[27] 3. The large‐scale SV may also be attributed to “non‐

modeled advection,” i.e., advection of the small‐scale MF
truncated and neglected in the flow modeling [Eymin and
Hulot, 2005]. Hence, a flow model estimated without

accounting for this SV contribution can be affected by the
aliasing. The SV misfit may even have to be no smaller than
those of flow models based on magnetic models built with
ground‐based observation alone [Pais and Jault, 2008].
[28] In this study, we set the SV covariance matrix in the

objective function (18) using the observation error and the
field free decay, following the manner of Holme and Olsen
[2006]. More specifically, we let

C _b ¼ diag
0:5

l þ 1ð Þ 2l þ 1ð Þ þ _gDl;m

� �2
� �

: ð19Þ

Here, we use the free decay SV _gl,m
D = −(kln)2(hc/c2)glm,

where hc = (mosc)
−1 is the magnetic diffusivity, with the

magnetic permeability mo and the electric conductivity of
the core sc (Table 1). kl

n denotes the nth zero of the degree
l − 1 spherical Bessel function, and in this particular calcu-
lation we let n = l. Recent studies have estimated flowmodels
fitting SV models either at one standard deviation [Pais and
Jault, 2008] or even more tightly [Holme and Olsen, 2006;
Olsen and Mandea, 2008; Wardinski et al., 2008]. Here, we
do not restrict ourselves to either of these cases, but study
resulting models by varying the misfit level within one
standard deviation. The effect of aliasing due to the small‐
scale MF truncation is evaluated for each flow model a pos-
teriori. The regularization norm S for the model smoothness
(18) is given by

S mð Þ ¼ �smTD�1
s mþ �tmTD�1

t m : ð20Þ

The first term denotes the norm for the spatial smoothness, for
which we adapt the normDs

−1 = diag[l2(l + 1)2/(2l + 1)] [Gillet
et al., 2009; Lesur et al., 2010a]. We do not choose the
“strong norm” [Bloxham, 1988] which has been most com-
monly used [Holme and Olsen, 2006;Wardinski et al., 2008],
because it may overdamp the small‐scale flows. The second
term is for the temporal smoothness;Dt

−1 is a positive definite
matrix such that mTDt

−1m = k∂tuHkc2. We add the temporal
smoothness simply for the purpose of regularization, so lt is
fixed at 1.0 × 10−6 in this study.

4. Core Flow Models Estimated With TM
Constraint

[29] In this section, we present flow models estimated
with the TM and TG constraints and compare their prop-
erties. We consider the PT or helical flow constraint in the
next section, so the damping parameter lr is set to be 0 for
now. To see how the TM constraint regulates the flow
solution, we first derive two flow models using the semi‐
norm Q (in equation (18)) with its damping matrix Dq

−1 tuned
for the TG and TM constraints. In this particular analysis,
we fix the damping parameters ls at 1.0 × 10−1. From the
resulting flow models uH with a wide range of the damping
parameter lq, we compute the RMS velocity kuHkc at
2005.0, as well as its TG part kuHTGkc, ageostrophic TM part
kuHATMkc and non‐magnetostrophic part kuHNMkc (Figure 1).
Obviously, the TM constraint damps only uH

NM, whereas the
TG constraint damps both uH

ATM and uH
NM. It is remarkable

that these two constraints damp uH
NM with nearly the same

efficiency (the green dashed curves in Figures 1a and 1b
behave almost in the same manner). The magnitude of

Figure 1. The mean flow velocities (in km/yr) at 2005.0 as
a function of the damping parameter lq. For the (a) TG con-
straint and (b) TM constraint, the mean velocities of the total
flows kuHkc (black), its TG components kuH

TGkc (red),
ageostrophic components kuHAGkc (blue), ageostrophic TM
components kuHATMkc (dotted green) and non‐magnetos-
trophic components kuHNMkc (dashed green) are plotted. Also
shown are the RMS SV misfits ðk � _B k2aÞ

1
2 (in nT/yr) at the

Earth’s surface for the whole model period 2000.0–2010.0
(gray).
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uH
TG grows, however, when these constraints are imposed,

particularly to a relatively great extent for the TG constraint.
Also plotted in Figure 1 is the RMS (k � _B k2a)

1/2 of the SV
misfit d _B between the prediction and GRIMM‐2 SV for the
whole model period over the spherical surface with the
radius of the Earth radius a (in this paper, the overbar
denotes the time‐average over the whole model period from
t0 = 2000.0 to t1 = 2010.0, i.e., X = (t1 − t0)

−1 R t1
t0
X dt). The

TG constraint degrades the fit to SV much more signifi-
cantly than the TM constraint. Lowering the damping
parameter for the TG constraint actually reduces the misfit
effectively, but allows uH

NM to enter the flow solution,
making the subsequent model inconsistent with the RV
equation (3).
[30] We further compare the two constraints by comput-

ing the resolution matrix. As we are interested only in the
effect of adding the relevant norm Q in resolving the solu-

tion, we examine the diagonal elements of the resolution
matrix defined by

R ¼ AT
_bC

�1
_b A _b þ �sD

�1
s þ �tD

�1
t þ �qD

�1
q

� ��1

� AT
_bC _b

�1A _b þ �sD
�1
s þ �tD

�1
t

� �
: ð21Þ

The diagonal elements of R help in understanding how much
of the obtained solution has been controlled by the penaltyQ.
More specifically, a flow coefficient (m)j ( j = 1, � � �, 1566) is
determined fully by the TM constraint or TG constraint,
when its corresponding diagonal element in the resolution
matrix (R)jj is 0. On the contrary, (m)j is not at all determined
by these constraints, when (R)jj = 1. Figures 2a and 2b show
(Rjj) with regard to the TG constraint and the TM constraint,
respectively. They are computed with ls = 1.0 × 10−1 and
lq = 1.0 × 1014 for both constraints. The choice of lq is
such that we impose the TG or TM constraint rigorously. As
discussed by Wardinski et al. [2008], the poloidal flow is
predominantly determined by the TG constraint; above all,
its zonal components are completely damped. The toroidal
flow is basically less affected by the TG constraint, while the
degree of the constraint varies more significantly with its
mode. The zonal components are entirely free from the TG
constraint, but the sectorial components are subject to the
constraint to a substantial extent. The TM constraint is dis-
tinct from the TG constraint in that the poloidal flow is
notably weakly constrained. This can be quantitatively
checked through the flow’s number of degrees of freedomP1566

j¼1 (R)jj, which is 729.0 for the TG constraint and 950.0
for the TM constraint (note that these computations equal
Lu
2 and 1566 − (LG(LG + 2) − LJ(LJ + 2)), respectively; see

Appendix A). Their difference by 221.0 ‐ this equals the
number of degrees of freedom for the ageostrophic TM
flow uH

ATM ‐ is attributed to the poloidal and toroidal parts
by 182.4 and 38.6, respectively. It is thus indicated that the
constraint relaxation is largely due to the poloidal flow. The
toroidal flow is of course relaxed as well. In fact, all its
modes are only marginally controlled by the TM constraint,
except for the sectorial components.
[31] We build four flow models, two with the TG con-

straint, and the other two with the TM constraint. For each
constraint, two different SV misfit levels, moderate and
tight, are chosen. We name these four models M‐TG‐flow,
T‐TG‐flow, M‐TM‐flow, and T‐TM‐flow, for the moderate‐
fit (M) and tight‐fit (T) models estimated with the TG
constraint (TG) and TM constraint (TM) (see Table 2 for
their statistics). The spectra of the GRIMM‐2 SV and the
misfit SVs are displayed in Figure 3. We regard all the flow
models as consistent with GRIMM‐2, as they account for the
GRIMM‐2 SV acceptably at least up to degree 11. Also
plotted in Figure 3 are the spectra of the free decay (used to
form C _b in equation (19)) and the non‐modeled advection
of the truncated small‐scale MF. The latter is derived fol-
lowing the protocol of Eymin and Hulot [2005]. It is revealed
that the non‐modeled advection is not as significant as the
free decay, which is not the case for the models of Pais and
Jault [2008]. As the observation and modeling error is pre-
dominant in the SV variance at degrees 8–14 in our C _b
(section 3, but see also Holme and Olsen [2006]), the SV fits
at these degrees are much looser than those of Pais et al.’s
models. As discussed by them, the large‐scale non‐modeled

Figure 2. The diagonal elements of the resolution matrix R
defined by equation (21), computed with the regularization
matrix Dq

−1 for the TM constraint at 2005.0 (black) and TG
constraint (gray). Those corresponding to (a) the first 50
toroidal flow coefficients and (b) the first 50 poloidal flow
coefficients are shown here. The coefficient number j is
arranged in such a way that j = 1, 2, 3, 4, 5, � � � corresponds
to u1

0, u1
1c, u1

1s, u2
0, u2

1c, � � �, where ulm(c,s) stands for either the
toroidal or poloidal flow coefficients with the SH degree
l and order m, and (c, s) represents the relevant azimuthal
basis function, cosine or sine.
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advection is attributed primarily to the high flow powers at
degrees 15–18, which are required for their tighter SV fit at
degrees 11–14. We thus verify a posteriori the dismissal of
non‐modeled advection in defining C _b as equation (19). For
the tight‐fit modelings, for which the same C _b is employed,
the non‐modeled advection is of course more significant.
These flows are nonetheless estimated in a spirit along with
[Holme and Olsen, 2006; Olsen and Mandea, 2008], i.e.,
attempting to find a model of the core flow that fits a SV
model as tightly as possible.
[32] The maps of M‐TG‐flow and M‐TM‐flow at 2005.0

are illustrated in Figure 4. For reference, we also present the
maps of two other models: unconstrained‐flow estimated
with the smoothing regularizations alone and relaxed‐TG‐
flow estimated by imposing a weak TG constraint (the
properties of these models are also given in Table 2).M‐TG‐
flow has features that are already well known [e.g., Holme,
2007]: azimuthal flows at the equator, strong westward
flows in the Atlantic hemisphere, polar vortices, the retro-
grade vortices below Indian Ocean and North America. M‐
TM‐flow includes the dominant westward flow as well, but
other typical features of M‐TG‐flow are not evidently visi-
ble. The tight‐fit models T‐TG‐flow and T‐TM‐flow (whose
maps are not shown here) exhibit a little more spatial
complexity, but they basically have the same spatial struc-
tures as each of their moderate‐fit models. The general
structure of M‐TM‐flow is similar to that of unconstrained‐
flow or relaxed‐TG‐flow; apparently, M‐TM‐flow involves
more azimuthal components near the equator than uncon-
strained‐flow, but less than relaxed‐TG‐flow. Interestingly,
despite the evident difference in the flow morphologies of
M‐TG‐flow and M‐TM‐flow, the latter are composed mostly
of the TG part uH

TG. Indeed, energy fraction of the ageos-
trophic part uH

AG of M‐TM‐flow (Figure 5) does not reach
10 percent of the total flow energy (see also Table 2). The
ageostrophic TM flow uH

ATM, allowed (even slightly) to enter
the model space, drastically alters the overall outcome of the
inversion, thanks to its effectiveness in enhancing the fit to
the SV model.
[33] Figure 6 presents the radial vorticity advections G

(equation (4)) associated with the ageostrophic part uH
AG of

M‐TM‐flow and unconstrained‐flow at 2005.0. The com-
putation is done with r and W given in Table 1. Unlike the
TG‐flow models for which G = 0 everywhere, the TM‐flow
models have non‐zero G, configured in such a way that they
satisfy the RV equation (3) and hence the necessary con-
ditions (5) and (6). We find that amplitudes of G for M‐TM‐
flow are comparable to those for unconstrained‐flow and the
rough estimate |G| ∼ 2rWV=L ∼ 10−9 N/m4 (Table 1). In
contrast, the spatial configuration of G for M‐TM‐flow has

Figure 3. The time‐averaged spectra of SV misfit at the
Earth’s surface r = a calculated from the flow models esti-
mated with (a) the TG constraint and (b) the TM constraint.
For each case, the misfit spectra of moderate‐fit model
(black solid) and tight‐fit model (black dashed) are plotted.
Also shown are the spectra of the GRIMM‐2 SV (gray
solid), and the free decay (gray dashed) and non‐modeled
advection of the truncated small‐scale MF (gray dotted), cal-
culated by following Holme and Olsen [2006] and Eymin
and Hulot [2005], respectively.

Table 2. The Damping Parameters and Statistics of the Estimated Flow Modelsa

Model ls lq lr (k � _B k2a)
1/2 (k uH k2c )

1/2 kuHkc kuHTGkc kuHAGkc kuHATMkc kuHNMkc
M‐TG‐flow 3.0 × 10−2 1.0 × 1014 0.0 6.45 12.77 12.88 12.88 0.00 0.00 0.00
M‐TM‐flow 1.0 × 10−1 1.0 × 1014 0.0 3.62 9.40 9.52 9.08 2.85 2.85 0.00
T‐TG‐flow 5.0 × 10−3 1.0 × 1014 0.0 2.13 14.39 14.46 14.46 0.00 0.00 0.00
T‐TM‐flow 1.0 × 10−2 1.0 × 1014 0.0 0.69 10.50 10.54 9.97 3.44 3.44 0.00
Unconstrained‐flow 1.0 × 10−1 0.0 0.0 2.50 9.17 9.24 8.38 3.89 3.09 2.37
Relaxed‐TG‐flow 1.0 × 10−1 5.0 × 101 0.0 6.48 10.29 10.42 10.34 1.30 1.22 0.45

aHere (k � _B k2a)
1/2 and (k uH k2c )

1/2 are the RMS SV misfit and RMS flow velocity over the model period 2000.0–2010.0, respectively. kuHkc, kuHTGkc,
kuHAGkc, kuHATMkc and kuHNMkc are the RMS flow velocities at 2005.0.
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been properly modified, involving more power in its smal-
ler‐scale structures up to degree LG.
[34] It is worth remarking that the temporal behaviors of

M‐TM‐flow and unconstrained‐flow differs somewhat,
despite the similarity of their spatial structures. This may be
well illustrated by comparing their zonal toroidal flows,
which are the flow components considered to vary most
prominently in time [Jault and Le Mouël, 1993]. We here
present the excess length‐of‐day (DLOD) prediction, com-
puted from these flow components using the formulaDLOD
[msec] = 1.138(t1

0 + (12/7)t3
0) + g, where t1

0 and t3
0 (in km/yr)

denote the zonal toroidal flow coefficients at degrees 1 and 3,
respectively, and g is an arbitrary constant [Jackson, 1997].
The predictions ofDLOD fromM‐TM‐flow, unconstrained‐
flow and M‐TG‐flow are plotted in Figure 7, together with
the observed decadal LOD variation. M‐TM‐flow and M‐
TG‐flow predict LOD variations in phase with the observa-
tion (though their amplitudes does not agree with one
another). However, the prediction of the non‐constrained
flow model fails to have the decreasing trend prior to 2004
seen in the other two predictions and the observed DLOD.
Their behaviors are consistent with the previous argument
that amplitudes of time variations of zonal toroidal flows and
their LOD predictions are larger for models built with
stronger constraints, as required by fitting the SV more or
less equally [Pais et al., 2004].
[35] The LOD predictions of M‐TM‐flow and M‐TG‐flow

are well correlated with the time variations of their fully
geostrophic flows, i.e., zonal toroidal and equatorially
symmetric flows (Figure 8). Further, the variations have a
feature of propagating phase from the inner core boundary
toward the CMB at the equator, which quite resembles the
outward traveling torsional waves observed in numerical

simulations [Wicht and Christensen, 2010]. These flow
variations may be a segment of the fast torsional waves with
6‐year periodicity [Gillet et al., 2010]. Comparing the two
flow models in Figure 8, we note that M‐TM‐flow exhibits
an even more distinct feature of propagation than M‐TG‐
flow. The present analysis thus indicates that imposing the
TM constraint is certainly useful in estimating a plausible
flow model, and is no less reasonable than imposing the TG
constraint, at least in reference to the time variations of fully
geostrophic flows and predicted DLOD.

5. TM Constraint in Combination With Purely
Toroidal or Helical Flow Constraint

[36] We have shown in the previous section that the flow
model space is allowed to have a significantly greater degree

Figure 4. The maps of flow models (a) M‐TG‐flow, (b) M‐TM‐flow, (c) unconstrained‐flow and
(d) relaxed‐TG‐flow at 2005.0.

Figure 5. The map of the ageostrophic part of M‐TM‐flow
at 2005.0 (Figure 4b). Mind the allow scale different from
that in Figure 4.
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of freedom by switching the constraint from the TG con-
straint to the TM constraint, and thereby the norms of SV
misfit and model roughness can be further minimized. We
are now interested in whether or not this enlarged model
space can accommodate further constraints, i.e., the PT or
helical constraint which we can add by introducing a non‐
zero damping parameter lr for the norm R in equation (18).
We here report flow solutions obtained through a systematic
search of reasonable flow models, in which the damping
parameters lq and lr are widely varied. It is found by this
analysis that the TM flow model space is still not large
enough for the PT constraint to be met simultaneously. The
helical flow constraint is also strong, and it is barely com-
patible with the TM constraint. Some representative flow
solutions are listed in Table 3, together with their statistics.
[37] Figure 9a shows the map of model PT‐TM‐flow

obtained as a result of the flow inversion with both the TM
and PT constraints imposed strictly. Obviously the flow
morphology is dominated by the zonal toroidal components,
which are irrelevant to the TM constraint. While PT‐TM‐
flow captures some flow patterns in common with other flow
models, it fails to give an adequate fit to the GRIMM‐2 SV
(Table 3), and so is not an acceptable model. When the PT
constraint is relaxed, the SV misfit decreases but the solu-
tions still fail to explain the SV as far as the structure with
pronounced zonal components as in PT‐TM‐flow remains.
A solution compatible with the SV is obtained only when
the PT constraint is relaxed to the extent that it is no
longer dominated solely by toroidal flow and, intriguingly,
that the overall flow configuration resembles that of a model
estimated purely with the TG constraint (e.g., M‐TG‐flow as
shown in Figure 4a). We conclude that, as far as theGRIMM‐
2 MF and SV are concerned, the PT flow assumption is not
compatible with the TM constraint.
[38] We see the same difficulty when both the TM and

helical constraints are strongly imposed (see Table 3 for the
solution H‐TM‐flow, the flow map of which is not presented
here). Theoretically, applying a strict helical constraint to
the inversion is by itself sufficient for determining the flow
uniquely [Amit and Olson, 2004]. The TM constraint is not
required just for resolving the flow, but it only adds to the
SV misfit. Our helical constraint is not strict; the constraint

is locally weak near the geographic equator (Appendix B).
Even such a weakened helical constraint is not compatible
with the TM constraint. Nonetheless, after a systematic
exploration for a reasonable model while weakening the
helical constraint by reducing the damping parameter lr, we
spot a range of lr for which barely acceptable models come
out. One of such models, relaxed‐H‐TM‐flow (Figure 9b),
satisfies the TM constraint rigorously, and helical constraint
to a tolerable degree (Figure 9c). In fact, it is rather rea-
sonable not to seek for a genuine helical flow model. It may
not be appropriate to impose a tight agreement in the
morphologies of the upwelling x and radial relative vorticity
z, because they both tend to be dominated by small‐scale
ingredients for which the observations should have marginal
resolution (the spectra of x and z vary with SH degree as /
l−1 when the flow spectrum behaves as / l−3, as forced by
the smoothing constraint in this study). Despite the objective

Figure 6. The maps of radial planetary vorticity advection G (in N/m4) associated with (a) M‐TM‐flow
and (b) unconstrained‐flow at 2005.0. The null‐flux curves Br = 0 calculated from the GRIMM‐2 MF
model at 2005.0 are illustrated as well.

Figure 7. The predicted LOD variations compared with the
observed decadal variation ofDLOD (black) afterHolme and
de Viron [2005], which has been updated up to 2009.0. The
predictions are computed from the models M‐TG‐flow
(green), M‐TM‐flow (red), and unconstrained‐flow (blue).
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acceptability from the statistics, we still do not favor
relaxed‐H‐TM‐flow. On top of the relatively poorer fit to the
SV, it requires a high degree of spatial complexity, seen as a
relatively sharp regional contrast in the velocity distribution
of relaxed‐H‐TM‐flow (Figure 9b). As far as putting
emphasis on simplicity, we have no acceptable helical flow
model satisfying the TM constraint as well.

6. Discussion

[39] There are some physical insights drawn from our TM
flow modeling. For their discussion we rely on characteristic
magnitudes of physical quantities listed in Table 1.

6.1. Implications for the Electric Current and
Toroidal Field

[40] A detailed analysis of relaxing the TG constraint has
been conducted by Pais et al. [2004]. Their approach is
basically the same as ours in obtaining relaxed‐TG‐flow. A
moderate damping parameter is selected for the TG constraint
imposed in the weak‐form, so that the solution may have a
departure from the TG constraint. Varying the damping
parameter systematically, Pais et al. [2004] find a broad class
of relaxed TG flow solutions consistent with magnetic
observations. In order to evaluate the physical viability of
these outcomes, they rely on the horizontal components of
poloidal electric current density JH deduced by using the RV
equation (3). Their estimated models of JH (fitting only in the
least squares sense to their flow models containing the non‐
magnetostrophic flow uH

NM) provide the RMS intensities
kJHkc over the core surface. They then compute a Joule
heating diagnostic of excessive dissipation that contradicts
thermodynamic models of the core. Their flowmodels having
only minor deviations from the pure TG are thus preferred,
providing an upper bound for the current intensity kJHkc ∼
0.4 A/m2. This threshold value compares with its simple
order‐of‐magnitude estimate |JH| ∼ rWV=P ∼ 1 A/m2,
derived by balancing the Coriolis and Lorentz terms in
equation (1) [see also Benton and Muth, 1979]. The extreme
difficulty of quantifying kJHkc from magnetic observations
may be highlighted by the models of JH not accepted by Pais
et al. [2004], for which kJHkc is greater than the order‐of‐
magnitude estimate |JH| even by up to 3 order of magnitude.
They discuss that such current models are dominated by
elements of JH irrelevant to the RV equation (3).
[41] All through our study we have neither modeled nor

analyzed the intensity, morphology or temporal behavior of
JH. We have merely sought the flow model space for those
compatible with the TM constraint without producing any
specific model of JH. Nonetheless, we can at least assess our

Figure 8. The time‐varying part of fully geostrophic flow
uG for the models (a) M‐TG‐flow and (b) M‐TM‐flow, plot-
ted as a function of time and cylindrical radius s normalized
by the core radius c (the radius s is defined with respect to
the cylindrical coordinate (s, ’, z) with z‐axis being the
Earth’s rotation axis). The gray line indicates the radius of
the inner core. The bandpass filter for highlighting 6‐year
periodicity [Gillet et al., 2010] has not been applied here.

Table 3. The Damping Parameters and Statistics of the Flow Models Estimated With the TM Constraint Combined With Additional
Constraintsa

Model ls lq lr k (k � _B k2a)
1/2 (k uH k2c )

1/2

PT‐TM‐flow 3.0 × 10−2 1.0 × 1014 1.0 × 1014 0.0 21.53 12.51
H‐TM‐flow 3.0 × 10−2 1.0 × 1014 1.0 × 108 0.1 43.68 7.84
Relaxed‐H‐TM‐flow 3.0 × 10−2 1.0 × 1014 1.0 × 104 0.1 12.09 10.83
PT‐flow 3.0 × 10−2 0.0 1.0 × 1014 0.0 4.35 11.46
H‐flow 3.0 × 10−2 0.0 1.0 × 108 0.1 9.75 10.00

aHere k is the proportionality factor in the helical flow constraint (B1) (k = 0.0 for the PT constraint). (k � _B k2a)
1/2 and (k uH k2c )

1/2 are the RMS SV
misfit and RMS flow velocity over the model period 2000.0–2010.0, respectively.
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flow models in reference to the intensity of JH linked to the
ageostrophic TM flow part uH

ATM. As the flow models strictly
satisfy the TM constraint, we can uniquely derive from them
a JH that fits to uH

ATM perfectly and has minimum energy. The
RMS intensities kJHkc for M‐TM‐flow and T‐TM‐flow at
2005.0 are 0.187 and 0.216A/m2, respectively. These values
are smaller by an order of magnitude than the crude estimate
of 1A/m2 and not in excess of the threshold given by Pais
et al. [2004]. These models are thus not discounted at least
from the thermodynamic context. The toroidal magnetic
fieldBT =r × T r then has a radial gradient T ′ ∼ m(L/c)J P ∼

102 nT/m (the prime represents radial derivative), for the
intensity of poloidal current J P ∼ 0.2A/m2. This is greater
by an order of magnitude than the previous estimate (T ′ ∼
20nT/m) in favor of the TG assumption, deduced by ana-
lyzing the toroidal field expulsion into the mantle [Gubbins,
2007] or the electromagnetic core‐mantle torque due to
toroidal field diffusing into the mantle [Jault and Le Mouël,
1991b]. As for our models, the toroidal field reaches ∼1 mT
at the electromagnetic skin depth dc (∼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�=ð�	cÞ

p
∼ 20 km)

into the core from the CMB. This is essentially inconsistent
with the arguments of torsional oscillations with decadal
periodicity [Braginsky, 1970; Zatman and Bloxham, 1997],
while it still does not oppose the scenario of Gillet et al.’s
[2010] fast torsional waves (see section 1).

6.2. Difficulty of PT Flow to Meet the TM Constraint

[42] From the perspective of flow modeling, our study
suggests that the fit to SV observation is greatly improved
owing to the relaxation of the TG constraint. Particularly,
zonal poloidal flow components, which are absent in the
purely TG flow model, are allowed to compose a flow model
under the TM constraint. These flows effectively advect the
axial dipole field which is by far the most powerful, whereas
the pure TG flow does not give rise to SV by advecting it.
Owing to the high efficiency of SV generation by advecting
the axial dipole field, even the toroidal flow components can
have somewhat lower complexity under the TM constraint
than under the TG constraint, despite the relatively minor
degree of freedom additionally given to toroidal flow by
switching the constraints.
[43] The significance of the presence of zonal poloidal flow

is also relevant to our finding in section 5: PT flow has poorer
compatibility with the TM constraint than helical flow. The
two additional constraints equally reduce the number of
degrees of freedom of the flow by half, yet the complete
elimination of poloidal flow due to the PT constraint makes
it even harder to accommodate the TM constraint. The dif-
ficulty of PT flow to be compatible with the TM constraint
may have a lot to do with the fluid dynamics. It is considered
that the SV can be attributed to the PT flow, if a stratification
layer strong enough to inhibit vertical fluid motion has at
least a thickness of electromagnetic skin depth dc beneath the
CMB [e.g.,Gubbins, 1991]. In such a layer, the leading order
force balance necessarily involves the Lorentz force to form
the magnetostrophic state (1), otherwise the toroidal flow
would consist of zonal components alone and the magnetic
observations could not be explained [Bloxham, 1990]. This
Lorentz force is very severely regulated by the TM constraint
in the absence of zonal poloidal flows such as with PT flow
models. Averaging the azimuthal component of equation (1)
with respect to a closed path along the longitude at an arbi-
trary latitude �o yields

�J�Brf g�o¼ 2�W cos �o u�f g�o ; ð22Þ

where {·}�o represents the mean over the path. As opposed to
the helical flow, the PT flow does not include zonal poloidal
modes, so {u�}�o = 0. The mean azimuthal Lorentz force
{−J�Br}�o near the core surface must vanish at an arbitrary
latitude. Our PT‐TM‐flow is indeed accompanied by JH in
compliance with the very strong condition (22) at the
expense of the poor fit to the GRIMM‐2 SV as well as the

Figure 9. The maps of (a) PT‐TM‐flow and (b) relaxed‐H‐
TM‐flow at 2005.0, as well as the map of (c) upwelling c2x
and relative vorticity c2z for relaxed‐H‐TM‐flow at the same
epoch (note the constant factor c2 for the unit conversion).
Here c2x is displayed by the color scale, and c2z by the con-
tours. The contour interval is 100 km/yr. The solid and
dashed contours represent positive and negative values of
c2z, respectively.
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dominance of small‐scale components for the non‐zonal
flows. It seems that large‐scale non‐zonal toroidal flows are
relatively unfavorable for the electric current to satisfy
equation (22). This is similar to the argument that the PT
flow is relatively consistent with the TG constraint at smaller
scales [Gubbins, 1991]. We argue that the PT assumption is
substantially inconsistent with the RV equation (3) in the
insulating mantle approximation, despite its high compati-
bility with magnetic observations [e.g., Wardinski et al.,
2008] when the RV equation is not taken into account. It is
worth recalling that PT flow is not necessarily ensured by
stratification near the core surface; large‐scale upwellings
can be induced by laterally heterogeneous temperature at the
bottom of the mantle [Gubbins, 1991; Jault and Le Mouël,
1991a]. Even if PT flow is present in a stratified layer
extending down to the skin depth dc into the core, this would
make it hard to explain the observed growth of null‐flux
patches by the toroidal field expulsion [Gubbins, 2007].
[44] There are some factors yet to be discussed that could

still provide a compatibility between PT assumption and TM
constraint. First of all, we have limited the horizontal electric
current JH to its poloidal components truncated at degree
LJ = 14. In fact, the number of degrees of freedom for
uH
ATM is closely related to that of JH; the former is always

smaller by three than the latter, unless the MF has a sin-
gular morphology (these are 221 and 224, respectively, in
this analysis (Appendix A)). Technically we could include
toroidal current, while this would violate the frozen‐flux
assumption. As there is no controlling the intensity of JH
in our analysis, the parameterized toroidal current could
have magnitude comparable with the poloidal current J P ∼
0.2 A/m2. This is in considerable excess of its upper bound
J T

max for the frozen‐flux assumption to be verified; the
magnetic Reynolds number Rm = scVPLD/(LJ T

max), where
LD denotes the length scale relevant to magnetic diffusion,
should be of the order of 102. Considering horizontal diffu-
sion we have LD ’ L, so J T

max ∼ 10−3 A/m2, two orders of
magnitude smaller than J P. Radial diffusion, for which dc
perhaps applies to LD, indicates even smaller J T

max, so the
toroidal current cannot be among the factors for reconciling
the PT assumption with the RV equation.
[45] Another way of releasing the limit of JH could arise

from extending the truncation degree of JH from 14 up to
28, the highest degree that can interact with Br truncated at
LB = 14 in the RV equation (3). However, this would not
make much sense, as it would serve only to grow parameter
space and consequently model complexity. As discussed
above, magnetic observations carry little information for the
intensity, morphology or spectrum of JH. We do not have
any other robust prior information about them, either. We
here plainly do not expand the analysis beyond the present
setting with the poloidal current up to degree 14.
[46] Other possibilities for the consistency of PT flow

under the TM constraint might involve reinstating the Lor-
entz force due to Jr, with BrJH in the RV equation (3) now
replaced by BrJH − JrBH. This requires discarding the
insulating mantle assumption and introducing finite con-
ductivity sm of the mantle. The downward continuation of
the field is still not seriously affected, because the field in
the mantle can be expanded in a parameter 
 ≡ msmDm

2 /t ∼
0.03, which represents small first order non‐potential field
relative to zeroth order potential field [see also Benton and

Whaler, 1983]. In this case the toroidal field BT in the core
leaks into the mantle, with its amount related to the radial
gradient of the toroidal field T ′ below the core surface.
Within the conductive layer of the mantle (assumed to have
a one‐dimensional structure sm(r) with respect to the radius
r), BT satisfies a quasi‐static induction equation to the first
order (i.e., leading order) in 
 [Jault and Le Mouël, 1991b].
Formally, this equation, together with the boundary condi-
tions (vanishing toroidal field at the upper boundary and
continuing horizontal electric field at the bottom boundary),
allows us to compute BT in the layer as well as Jr across the
CMB. Here, we make their rough estimates instead. Given
the mantle conductanceSm ≡ smDm ∼ 108 S [e.g.,Gillet et al.,
2010] (the radial conductivity scale Dm ∼ 100 km being not
larger than the skin depth dm =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�=ð�	mðcÞÞ

p
∼ 500 km),

we have |BT| ∼ (Sm/sc)T ′ ∼ 2 × 10−5 T and |Jr| ∼ |BT|/(mL) ∼
2 × 10−5 A/m2, if we adopt T ′ ∼ 102 nT/m from our models.
As |BT| < P and |Jr| � J P, the conducting mantle does not
allow JrBH at the core surface to have the magnitude
comparable to that of −BrJH. This applies even at the bottom
of diffusive layer at depth dc, considering the growth rate T ′
with depth. Bringing back the neglected Lorentz force does
not help defend the PT assumption.

7. Conclusions

[47] We have investigated the effect of relaxing the tan-
gentially geostrophic (TG) constraint into the tangentially
magnetostrophic (TM) constraint on the modeling of core
surface flow. These constraints are implemented in the flow
inversion in the spherical harmonic (SH) domain (spectral
method), and the increase in the degree of freedom of the
flow due to the change of the constraints is examined. We
have drawn three main conclusions from the present study.
[48] First, the flowmodel space is allowed to have a notably

larger degree of freedom under the tangentially magnetos-
trophic TM constraint than under the TG constraint. The
change of the constraints particularly frees the poloidal
components of the flow. Accordingly, resulting flow models
have significantly simpler morphology under the TM con-
straint than under the TG constraint for a similar secular
variation (SV) misfit. Even with such a simple morphology,
models satisfying the TM constraint can be strictly compat-
ible with the radial vorticity (RV) equation (3), with their SV
predictions necessarily satisfying the RV constraint (6). We
have also shown that our simple flow model M‐TM‐flow
estimated under the TM constraint predicts the length‐of‐
day (LOD) variation in good correlation with the observa-
tion. It is worth emphasizing that the TM constraint is such
that the RV equation should hold at every point in space and
time (we have used Gauss‐Legendre quadrature to ensure
the constraint is met continuously in time). This contrasts
with the RV constraint considered so far [Jackson et al.,
2007], where the RV equation is reduced to conditions
given by invariance of the radial planetary vorticity flux
through the null‐flux patches over distant epochs.
[49] Second, the intensities of poloidal electric current for

our TM flow models required to hold the RV equation do not
exceed the upper bound deduced roughly from a thermo-
dynamical analysis. It is nonetheless large enough to let the
toroidal magnetic field grow rapidly with depth. The radial
gradient of the toroidal field is almost an order of magnitude
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greater than previous estimates in favor of the TG assump-
tion. So strong is the field intensity inside the fluid core that
decadal modes of the torsional oscillation would no longer be
admitted, whereas subdecadal torsional waves are still
compatible with our models. In our TM flow modeling, the
ageostrophic TM flow, namely the flow connected to the
poloidal electric current, has been left entirely free from
damping. Alternatively, a TM flow model with diminished
poloidal current and toroidal field could be estimated by
weakly damping ageostrophic TM flow. Spatial configura-
tion of such a flow model would get closer to that of pure TG
flow model.
[50] Third, the number of degrees of freedom allowed to

the flow space by the TM constraint is not large enough to
adequately accommodate an additional constraint such as
purely toroidal (PT) and helical flow constraints. This is a
rather important point, as the PT and helical flow assump-
tions have been commonly used in previous core flow
modeling. In particular the PT flow model under the TM
constraint is notably dominated by zonal toroidal flows and
fails substantially to explain magnetic observations. We
attribute the relatively much poorer performance of PT flow
in fitting the SV to its lack of poloidal components, to which
a considerable degree of freedom would be assigned under
the TM constraint. The conclusion is not changed by modi-
fying the RV equations with an inclusion of the toroidal or
radial electric current, corresponding to relaxing of the fro-
zen‐flux assumption or the electrically insulating mantle
assumption, respectively.
[51] In this study, we have solely usedGRIMM‐2 to supply

Br in both the RV equation (3) and induction equation (7).
This latest field model has been especially designed to image
the MF (and its time evolution) at the core surface. However,
as is always the case with any other field models based on
finite field observations involving noise from other sources,
GRIMM‐2 is inevitably noisy and has a limited resolution.
Its small‐scale field components are damped or truncated.
The first of our three conclusions above is presumably
robust for any field models adopted. As for the third con-
clusion, it merits further investigation with respect to dif-
ferent MF models. It is of particular interest, from the point
of view of core dynamics as well, whether there can be a
core field model compatible with the TM constraint and the
PT assumption while retaining a decent fit to observations.
Then, one would have to perform a simultaneous modeling
of the field, flow and poloidal current under the TM con-
straint, i.e., an extension of our recent field‐flow coestima-
tion under the frozen‐flux assumption [Lesur et al., 2010a].
It should bring a firmer answer to the issue of the PT flow
assumption, and in addition, a field model allowing for the
dynamics near the core surface.

Appendix A: Damping Matrices for the TG
and TM Constraints

[52] We derive damping matrices DTG
−1 and DTM

−1 for the TG
and TM constraints, respectively. For each constraint, these
matrices are substituted for Dq

−1 in the semi‐norm Q in the
objective function (18). The use of dampingmatrix for the TG
constraint is seen in previous studies [e.g., Pais et al., 2004],
in which the radial vorticity advection G (equation (4)) is

damped. Instead, we here arrange DTG
−1 to damp the ageos-

trophic flow uH
AG, a part of the core flow uH as separated in

equation (13); i.e., DTG
−1 is defined such that mTDTG

−1m =
kuHAGkc2 (= (4pc2)−1

H
r¼c|uH

AG|2 dS). Similarly, we derive
DTM
−1 so as to exclusively damp the non‐magnetostrophic

flow uH
NM, a part of uH

AG as separated in equation (14); i.e.,
DTM
−1 is defined such that mTDTM

−1 m = kuHNMkc2 (= (4pc2)−1H
r¼c|uH

NM|2 dS).
[53] The flow separations, (13) and (14), are made on the

basis of the orthogonality (10) in the spatial domain. The
inner product can be written in the SH domain as huH1 , uH2 ic =
m1

TCm
−1m2, where Cm

−1 = diag[l(l + 1)/(2l + 1)]. Similarly,
we define the inner products for the quantities G and JH
in terms of their energies; i.e., hG1, G2ic = g1

TCg
−1g2 and

hJH1 , JH2 ic = j1
TCj

−1j2, where Cg
−1 = diag[1/(2l + 1)] and

Cj
−1 = diag[l(l + 1)/(2l + 1)].
[54] Let us begin with a procedure to derive equation (13)

in the SH domain

m ¼ mTG þmAG ðA1Þ

and the damping matrix DTG
−1 for the TG constraint. As G

and uH are linearly related (equation (4)), so are they in the
SH domain:

g ¼ Gm ; ðA2Þ

where G is the matrix whose elements are referred to Pais
et al. [2004]. Note that m cannot be calculated uniquely
from g, as the TG part uH

TG of uH does not contribute to G
at all. It is nonetheless possible to obtain the ageostrophic
part uH

AG of uH from a given G, with its uniqueness ensured
by selecting the least‐norm solution, with regard to mini-
mum kuHAGkc2 (= mAG

T Cm
−1mAG). One can actually calculate

the ageostrophic part as

mAG ¼ G�1
AGg : ðA3Þ

[55] The generalized inverse matrix GAG
−1 is derived readily

by means of the singular value decomposition (SVD). After
a reweighting G′ = Cg

−1/2GCm
1/2, where G′ is not of full

rank (say, rank(G′) = p), a SVD is performed as

G′ ¼ UAGjUTG½ � LAG 0

00

� �
VAGjVTG½ �T : ðA4Þ

[56] The submatrices UAG and VAG consist of p columns,
and [UAG|UTG] and [VAG|VTG] are orthogonal matrices, i.e.,
[UAG|UTG]

T[UAG|UTG] = I and [VAG|VTG]
T[VAG|VTG] = I.

The elements of LAG are all zero but the singular values li =
(LAG)ii > 0 for i = 1, � � �, p. The generalized inverse matrix
is then given by GAG

−1 = Cm
1/2VAG LAG

−1UAG
T Cg

−1/2. Further,
mAG = PAGm and mTG = PTGm, where the projection
matrices are given by PAG = GAG

−1G = Cm
1/2VAGVAG

T Cm
−1/2

and PTG = I ‐ PAG = Cm
1/2VTGVTG

T Cm
−1/2. As we intend to

damp kuHAGkc2 for the TG constraint, its damping matrix is
now derived as DTG

−1 = PAG
T Cm

−1PAG.
[57] We also make use of SVD to derive equation (14) in

the SH domain

mAG ¼ mATM þmNM ; ðA5Þ
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and the damping matrix DTM
−1 for the TM constraint. Com-

bining equations (16) and (A3) yields mAG = Hj where H =
GAG

−1Ag. Note that the electric current j is not uniquely
determined from a given mAG, because G is not attributed
to such an electric current JH

NM that BrJH
NM = r × Vr, with

V(�, ’) being an arbitrary scalar function. Nonetheless, a
SVD allows to find a generalized inverse matrix HATM

−1 to
specify the relevant part jATM = HATM

−1 mAG with minimum
energy. The matrixH is preconditioned asH′ =VAG

T Cm
−1/2HZ.

Here the matrix Z defines the model space of electric
current j = Zj*, eliminating its elements that cause the
Lorentz vorticity forcing AgJ never balanced by the vorticity
advectionGmAG. In other words, Z is a matrix that forces j to
always satisfy UTG

T AgJ = 0 (we discuss Z further in the last
paragraph of Appendix A). The matrix H′ may not be of full
rank (say, rank(H′) = q). Now the SVD is performed as

H′ ¼ UATM jUNM½ � LATM 0

00

� �
VATM jVNM½ � : ðA6Þ

[58] The submatricesUATM and VATM consist of q columns,
and [UATM|UNM] and [VATM|VNM] are orthogonal matrices,
i.e., [UATM|UNM]

T[UATM|UNM] = I and [VATM|VNM]
T

[VATM|VNM] = I. The elements of LATM are all zero but the
singular values li = (LATM)ii > 0 for i = 1, � � �, q. The
generalized inverse matrix is then given by HATM

−1 =
ZVATMLATM

−1 UATM
T VAG

T Cm
−1/2. Further, mATM = PATMmAG

and mNM = PNMmAG, where the projection matrices are
given by PATM = HHATM

−1 = Cm
1/2VAGUATMUATM

T VAG
T Cm

−1/2

and PNM = I − PATM = Cm
1/2VAGUNMUNM

T VAG
T Cm

−1/2.
These matrices have notable properties: PATMPAG =
PAGPATM = PATM, PNMPAG = PAGPNM = PNM, PATMPTG =
PTGPATM = 0, and PNMPTG = PTGPNM = 0.
[59] In summary, the classification of an arbitrary flow is

implemented as m = mTG + mATM + mNM = PTGm +
PATMm + PNMm. The flow kinetic energy is accordingly
separated as mTCm

−1m = mTG
T Cm

−1mTG + mATM
T Cm

−1mATM

+ mNM
T Cm

−1mNM. Operating with G on this classification
of m, one can correspondingly sort the radial planetary
vorticity advection as g = gATM + gNM =GPATMm +GPNMm
(but note that gATM

T Cg
−1gNM ≠ 0). As we intend to damp

kuHNMkc2 (= mNM
T Cm

−1mNM) for the TM constraint, its
damping matrix proves DTM

−1 = PNM
T Cm

−1PNM. The selective
damping of non‐magnetostrophic flow uH

NM is thus realized
by introducing the new projection matrix PNM.
[60] In the actual computation, we parameterize the MF

and SV Gauss coefficients up to SH degree LB = 14, the
toroidal and poloidal flow coefficients up to Lu = 27 (i.e.,
dim[m] = 2Lu(Lu + 2) = 1566), and the horizontal poloidal
electric current LJ = 14 (i.e., dim[j] = LJ(LJ + 2) = 224).
Through equation (A2), the vorticity advection g is gener-
ated up to degree LG = Lu + 1, so we should consider the TM
constraint up to degree LG = 28 (i.e., dim[g] = LG(LG + 2) =
840). Based on the above procedure, we derive PNM

performing twice the SVD and computing the relevant
matrices with their dimensions given below. First, we fac-
torize the 840 × 1566 matrix G′ as in equation (A4), to
obtain p = Lu(Lu + 4) = 837 non‐zero singular values. Then
we precondition the 1566 × 224 matrix H to obtain the
837 × 221 matrix H′, using the 837 × 1566 matrix VAG

T and

the 224 × 221 matrix Z. The last matrix reduces the number
of degrees of freedom of j by 3 (otherwise j would lead to the
Lorentz vorticity forcing AgJ never balanced by the vorticity
advection g). In fact, g always has LG(LG + 2) − Lu(Lu + 4) =
3 components never arising from the flowm: two of them are
the sectorial components of G at the highest degree LG, and
the last one consists in its LG (= 28) zonal components linked
with only Lu (= 27) components of the zonal poloidal flow.
We then factorizeH′ as in equation (A6), to find q = 221 non‐
zero singular values for any MF within the modeling period.
It eventually turns out that m, mTG, mAG, mATM and mNM

have the degree of freedom dim[m] (= 1566), Lu
2 (= 729),

p (= 837), q (= 221) and p – q (= 616), respectively.
Therefore, under the TM constraint, the estimated flow
model has the number of degrees of freedom 1566 − 616 =
950, which is greater than 729 (i.e., that of the purely TG
flow) by 221 (i.e., that of the ageostrophic TM flow).

Appendix B: Damping Matrices for Purely
Toroidal and Helical Flows

[61] The helical flow assumption in the core flow inversion
is first proposed by Amit and Olson [2004], to incorporate
the core dynamics implied by the numerical geodynamo
experiments. Based on the analytical consideration, they
remark that the ratio of the flow upwelling x = rH · uH to
the radial component of relative vorticity z = r̂ ·r × uH near
the core surface may reflect the helicity typically observed
in geodynamo models, particularly outside the tangent cyl-
inder (axial cylinder tangent to the inner core) where there
are columnar structures of the fluid vortices [Olson et al.,
1999]. They also note that this ratio may be independent
of the latitude, except that its sign switches across the
geographic equator. The helical flow constraint (HFC) is
formulated as

� ¼ 	k � ; ðB1Þ

where k is the proportionality factor suggested to be 0.1 to
0.4 and negative and positive signs on the right hand side are
valid throughout the northern and southern hemispheres,
respectively [Amit andOlson, 2004]. The purely toroidal flow
constraint is derived from the above constraint when k = 0.
[62] For a derivation of the HFC (B1) in the SH domain, it

may be useful to introduce a step function with respect to
the latitude. Letting x = cos � with � being the colatitude,
we define step functions G±(x) for the range −1 < x < 1, such
that G+(x) = 0 and G−(x) = 1 when x < xo, and G+(x) = 1 and
G−(x) = 0 when x > xo. These step functions are expanded in
Legendre function Pl(x) as G±(x) =

P∞
l¼0 gl

± Pl(x), where
g0
± = (1 ∓ xo)/2 and gl

± = (Pl + 1(xo) ∓ Pl − 1(xo))/2 for l > 0. For
a practical description of the step function, we truncate their
series at the Legendre function degree 2Lu = 54. The ringing
due to the truncation is alleviated by replacing gl

± with ~
l
± =

gl
±/(1 + "l2(l + 1)2), where we find 5.0 × 10−6 to be appro-

priate for " in the present case. Figure B1 shows the truncated
step function ~G+ (x) =

P2Lu
l¼0 ~
l

+ Pl(x), with the step position
xo = 0.31 which corresponds to the latitude 18°N. This
function is nearly zero for x < 0, so it can be used to mask
the southern hemisphere. In Figure B1, we also plot ~G−(x) =P2Lu

l¼0 ~
l
− Pl(x) with xo = −0.31 (corresponding to 18°S),

which is used to mask the northern hemisphere.
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[63] The norm N to be minimized for the HFC may be
strictly written as a sum of surface integrals over the two
hemispheres: N = (4pc2)−1

R
�<�

2
(x + kz)2 dS +

R
�>�

2
(x −

kz)2 dS). Here we approximate it by means of a surface
integral over the entire sphere: ~N = (4pc2)−1

H
((~�+ + k~�+)2 +

(~�− − k~�−)2)dS, where ~�± = ~G±x and ~�± = ~G±z. As x =
�
PLu

l′′¼1

Pl′′
m′′¼0 l″(l″ + 1)sl″

m″ and z = �
PLu

l′′¼1

Pl′′
m′′¼0 l″(l″ +

1)tl″
m″, where sl″

m″ and tl″
m″ are poloidal and toroidal flow coef-

ficients, respectively, ~�± and ~�± can be expanded in the
spherical harmonics Yl

m up to degree 3Lu = 81, i.e., ~�± =P3Lu
l¼0

Pl
m¼0

~�l,m
± Yl

m and ~�± =
P3Lu

l¼0

Pl
m¼0

~�l,m
± Yl

m. The coef-
ficients ~�l,m

± and ~�l,m
± are linear functions of sl″

m″ and tl″
m″,

respectively:

~�
l;m ¼ � 2l þ 1

4�

X2Lu
l′

~

l′
XLu
l′′¼1

Xl′′
m′′¼0

Gm0m′′
l l′ l′′ l′′ l′′þ 1ð Þsm′′l′′

~�
l;m ¼ � 2l þ 1

4�

X2Lu
l′

~

l′
XLu
l′′¼1

Xl′′
m′′¼0

Gm0m′′
l l′ l′′ l′′ l′′þ 1ð Þtm′′l′′ ;

where Gll′l″
mm′m″ =

H
Yl
mYl′

m′Yl″
m″ dS is the Gaunt integral. The

approximated HFC norm can then be written in a quadratic
form ~N = mTDr

−1m with respect to the flow coefficients m,
where Dr

−1 is a positive definite matrix (unless k = 0) and
dependent on the parameter k.
[64] We minimize the objective function (18) with R(m) =

lr ~N , where the parameter k is set to be 0 for purely toroidal
flow and 0.1 for helical flow. For a PT flow model PT‐flow,
we let the damping parameter lr = 1014, which is large
enough to force the solution to be purely toroidal. In con-
trast, using too a large value for lr in the helical flow case
leads to a null solution, because of Dr

−1 being positive def-
inite, which implies the uniqueness of the HFC in resolving
the flow [Amit and Olson, 2004]. We select lr = 108 for our
helical flow model H‐flow. Other parameters with respect to
these flow models are referred to in Table 3.
[65] PT‐flow has features similar to the models in pre-

vious studies (Figure B2a), involving strong westward
flows below the regions around Alaska and South Africa

[Holme and Olsen, 2006; Wardinski et al., 2008]. So we
discuss H‐flow alone, which also has outstanding structures
in common with other typical flow models obtained with
other constraints (Figure B2b), in particular, with PT‐flow.
The patterns of the upwelling x and vorticity z match
nearly perfectly everywhere outside the equatorial zone
(Figure B2c). In the present helical flow modeling, the HFC
is not strictly imposed in the vicinity of the equator, as a
result of selecting the step positions ±18° for the approxi-
mated step functions ~G± (Figure B1). As mentioned above,
these step positions xo are indeed selected for a technical

Figure B1. The modified step functions ~G+(x) (black) and
~G−(x) (gray) truncated at degree 54, as a function of the geo-
graphic latitude a in degree (x = cos(90° − a)).

Figure B2. The maps of (a) PT‐flow and (b) H‐flow at
2005.0, as well as the map of (c) upwelling c2x and relative
vorticity c2z for H‐flow at the same epoch (note the constant
factor c2 for a unit conversion). Here c2x is displayed by the
color scale, and c2z by the contours. The contour interval is
50 km/yr. The solid and dashed contours represent positive
and negative values of c2z, respectively.
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reason arising from the reduced sharpness in the level tran-
sition of ~G±; xo are such that ~G± stay nearly zero in either of
the hemisphere. From a physical perspective, nonetheless,
it may also be reasonable to release the HFC around the
equator, where the outer boundary nearly parallel to the
rotation axis can strongly affect the fluid dynamics, whether
the helicity is due to either of the two examples raised by
Amit and Olson [2004], i.e., the columnar convection or the
Ekman suction. The HFC is thus incorporated in the con-
ventional linear core flow inversion method in the SH
domain, apart from the original approach in the spatial
domain with iterative computations [Amit and Olson, 2004].
We can therefore seek for a flow model under the HFC in
addition to the TM constraint.
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