Hot Upper Mantle Beneath the Tristan da Cunha Hotspot From Probabilistic Rayleigh-Wave Inversion and Petrological Modeling
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Abstract Understanding the enigmatic intraplate volcanism in the Tristan da Cunha region requires knowledge of the temperature of the lithosphere and asthenosphere beneath it. We measured phase-velocity curves of Rayleigh waves using cross-correlation of teleseismic seismograms from an array of ocean-bottom seismometers around Tristan, constrained a region-average, shear-velocity structure, and inferred the temperature of the lithosphere and asthenosphere beneath the hotspot. The ocean-bottom data set presented some challenges, which required data-processing and measurement approaches different from those tuned for land-based arrays of stations. Having derived a robust, phase-velocity curve for the Tristan area, we inverted it for a shear wave velocity profile using a probabilistic (Markov chain Monte Carlo) approach. The model shows a pronounced low-velocity anomaly from 70 to at least 120 km depth. Vs in the low velocity zone is 4.1–4.2 km/s, not as low as reported for Hawaii (~4.0 km/s), which probably indicates a less pronounced thermal anomaly and, possibly, less partial melting. Petrological modeling shows that the seismic and bathymetry data are consistent with a moderately hot mantle (mantle potential temperature of 1,410–1,430°C, an excess of about 50–120°C compared to the global average) and a melt fraction smaller than 1%. Both purely seismic inversions and petrological modeling indicate a lithospheric thickness of 65–70 km, consistent with recent estimates from receiver functions. The presence of warmer-than-average asthenosphere beneath Tristan is consistent with a hot upwelling (plume) from the deep mantle. However, the excess temperature we determine is smaller than that reported for some other major hotspots, in particular Hawaii.

Plain Language Summary The chains of volcanic ocean islands such as Hawaii are created when oceanic tectonic plates move over anomalously hot regions (hotspots) in the underlying mantle. The origin of hotspots has been attributed to mantle plumes, spectacular hot upwellings from the Earth’s core-mantle boundary (2,800 km depth). The existence of the plumes and their occurrence beneath particular locations of volcanism are a matter of a heated debate. One way to find out whether a hot upwelling may be present is to determine the temperature in the mantle at depths just beneath the tectonic plate in the location of a hotspot. These depths are around 100 km, however, and temperature there cannot be measured directly. In this study, we used new seismic data from an array of ocean-bottom seismometers deployed around Tristan da Cunha, a prominent hotspot in the South Atlantic Ocean, and determined seismic velocities beneath it. Seismic velocities depend on the temperature of the mantle rock. We were able to use this dependence to infer the temperature within and below the tectonic plate around Tristan. The temperature is anomalously high. This is consistent with a hot mantle plume reaching Tristan from below and causing the unusual, long-lived volcanism at this location.

1. Introduction

Tristan da Cunha (TdC) is a hotspot in the South Atlantic Ocean, located ~450 km east of the Mid-Atlantic Ridge (MAR) (Figure 1a). The intraplate volcanoes and seamounts that form the TdC archipelago are connected to the
Cretaceous (~132 Ma) Etendeka continental flood basalt province in Namibia via the aseismic Walvis Ridge. The ridge is built-up by seamounts and submarine volcanic plateaus that show a clear age progression and extend from the Namibian continental margin (northeast) to the volcanic islands of TdC and Gough (southwest), surrounded by 10–30 m.y. old lithosphere. Age-progressive distribution of volcanic rock samples collected from the Walvis Ridge and the Rio Grande Rise west of the Mid-Atlantic Ridge provide evidence for the volcanism at TdC and the formation of the flood basalts in Namibia and Brazil to be due to a common hotspot source, with the Walvis Ridge and the Rio Grande Rise being the hotspot tracks (e.g., O’Connor & Duncan, 1990).

The origin of the TdC hotspot volcanism is debated, with competing hypothesis suggested. The TdC-Walvis Ridge system is one of the few examples of a complete hotspot track, and thus the TdC is believed by many workers to be a surface expression of an underlying mantle plume (e.g., Morgan, 1971, 1997). The hypothesis of a deep mantle plume origin of the hotspot volcanism at the TdC archipelago is supported by anomalous geochemical data and geochronological constraints (REE inversions, 40Ar/39Ar geochronology and geochemistry of alkaline igneous rocks, chemical zonation, petrological, and geochemical variations along the hotspot track) (e.g., Gibson et al., 2006; Humphris et al., 1985; Rohde et al., 2013a, 2013b) and global tomography; Courtillot et al. (2003) define TdC plume as “primary,” French and Romanowicz (2015) classify TdC as “clearly resolved” plume.

Alternative explanations for the hotspot volcanism at and around TdC include convective processes in the shallow mantle, possibly a consequence of the South Atlantic opening, and faulting and fracturing of the oceanic lithosphere (e.g., Anderson, 2005; Fairhead & Wilson, 2005; Foulger & Natland, 2003). Other models (e.g., O’Connor et al., 2012; O’Connor & Jokat, 2015), while adopting the idea of a deep-sourced mantle plume, emphasize the relative motion between the African plate and the Tristan-Gough mantle plume since the opening of the South Atlantic. It has also been suggested that the origin of TdC could be controlled by the interaction between the African superplume and surrounding depleted mantle (Rohde et al., 2013b), or by the interaction of a plume with the MAR (e.g., Gassmöller et al., 2016).

Until recently, the seismic-station coverage of the South Atlantic, including the TdC region, was very sparse. Regional shear wave velocity (Vs) models derived from global observations of surface and shear waves (Figure 1b) show an anomalous region with low upper mantle velocities close to TdC (e.g., Celli et al., 2016; Schaeffer & Lebedev, 2013; Zhang & Tanimoto, 1993), generally consistent with the hotspot volcanism there being due to anomalously hot asthenosphere, brought about by a mantle plume. However, the large-scale models are characterized by strong lateral averaging in the region and cannot be used to determine the thermal structure of the lithosphere and asthenosphere beneath TdC and its immediate surroundings.

Figure 1. (a) Topographic map of the South Atlantic region. The seismic stations deployed in the vicinity of the Tristan da Cunha (TdC) hotspot are shown with red triangles. The TdC hotspot (the yellow star over the triangles) is located ~450 km east of the MAR, at the southwestern extremity of the Walvis Ridge. (b) Shear wave speed anomalies at 110 km depth beneath the South Atlantic region, according to waveform tomography of Celli et al. (2016). The two stars indicate the position of the TdC and Gough hotspots. A strong low Vs anomaly is located between TdC and the MAR. Topography and bathymetry are from the GINA (Lindquist et al., 2004) and ETOPO2 (NOAA, 2006) data sets.
In 2012–2013, an amphibian seismological and electromagnetic experiment was carried out in the vicinity of the archipelago (section 2.1), with the goal of recording regional data that could provide insights into the regional-scale structure of the upper mantle beneath the area. The new data have already been used in a number of studies, including receiver-function analysis (Geissler et al., 2016), petrological analysis (Weit et al., 2016), magnetotelluric imaging (Baba et al., 2017), P wave tomography (Schlömer et al., 2017) and ambient-noise tomography (Ryberg et al., 2017). Intriguingly, the inferences from these studies differed. Schlömer et al. (2017) reported evidence for an underlying plume, imaging a low P wave velocity conduit within the upper mantle, which could be regarded as the top part of a weak mantle plume. Geissler et al. (2016) measured the thicknesses of the crust, lithosphere, and mantle transition zone using receiver functions and found no clear indications for the presence of a plume. Weit et al. (2016) investigated melt generation and magma transport and storage beneath TdC, using thermobarometric measurements, and inferred a mantle potential temperature ($T_p$) of ~1,360°C for the TdC hotspot; the models proposed were consistent with a hot upwelling column with its base at around 90 km and its top at around 60 km. Baba et al. (2017) investigated the electrical conductivity structure of the upper mantle beneath TdC and did not find evidence of a distinct plume-like conductor beneath the area.

Key outstanding questions thus remain: is the asthenosphere beneath TdC anomalously hot, which it should be if the intraplate volcanism is caused by a hot upwelling (plume) from the deep mantle? Is the asthenosphere as hot as beneath recognized major hotspots, such as Hawaii? Are the thermal structure and thickness of the lithosphere beneath TdC anomalous and how do they compare to those beneath other major hotspots?

More observational evidence on the structure of the lithosphere-asthenosphere system beneath TdC is required to answer these questions and, ultimately, establish the origin of the TdC hotspot. In this paper, we measure phase velocities of Rayleigh surface waves using the data recorded by the ocean-bottom seismometer (OBS) array (section 2.2) and invert them for the $V_S$ distribution with depth using a probabilistic approach (section 3). The $V_S$ structure is sensitive to temperature and composition and yields new constraints on the thickness of the oceanic lithosphere and temperature within the asthenosphere. To verify and quantify our results further, we use computational petrological modeling (section 4) and derive estimates of the mantle potential temperature, melt content in the asthenosphere and the thickness of the lithosphere beneath TdC.

2. Data and Measurements

Cross-correlation of seismograms from pairs of stations can produce measurements of the fundamental-mode phase velocities in a very broad period range (e.g., Meier et al., 2004; Roux et al., 2011; Soomro et al., 2016), sufficient to constrain $V_S$ structure in the entire lithosphere-asthenosphere depth range (e.g., Lebedev et al., 2006; Ravenna & Lebedev, 2018). Our ocean-bottom data set, however, presented a number of challenges: low signal-to-noise ratios, low data redundancy due to the short term of the deployment and its remoteness from areas of abundant seismicity, and the (nominal) 60 s period limit of the wide-band instruments. This required development of data-processing and measurement approaches different from those tuned for land-based arrays of stations. Applying these to our data, we assembled a large number of carefully selected phase-velocity measurements, and derived a robust phase-velocity curve that averaged across the TdC area.

2.1. Data/Experiment

Twenty-four OBS from the German DEPAS pool (Deutscher Geräte-Pool für Amphibische Seismologie) and 26 ocean-bottom magnetotelluric stations from GEOMAR Kiel and the University of Tokyo were deployed around the archipelago of TdC (Geissler, 2014) (Figure 2). The 24 OBS were equipped with Guralp CMG-40T broadband seismometers (60 s). The network also included two land stations (installed on Nightingale Island, southwest of the main island), each of which was equipped with a Guralp-3ESP seismometer (60 s). One of the stations (NIG01, Figure 2b) recorded earthquake data for the entire year, whereas the second station failed after a few days due to water damage. Unfortunately, the permanent station TRIS also recorded very little data from the early 2012 until the end of this experiment. Because the internal clocks of the OBS work independently for the duration of the experiment, the drifts of the clocks have to be measured by GPS synchronization before deployment and after recovery of the instruments. In two cases, the second
synchronization failed. We thus used the noise-correlation approach (Sens-Schönfelder, 2008) to estimate the clock drift for these two instruments. The data were then corrected for the 2012 leap second, quality-checked and response-corrected to displacement. Tilt and compliance corrections were not performed on the data, given that, ultimately, we used only vertical-component signal at intermediate periods.

2.2. Measurements

Phase velocities were measured using a powerful recent implementation of the interstation cross-correlation method (Meier et al., 2004; Soomro et al., 2016). For each pair of stations within the array, phase velocities of the fundamental Rayleigh mode were calculated by means of cross-correlation of the waveforms of teleseismic earthquake recordings.

In this implementation of the two-station method, the cross-correlation function is filtered with a frequency-dependent Gaussian bandpass filter, and then it is windowed in the time domain with a frequency-dependent Gaussian window centered on the maximum amplitude of the cross-correlation function. Parts of the cross-correlation signal likely to be due to noise or correlation between the fundamental mode and other parts of the waveform (body waves and surface wave coda) are down-weighted (an example of phase-velocity measurement is shown in Figure 3). The resulting signal is transformed into the frequency domain and the phase is computed as the arctangent of the ratio of the imaginary to real part of the Fourier spectrum (Meier et al., 2004).

We performed our measurements using events from the Global Centroid Moment Tensor catalog (Dziewonski et al., 1981; Ekström et al., 2012). We chose the events with back-azimuth within 20° from the station-
The phase-velocity estimated from the cross-correlation function has to be compared with a reference model to eliminate the $2\pi$ ambiguity of the arctangent function and remove outlier measurements (Meier et al., 2004). (Figure 3d shows the array of possible phase-velocity curves estimated from the cross-correlation function in blue.) Initially, we tried out, as reference models, the Preliminary Reference Earth Model (PREM) (Dziewonski & Anderson, 1981), AK135 (Kennett et al., 1995), both models recomputed at a reference period of 50 s, and SL2013sv (Schaeffer & Lebedev, 2013) (as this is a three-dimensional model, for each pair of stations five points of the model grid along the path are used in the average, the two end points and three equally spaced points along the great circle path). Neither of these turned out to be suitable, however, and a more accurate regional reference was required.

An accurate, representative reference model is essential in order to resolve the $2\pi$ ambiguity, especially at shorter periods, in the course of interactive phase-velocity measurements. We found a way to extract such
an average regional curve from the data quickly. We ran the automated phase-velocity measurement routine of Soomro et al. (2016) with loose selection criteria and marked all event-station pair combinations for which a measurement was successful for any curve segment. (This initial preselection is necessary to remove random “measurements” from seismograms dominated by noise.) For all the selected signals, we summed all branches of the entire families of possible phase-velocity curves (with no attempt to resolve the $2\pi$ ambiguity) in the entire 8–250 s period range. This yielded a density distribution plot (Figure 5) with a stack of all the measurements in the broad period range. With measurements from different interstation pairs stacked together, the region-average dispersion curve emerges clearly, with the curves affected by $2\pi$ ambiguity canceling out. The stacking strategy for the extraction of a reference phase-velocity dispersion curve is somewhat similar to that applied to ambient-noise data by Rawlinson et al. (2014). The maximum values of the distribution at each period have been used to extract a dispersion curve that was inverted using a nonlinear Levenberg-Marquardt gradient search algorithm (e.g., Agius & Lebedev, 2013, 2014; Erduran et al., 2008; Lebedev et al., 2006; Meier et al., 2004) for a $V_s$ profile. The synthetic phase-velocity curve computed for this profile (green line in Figure 5) represents an accurate regional reference model. The best-fitting synthetic is very similar to the simple stack but is smoother, as is appropriate for a reference model. Despite being computed using relatively noisy data, the density plot shown in Figure 5 not only yields a useful reference for the subsequent case-by-case selection, but also shows that the measurements from the OBS data set naturally provide mutually consistent information.

We measured interstation phase velocities in a period range from ~8 to ~250 s, but since the instruments have a corner period of 60 s, only a small number of measurements (from the largest events) were successful at periods above 60 s. In order to constrain the lithosphere-asthenosphere structure beneath the area, we selected the most accurate measurements from all station pairs and computed a region-average dispersion curve (Figure 6). Generally, all the single-measurement curves show similar features and almost all of them lie above the global reference curves and show phase velocities close to 4 km/s at periods above 12–15 s. The region-average curve was computed as a simple average of all the single-event measurements. It is the most robust and accurate in the period range 13.6–46.5 s. The curve in this range (Figure 6) was

![Figure 4. Results of the interactive, cross-correlation one-event measurements of phase-velocity curves for the station pair NIG01-TDC02 (dark gray lines). Reference curves shown are SL2013sv (computed from Schaeffer and Lebedev (2013)) and the average regional curve extracted from the distribution density plot (Figure 5).](image)

![Figure 5. Density plot for the stack of automated preliminary measurements, normalized to the maximum at each period. The stack was computed using all branches of possible phase-velocity curves (including those affected by the $2\pi$ ambiguity), for all pairs of stations and for all automatically selected events. The average curve (“Initial average”) determined from this distribution is shown in green. This regional reference is substantially different from those given by the global reference models AK135 (Kennett et al., 1995) and PREM50 (Dziewonski & Anderson, 1981) and from that extracted from the tomographic model SL2013sv (Schaeffer & Lebedev, 2013).](image)
inverted for the 1-D $V_S$ structure beneath the study area using a Markov chain Monte Carlo (McMC) algorithm (section 3).

Our average dispersion curve (Figure 6) shows a pronounced low-velocity anomaly at periods above 20 s. Comparing it to the Atlantic-average curves for 20–52 Ma lithospheric ages from James et al. (2014) (their Figure 5a), we observe that the curves show similar velocity values in the lithospheric range, while Tristan da Cunha average shows lower velocities at periods above 40 s (asthenospheric range). This indicates that the asthenosphere beneath Tristan is hotter than the Atlantic average for the Tristan-region lithospheric age. It is also useful to compare our phase velocities with those for the Indian Ocean from Godfrey et al. (2017); although the range of their overlap is narrow, we can see that the Indian Ocean dispersion curve for 20–52 Ma (green line in their Figure 3) and our average for Tristan da Cunha (e.g., Figure 6) are similar. The 20–52 Ma dispersion curve in Godfrey et al. (2017) is probably representative mostly of the eastern part of the Indian Ocean, with the spreading along the Southwest Indian Ridge much slower than that along the Southeast Indian Ridge and, thus, with the area from which the curves are computed greater in the eastern part of the ocean. The phase-velocity average for the Indian Ocean thus reflects the rejuvenation of the lithosphere by the Kerguelen hotspot (Godfrey et al., 2017; Schaeffer & Lebedev, 2015). Our phase velocities at periods over 40 s, sampling the low velocity zone, are around 4.0 km/s, not as low as the 3.9 km/s reported for the active volcanism part of Hawaii by Laske et al. (2011) (their Figure 4). By contrast, the Hawaii dispersion curve averaging along a path far from active volcanism (blue path in their Figure 4) shows velocities higher than in the Tristan da Cunha area.

We also inverted the interstation measurements from the various station pairs for phase-velocity maps (Deschamps et al., 2008; Lebedev & van der Hilst, 2008). The inversions showed that seismic-velocity heterogeneity in the area is relatively weak, which justified our use of a region-average profile to constrain the thermal structure of TdC. Because the lateral variations are relatively small and because the errors of the measurements are larger than in terrestrial studies using the same methods (e.g., Endrun et al., 2011; Pawlak et al., 2012; Polat et al., 2012), the variance reductions given by the tomographic inversions are relatively low (supporting information Figure S1). The maps do show interesting lateral variation in phase velocity; maps for different periods and for stacked period ranges (computed to highlight the dominant anomalies and reduce artifacts) are shown, for completeness, in supporting information Figures S1 and S2.

3. Probabilistic Inversion for an S-Velocity Profile

We inverted the average Rayleigh-wave, phase-velocity curve for the 1-D crustal and lithospheric $V_S$ (vertically polarized shear wave speed) structure using a Markov chain Monte Carlo (McMC) algorithm (Ravenna & Lebedev, 2018). The algorithm addresses the model nonuniqueness by directly sampling the parameter space in a Bayesian framework, providing a quantitative probabilistic measure of the solution space instead of a unique best-fitting model. The algorithm is also able to address the issue of data noise estimation by using a Hierarchical Bayesian approach (Bodin et al., 2012, 2016), which allows the variance of data noise to be treated as an unknown in the inversion (Ravenna & Lebedev, 2018).

Both the crustal and mantle structure were inverted for. The a priori information on the model parameters was expressed in terms of Gaussian prior probability distributions (characterized by standard deviations of approximately 400 m/s for the shear-velocity parameters and 2 km for the Moho depth) centered at values from the reference model. As a reference crustal model, we used a four-layered crustal model of the TdC region taken from CRUST 2.0 (Bassin et al., 2000), with a 3.4 km thick water layer and a Moho depth of 10.1 km. The reference model for the mantle is a modified version of AK135 (Kennett et al., 1995), characterized by constant shear velocities (4.45 km/s) until 220 km depth and linearly increasing shear velocities below 220 km depth. The sampled models were parameterized with 10 control points in the mantle (until 410 km depth) that represented the knots of piecewise cubic Hermite spline polynomials.
The posterior distribution of the $V_S$ profile and the models sampled in the McMC inversions are shown in Figures 7a and 7b, respectively. The posterior distribution comprises an ensemble obtained by merging the models sampled by four chains of iterations running independently. The corresponding synthetic phase velocities and the relative misfit to the measured data are shown in Figures 7c and 7d, respectively. Because of the limited period range of the data, we can expect it to constrain $V_S$ structure down to somewhere in the shallow asthenosphere only. Figure 7a shows that the model is well constrained down to about 120 km depth and is uncertain below. The profile displays a clear contrast between the high-velocity lithosphere, with $V_S$ up to 4.6–4.65 m/s, and a low-velocity asthenosphere, with $V_S$ down to 4.1–4.2 m/s. The depth of the lithosphere-asthenosphere boundary can be estimated at around 65–70 km.

4. Petrologically Derived Models

Our inversion of phase velocities yields a probabilistic $V_S$ profile and shows a range of models that fit the surface wave data. Only some of these models would be consistent with other available data, in particular the bathymetry in the region. We now take an approach alternative to the purely seismic inversion and use the integrated geophysical-petrological software LitMod (e.g., Afonso et al., 2008; Fullea et al., 2009) to estimate the thermal structure of the lithosphere-asthenosphere system consistent with both the seismic data and bathymetry. We compute a series of models of the lithosphere and the sublithospheric upper mantle and use them to estimate the range of values for the lithospheric thickness and the melt fraction and temperature of the asthenosphere beneath TdC.

The lithospheric geotherm is computed under the assumption of steady-state heat transfer in the lithospheric mantle, considering a P-T-dependent thermal conductivity in the mantle and prescribed thermal parameters in the crust. In the convecting sublithospheric mantle, the geotherm is given by an adiabatic
temperature gradient. Between the lithosphere and the convecting sublithospheric mantle, we postulate a transitional buffer layer, characterized by a continuous linear superadiabatic gradient (i.e., heat transfer is controlled by both conduction and convection, see Fullea et al. (2009) for details). This linear superadiabatic gradient is controlled by the assumed temperature at the base of the lithosphere and sublithospheric mantle potential temperature. Stable mineral assemblages in the mantle are calculated using a Gibbs free energy minimization as described by Connolly (2005). Anharmonic seismic velocities are computed as a function of pressure, temperature, and bulk composition in the mantle as described in Fullea et al. (2012). Melt fractions are computed based on a mantle-peridotitic dry solidus and liquidus (Katz et al., 2003, and references therein). The effects of melt on $V_S$ and $V_P$ are computed according to the two experimental models: Hammond and Humphreys (2000a, 2000b) and Chantel et al. (2016) ("HH" and "Ch," respectively, in the legend in Figure 8).

Introducing melting into our models leads to discontinuous $V_S$ and $V_P$ decreases at the onset of even small fractions of melt ($<1\%$). In line with experimental results suggesting a progressive, $V_S$-decreasing effect of
anelasticity below the solidus temperature (e.g., Takei, 2017; Yamauchi & Takei, 2016), we implement a linear parameterization to smooth the effect of melt on anharmonic seismic velocities over a temperature range in the vicinity of the solidus. We use a homologous temperature $T_m$ defined as the temperature normalized to the solidus temperature (i.e., $T_m = 1$ at the solidus) and define a critical homologous temperature, $T_{mc}$, at which the anelasticity effects are introduced. Within the buffer range $T_{mc} < = T_m < 1$ the melt fraction varies linearly from zero at $T_m=T_{mc}$ to a threshold melt fraction at $T_m = 1$. (We emphasize that the gradient so defined does not represent actual melt but serves as a smoothing parameter, reflecting pre-melt effects on the rock aggregate anelastic behavior.) Slight further smoothing of the $V_S$ profiles is performed using a sliding boxcar window with a 20 km half width. In all our models, we correct for anelastic attenuation effects as in Fullea et al. (2012) but we also include melt related variations in the seismic quality factor (Q) based on the laboratory results by Chantel et al. (2016). Surface elevation is modeled according to the local isostasy at lithospheric scale as described in Fullea et al. (2009). The assumed lithospheric mantle composition corresponds to an average oceanic peridotite (Fullea et al., 2015). For an exhaustive technical description of the geotherm construction and model calculation, we refer the reader to Fullea et al. (2012).

Six selected models with varying degrees of fit to the seismic data are presented in Figure 8, where we show the profiles of $V_S$ temperature and attenuation, as well as the observed and synthetic phase velocities and the phase-velocity misfit. Three key parameters of the models (given in the legend in the upper right corner) characterize the mantle geotherm: the mantle potential temperature $T_P$, the lithosphere-asthenosphere boundary (LAB) depth, and the temperature at the LAB.

Four of the models (models 3, 4, 5, and 6 in Figure 8), characterized by $T_P$ in the 1,410–1,430°C range and the LAB depth of 65–70 km, fit the seismic data (Figures 8f, 8g and 7c, 7d), while also fitting the observed bathymetry (in the $-3,477$–$3,521$ m range, compared to $3,452 \pm 448$ m the observed average across the region). The other two models (1 and 2, red and blue lines in Figures 8f and 8g) fit poorly and show that colder asthenosphere (lower $T_P$) (model 2, blue line) would result in synthetic phase velocities at the longer periods being much higher than the data; shallower or hotter LAB (model 1, red line) would result in phase velocities being lower than observed.

The well-fitting models are just four of the infinite number of similar models that would fit the data. The highly nonlinear effects of partial melting contribute to the nonuniqueness of the model.

The purely seismic and petrologically derived models are, overall, remarkably similar (Figure 8b). In the lithosphere, the $V_S$ profiles show a very close agreement. In the shallow asthenosphere, the petrological models that yield $V_S$ profiles at the edges of the Monte Carlo-derived distribution do not fit the data, and only the petrological models with $V_S$ profiles within the distribution band do. The close agreement of the results of the two types of inversion and modeling (seismic and petrological) is important and validates our results.

The main difference between the different models is in the smoothness of the profiles in the upper asthenosphere. While surface wave data constrain $V_S$ tightly in sufficiently broad depth ranges in the lithosphere and asthenosphere, they are not sensitive to the sharpness of discontinuities or narrow gradients (e.g., Bartzsch et al., 2011; Lebedev et al., 2013). Thus, the rough and the smooth models seen in Figure 8b can fit the data equally well. Even though the fine-scale structure of the $V_S$ profile in the models is non-unique, they do confirm our inferences on the lithospheric thickness from purely seismic inversion and provide useful estimates of the mantle temperature (lithospheric and sublithospheric), while also demonstrating that the models are consistent with the observed bathymetry and heat flow.

5. Discussion

5.1. Comparison With Published $V_S$ Profiles

In Figure 9, we compare our region-average $V_S$ profile derived through McMC inversion with published $V_S$ profiles for Hawaii (Laske et al., 2011), young Pacific lithosphere (Harmon et al., 2009; Nishimura & Forsyth, 1989) and the 10, 20, and 30 Ma profiles for the Pacific and South Atlantic Oceans from global waveform tomography (Celli et al., 2016).

The profiles of Laske et al. (2011) (Figure 9a) were obtained with similar data and methods to the ones used here, i.e., two-station dispersion measurements using data from an OBS array, with the interstation spacing in the two experiments comparable (the Hawaii OBS array, however, included more instruments, and they
had a broader period range, including periods longer than 60 s). The Hawaii profiles of Laske et al. (2011) (Figure 9a) show clearly the rejuvenation of the old Pacific lithosphere by the Hawaii hotspot. The measure of the rejuvenation is the difference between the fastest profile (blue; Pacific lithosphere unaffected by the hotspot) and the slowest profile (red; Pacific lithosphere affected by the hotspot most recently). In the lithospheric depth range, shear wave velocities beneath TdC are remarkably similar to those in the rejuvenated lithosphere beneath Hawaii ("location 1" in Laske et al. (2011), red curve in Figure 9a). Below 80–90 km depth, however, velocities in the asthenosphere beneath Tristan (4.1–4.2 km/s) are not as low as the lowest velocities beneath Hawaii (4.0 km/s). This suggests that the asthenosphere beneath Hawaii is considerably hotter than beneath Tristan (and, possibly, has more partial melt). The similarity of $V_S$ (and, by inference, temperature) in the lithosphere beneath Tristan and Hawaii is consistent with the Hawaiian asthenosphere being much hotter. Before the rejuvenation by the hotspot, the older Pacific lithosphere must have been colder and thicker. Thus, it had to be reheated by a substantially greater amount than the younger Atlantic lithosphere beneath Tristan, for the two to have similar lithospheric geotherms at present.

Our TdC $V_S$ profile is similar to the profiles from Nishimura and Forsyth (1989) for young and intermediate-age (4–20 and 20–52 Ma, respectively) Pacific lithosphere (Figure 9b). In the shallow lithosphere, all the profiles, including ours and those from Laske et al. (2011) and Nishimura and Forsyth (1989), agree in that $V_S$ reaches around 4.6 km/s. This similarity is because temperature in the shallow lithosphere, which is close to the surface and cools quickly after the plate is formed, should be similar for different lithospheric ages, even though the geotherms for the different ages diverge at greater depths, in the deep lithosphere-asthenosphere depth range. Because the profiles of Nishimura and Forsyth (1989) are for isotropic-average $V_S$, obtained from both Love and Rayleigh-wave measurements, whereas our profile is for $V_{SW}$, obtained from Rayleigh waves only, we refrain from a quantitative comparison of the entire profiles, as radial anisotropy could bias any inferences. Interestingly, the model of Harmon et al. (2009) for a location around
700 km west from the East Pacific Rise (EPR), with the seafloor age of around 8 m.y., shows lower \( V_s \) in the uppermost mantle compared to the other profiles (Figure 9b). This suggests slow cooling of the Pacific lithosphere at this location. This can be attributed to the proximity of hotspots a little further west, with the profile located just between the hotspots and the ridge.

In Figures 9c and 9d, we compare our Tristan profile with \( V_s \) profiles computed as averages for different lithospheric ages within the South Atlantic and Pacific Oceans, using a global tomographic model (Celli et al., 2016). The global tomography shows that \( V_{5Y} \) in the asthenosphere beneath the South Atlantic is higher than beneath the Pacific Ocean, on average. Shear velocity in the asthenosphere beneath the Tristan region, according to the profile obtained in this study, is lower than the South Atlantic average for the corresponding age range (10–30 m.y.), obtained from the tomography. This confirms that the asthenosphere beneath Tristan is anomalously warm.

5.2. Estimation of Temperature From \( V_s \) Profile

An alternative, independent quantitative estimate of the temperature anomaly beneath TdC can be obtained by using our \( V_s \) profile and published, petrologically derived \( V_s - T \) relationships (e.g., Goes et al., 2012). Converting seismic information to temperature is complicated by the large number of variables involved (temperature, pressure, composition, phase, melt content, water content, attenuation) and by uncertainties in the available thermodynamic databases. Goes et al. (2012) used three different published attenuation (\( Q \)) models specifically to relate the low velocity anomalies in the mantle below mid-ocean ridges to temperature anomalies. Taking into account anharmonic and anelastic effects of temperature, pressure, composition, phase and water content, they computed \( V_s \) profiles for the different \( Q \) models; the first one a model from Behn et al. (2009) based on the results of Faul and Jackson (2005) and Jackson et al. (2002), the second one an empirical model from Goes et al. (2000) and van Wijk et al. (2008), and the third one a model proposed by Yang et al. (2007) (we refer to the models as \( Q_F \), \( Q_g \), and \( Q_Y \), maintaining the notation from Goes et al. (2012) (e.g., their Figure 4)).

We estimated temperatures using \( V_s - T \) relationships from Goes et al. (2012) (e.g., their Figure 4). Assuming \( \sigma \) and \( 2\sigma \) uncertainties on the posterior \( V_s \) distribution yielded by our probabilistic inversion, we obtained the ranges of temperature at 50, 75 and 100 km shown in Table 1. The \( V_s - T \) relationships were recomputed at a reference period of 50 s (which is the reference period we use in our inversion). In order to obtain the estimates at 75 km, we interpolated logarithmically between 50 and 100 km. The resulting temperature values are also shown in Figure 10, where we compare them with our petrological models and other models. At 50 km, \( Q_f \) produces the highest temperature estimate and \( Q_y \) the lowest; the opposite is true at 100 km. The \( 2\sigma \) error bars in Figure 10 differ in width because of the different frequency dependence of the three models. At 50 km depth, all three estimates are close to temperatures in our petrologically derived models (green and red lines in Figure 10). At 75 and 100 km, our petrologically derived geotherms are in agreement with \( Q_g \) and \( Q_Y \), but not \( Q_f \). The two attenuation models that are consistent with the petrologically derived geotherms, \( Q_g \) and \( Q_Y \), are both empirical, the first one designed to reconcile a wide range of observations and the second one to fit EPR attenuation (see Goes et al. (2012) for details). \( Q_f \), in contrast, is a model based on laboratory results only. (We note that recent experimental updates from Jackson and Faul (2010) (following Faul and Jackson (2005)) would suggest higher predicted moduli (higher velocity and less attenuation) at a given temperature.)

5.3. Synthesis: Thickness of the Lithosphere and Temperature of the Asthenosphere

We summarize the evidence on the seismic and thermal structures of the lithosphere-asthenosphere system beneath TdC in Figure 10. In Figure 10a, TdC \( V_s \) probability distribution is compared to a recent \( V_s \) model for the rejuvenated lithosphere beneath Hawaii from Laske et al. (2011). Our model shows a pronounced low-velocity anomaly from \( \sim 70 \) to at least \( \sim 120 \) km depth with 5 wave velocity in the low-velocity zone around 4.1–4.2 km/s, higher than beneath Hawaii (4.0 km/s). The Pacific lithosphere beneath the eastern extremity of the Hawaii chain, where volcanism is now active, is 90–100 Ma,

<table>
<thead>
<tr>
<th>Depth (km)</th>
<th>( T_c ) (°C)</th>
<th>( T_{350} ) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>( Q_f ) 1,006 ± 41</td>
<td>989 ± 93</td>
</tr>
<tr>
<td></td>
<td>( Q_g ) 958 ± 47</td>
<td>946 ± 96</td>
</tr>
<tr>
<td></td>
<td>( Q_Y ) 866 ± 65</td>
<td>852 ± 141</td>
</tr>
<tr>
<td>75</td>
<td>( Q_f ) 1,223 ± 38</td>
<td>1,213 ± 79</td>
</tr>
<tr>
<td></td>
<td>( Q_g ) 1,239 ± 52</td>
<td>1,230 ± 109</td>
</tr>
<tr>
<td></td>
<td>( Q_Y ) 1,228 ± 95</td>
<td>1,231 ± 190</td>
</tr>
<tr>
<td>100</td>
<td>( Q_f ) 1,310 ± 30</td>
<td>1,304 ± 63</td>
</tr>
<tr>
<td></td>
<td>( Q_g ) 1,391 ± 48</td>
<td>1,384 ± 96</td>
</tr>
<tr>
<td></td>
<td>( Q_Y ) 1,423 ± 93</td>
<td>1,419 ± 195</td>
</tr>
</tbody>
</table>
substantially older than the 10–30 My age of the lithosphere beneath the TdC region. The similarity of the lithospheric $V_S$ profiles from the two locations thus indicates that the Hawaii hotspot has warmed and thinned the Pacific lithosphere by a much greater amount (seen in the comparison of the Hawaii-region profiles in Figure 9a) than the Tristan hotspot has the South Atlantic lithosphere. This is consistent with the asthenosphere beneath TdC being not nearly as hot as it is beneath Hawaii, as indicated by the higher $V_S$ in the TdC asthenosphere.

Petrological modeling shows that the seismic and bathymetric data from the TdC region can be fit by models with a moderately hot mantle, a melt fraction smaller than 1% and a 65–70 km lithospheric thickness (in agreement with the purely seismic inversions). Figure 10b compares the well-fitting, petrologically derived geotherms with other estimates for TdC, with the global average and with estimates for Hawaii. The mantle-adiabatic temperature gradient range used to relate the temperatures in the asthenosphere to the mantle potential temperature $T_P$ is $0.4–0.5$ K/km (taken from Katsura et al. (2010)). We also show the lithospheric thickness inferred from receiver functions (Geissler et al., 2016) and temperature estimates (section 5.2) from $V_S$ profile and $V_S-T$ relationships (Goes et al., 2012).

Figure 10. Synthesis of the key evidence on the thermal structure of the upper mantle beneath Tristan da Cunha. (a) The lithosphere beneath TdC is underlain by a pronounced low-velocity zone, indicative of anomalously warm asthenosphere. However, $V_S$ in the TdC asthenosphere is not as low as beneath Hawaii (Laske et al., 2011), which suggests that the thermal anomaly beneath TdC is not as high as that beneath Hawaii. (b) The petrologically derived models that are consistent with seismic and bathymetry data (dark/light green and dark/light purple lines—models 5, 6, 4, and 3 according to the legend at the top right corner in Figure 8) have the LAB at a depth of 65–70 km, in agreement with the LAB depths computed from receiver functions (Geissler et al., 2016) (light green band). These models suggest a mantle potential temperature $T_P$ beneath Tristan of $1,410–1,430^\circ$C, higher than the global average ($\sim 1,337 \pm 35^\circ$C (Katsura et al., 2010)) but lower than at the Hawaii hotspot ($\sim 1,520–1,600^\circ$C, according to Herzberg and Asimow (2008)). Our estimated potential temperature for TdC is close to the value computed for Tristan by Herzberg and Asimow (2008) ($\sim 1,435^\circ$C, blue diamond). The coldest and hottest petrological models (dark blue and dark red, respectively) are not consistent with seismic data. "HH" and "Ch" indicate if the model has been computed using the parameterization from Hammond and Humphreys (2000a, 2000b) or Chantel et al. (2016), respectively (see also the legend in Figure 8). We also plot the $T_P$ recently inferred from thermobarometry (Weit et al., 2016) ($\sim 1,360^\circ$C; orange circle and band). The temperature estimates from our $V_S$ and the $V_S-T$ relationships of Goes et al. (2012) (Table 1) are plotted as circles with error bars. These temperature estimates are computed for three different attenuation models, all at the depths of 50, 75, and 100 km; they are plotted at slightly different depths ($\pm 1$ km) for clarity. The (conservatively broad) geothermal gradient range used to relate $T_P$ and the temperature in the asthenosphere is $[0.4, 0.5]$ K/km (Katsura et al., 2010).
Our results show that the TdC mantle is warmer than ambient mantle beneath normal ocean ridges: $T_P$ of 1,410–1,430°C for Tristan versus 1,280–1,400°C (Anderson, 2000; Chambers et al., 2005; Herzberg et al., 2007; Katsura et al., 2010; Khan et al., 2013; Kuskov et al., 2014) for the ridges. Our potential temperature estimates are higher than the values calculated by Dalton et al. (2014) on the MAR for the closest locations to Tristan da Cunha (1,349°C, 1,367°C, 1,393°C, and 1,378°C at the values of latitude-longitude [−40, −16], [−38, −17], [−36, −17], and [−35, −15], respectively). This thermal anomaly is considerably smaller than anomalies beneath some of the other major hotspots (Hawaii, 1,520–1,600°C (Herzberg & Asimow, 2008; Herzberg et al., 2007; Taposeea et al., 2016); Samoa, ~1,525°C; St. Helena, ~1,520°C (Herzberg & Asimow, 2008)), but it is in the range of estimates reported for other hotspots (Iceland, 1,435–1,455°C; Azores, 1,430–1,465°C; Canaries, 1,420–1,480°C (Herzberg & Asimow, 2008)). (The overall higher values reported by Putirka (2005, 2008) and Putirka et al. (2007) also show Hawaii (1,687–1,722°C) to be hotter than Iceland (1,583–1,637°C). Our estimated $T_P$ for TdC is close to the value estimated for Tristan by Herzberg and Asimow (2008) (~1,435°C). The temperature beneath Tristan, according to our models, is about 50–120°C higher than the global average value of 1,337 ± 35°C (Katsura et al., 2010).

6. Conclusions

Rayleigh-wave dispersion measurements from OBS data in the Tristan da Cunha region reveal a 65–70 km thick lithosphere and a pronounced low-velocity zone beneath 70 km depth, with $V_S$ of 4.1–4.2 km/s within it. Both the probabilistic seismic inversion of the data and petrological modeling indicate the lithospheric thickness around 65–70 km, which agrees with independent estimates from receiver functions (Geissler et al., 2016). The temperature of the asthenosphere is around 50–120°C higher than global average, with a melt fraction smaller than 1%. The mantle potential temperature $T_P$ is estimated at about 1,410–1,430°C.

Our observations are consistent with a hot upwelling from the deep mantle (a mantle plume) beneath the Tristan region, but the excess temperature we determine is smaller than that reported for some major hotspots such as Hawaii (100–180°C), although it is in the range of values reported for Iceland and some other hotspots. The upwelling beneath TdC may not be as hot as that beneath Hawaii or, alternatively, the present structure reflects a weaker upwelling (plume tail) than in the past, when the large igneous provinces onshore and the prominent hotspot tracks offshore were formed. It is also possible that the largest thermal anomaly is located at a distance from TdC, closer to the MAR (Figure 1b).
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