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Abstract. An analytical protocol for accurate in-situ Si stable isotope analysis has been established 

on a new second-generation custom-built femtosecond laser ablation system. The laser was 

coupled to a multicollector inductively coupled plasma mass spectrometer (fsLA-MC-ICP-MS). 

We investigated the influence of laser parameters such as spot size, laser focussing, energy density 

and repetition rate, and ICP-MS operating conditions such as ICP mass load, spectral and non-

spectral matrix effects, signal intensities, and data processing on precision and accuracy of Si 

isotope ratios. We found that stable and reproducible ICP conditions were obtained by using He as 

aerosol carrier gas mixed with Ar/H2O before entering the plasma. Precise 29Si and 30Si values 

(better than ±0.23‰, 2SD) can be obtained if the area ablated is at least 50 x 50 µm; or, 

alternatively, for the analysis of geometric features down to the width of the laser spot (about 20 

µm) if an equivalent area is covered. Larger areas can be analysed by rastering the laser beam, 

whereas small single spot analyses reduce the attainable precision of 30Si to ca. ±0.6 ‰, 2SD, for 

<30 µm diameter spots. It was found that focussing the laser beam beneath the sample surface with 

energy densities between 1 and 3.8 J/cm² yields optimal analytical conditions for all materials 

investigated here. Using pure quartz (NIST 8546 aka. NBS-28) as measurement standard for 

calibration (standard-sample-bracketing) did result in accurate and precise data of international 

reference materials and samples covering a wide range in chemical compositions (Si single crystal 

IRMM-017, basaltic glasses KL2-G, BHVO-2G and BHVO-2, andesitic glass ML3B-G, rhyolitic 

glass ATHO-G, diopside glass JER, soda-lime glasses NIST SRM 612 and 610, San Carlos 

olivine). No composition-dependent matrix effect was discernible within uncertainties of the 

method. The method was applied to investigate the Si isotope signature of rock weathering at the 

micro-scale in a corestone sampled from a highly weathered roadcut profile in the tropical 

Highlands of Sri Lanka. The results show that secondary weathering products accumulated in 

cracks and grain boundaries are isotopically lighter than their unweathered plagioclase host, 

consistent with isotopically heavy dissolved Si found in rivers. 

 

 

1. Introduction 

 

Laser ablation inductively coupled plasma mass spectrometry (LA-

ICP-MS) is a powerful technique used to determine element 

concentrations and isotopic ratios in solid samples at a resolution of 

micrometres. The technique is now routinely applied in geological, 

archaeological, environmental, and biological studies. A prerequisite 

for the determination of both concentrations and isotope ratios is the 

need for accurate calibration. This prerequisite poses a formidable 

challenge because fractionation of both element and isotope ratios 

occurs during analysis. To determine optimised conditions, the 

influence of operating conditions of the laser and the ICP-MS on 

elemental and isotopic fractionation during LA-ICP-MS has been 

extensively studied in the past, in particular for trace element 

concentration or radiogenic isotope ratio measurements. Despite these 

efforts that were made during the past decades (e.g., see reviews by 

[1-7]), the fundamental causes for these fractionation effects are still 

not well understood. Hence, no unifying theory enabling quantitative 

prediction of routine analytical conditions is available to analysts who 

rely on empirically mapping-out reproducible operating conditions 

instead. 

 

At the same time, new applications for LA-ICP-MS have arisen in the 

form of metal and metalloid stable isotope ratios in oceanography [8], 

environmental sciences [9], plant physiology [10], igneous petrology 

[11], and cosmochemistry [12], for example. These elements are 

subject to minor shifts in their relative isotope ratios that mostly 

amount to only a few permil (‰) or less per mass unit. To resolve 

these minor shifts, the analysis of these isotope ratios requires 

extremely high accuracy and precision. Whilst the measurements of 

these elements by “conventional” solution nebulisation MC-ICP-MS 

after chemical separation of the element of interest from their matrix 

is now close to routine for a range of elements, their analysis by laser 

ablation is still in its infancy. 
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The challenge that arises in the analysis of these isotope ratio 

measurements is that the limit to their accuracy is caused by bias at 

different stages of the analysis: from laser ablation, over particle 

formation and transport, atomisation/ionisation of particles, extraction 

of ions through the ICP-interface into the vacuum of the mass 

spectrometer, and ion detection. Hence, in order to obtain accurate and 

precise isotope ratios by LA-ICP-MS, a correction of these mass 

discrimination effects is necessary. Many of these issues have been 

resolved for the measurements of radiogenic isotope ratios, where a 

reference isotope ratio of the same element is available for internal 

correction. Such correction is not possible when stable isotope ratios 

shall be determined, where measurements in the shifts in abundance 

of all isotopes of a given elements relative to each other is the aim. 

Such stable isotope ratio measurements commonly rely on external 

mass bias correction by means of a standard-sample-bracketing 

approach [13, 14], where a reference material (typically an 

international measurement standard defined as -zero material by 

international agreement) is analysed before and after each unknown 

sample for time-interpolated mass bias correction. The fundamental 

prerequisite for this technique is that unknown samples are subject to 

an identical systematic bias during analyses as that affecting the 

reference material used for calibration (e.g., see [15] for an illustration 

of the concept). In solution ICP-MS this aim is achieved by chemical 

pre-concentration and introduction of the dissolved analyte into the 

ICP source at high purity. 

 

In LA-ICP-MS analysis, this approach is not possible, and differences 

in chemical or physical properties between samples and reference 

material used for calibration were found to induce systematic errors 

(e.g., review by [7]). Such so-called matrix effects do affect the 

accuracy and precision of measured isotope ratios. Some elements 

have shown to be more prone to be affected than others. One 

established strategy is the use of matrix-matched reference materials 

of close resemblance to the samples in their physical and chemical 

properties for calibration, the analysis of which is subject to an 

identical systematic bias. However, appropriate reference materials 

covering the entire compositional range of geological or 

environmental samples are not always readily available. Hence, the 

ability to perform accurate measurement results without the need to 

employ matrix-matched reference material for calibration is highly 

desirable. Secondary ion mass spectrometry (SIMS) has emerged in 

the past years as another powerful technique for in-situ micro analysis 

of metal and metalloid stable isotopes. Similar to LA-ICP-MS, SIMS 

requires an equally careful correction of composition-dependent 

matrix effects, e.g., [16, 17]. 

 

In this regard the use of femtosecond (fs) lasers has been shown to be 

advantageous over nanosecond (ns) lasers due to minimised thermal 

ablation effects, leading to reduced laser-induced matrix effects [15, 

19-23]. However, even if the laser-induced aerosol generation entails 

a strongly reduced bias, fs-LA analyses are still subject to mass bias 

generated when the aerosol enters the ICP interface (see above). 

Hence, the development of robust and widely available fs-LA-MC-

ICP-MS procedures, together with a better understanding of the 

fundamental processes involved, and the characterisation of samples 

suitable for inter-laboratory comparison is a requirement for 

advancing the field of in-situ metal and metalloid stable isotope 

analyses. 

 

We present here advances in micro-scale analyses of metal and 

metalloid stable isotopes using a second generation custom-built 

femtosecond laser ablation system coupled to a multicollector ICP 

mass spectrometer. The aim of this contribution is to map out 

optimum analytical conditions for fsLA-MC-ICP-MS measurements 

of stable Si isotope ratios covering a wide range of geological 

materials. Based on these findings an analytical protocol for accurate 

stable Si isotope analysis is established and quality control parameters 

as well as data acceptance/rejection criteria are defined. We present 

data on widely available and well-characterised reference materials 

suitable for inter-laboratory comparison. Because Si is a major 

element that is cycled in large amounts through the Earth’s surface, 

we then present an application of the method to the study of the 

alteration of rocks and its minerals by weathering. 

 

2. Materials and methods 

 

2.1 Samples and sample preparation 

 

To investigate the capabilities of laser ablation Si isotope 

analyses we used a range of different reference materials (glasses 

or mineral fragments). These are well-characterised in terms of 

their chemical composition and their Si isotope ratios. Reference 

values were used as reported in previous publications [12, 24-

39]. Where such reports were lacking, reference Si isotope ratios 

were determined for this study by conventional solution MC-

ICP-ICP analyses. For laser ablation samples were presented 

either in the form of petrographic thin sections or polished epoxy 

mounts. The reference material NIST8546 (hereafter referred to 

as NBS-28) is the international ‘-zero’ isotope measurement 

standard for Si isotopes. Grain mounts of NBS-28 quartz crystals 

were used directly as measurement standard for bracketing in 

most of the Si isotope analyses by laser ablation, unless stated 

otherwise. The MPI-DING glasses KL2-G, ML3B, ATHO-G are 

of basaltic, andesitic and rhyolitic composition, respectively 

[24]. NIST SRM 612 and 610 glasses are commonly used as a 

reference material for calibration in concentration measurements 

by laser ablation ICP-MS [40]. JER is a synthetic diopside glass 

(CaMgSi2O6) [25, 41]. BHVO-2G and BHVO-2 are basaltic 

reference materials used widely by geochemical laboratories. 

Both are therefore to date the most frequently analysed reference 

materials for Si isotopes. Whereas BHVO-2G is already supplied 

in the form of a glass by USGS, BHVO-2 is a basaltic rock 

powder. From this powder glass beads were prepared for laser 

ablation analysis using an Ir strip heater at MPI Mainz, Germany 

[42]. IRMM-017 is a single crystal made of pure Si and has been 

included in the sample selection as it features physical properties 

that are distinct from translucent silicate glasses and minerals. 

Fragments of olivine crystals (Fo90, analysis from [43]) were 

taken from a xenolith from the San Carlos (SC) volcanic field in 

the south-western United States. These olivine crystals differ 

from the silicate glasses by their contrasting structural and 

chemical properties.  

 

In an innovative application, we investigated the Si isotope 

signature of rock weathering at the micro-scale. A corestone 

sampled from a saprolite roadcut profile in the Highlands of Sri 

Lanka [44] was selected, from which petrographic thin sections 

(48 x 55 mm) were prepared with a sample thickness of 30 µm. 

To test for appropriate thin section preparation techniques, two 

thin sections were prepared from the same corestone sample. 

One thin section was prepared using a wet grinding/polishing 

technique (HakCore5), and the other using dry preparation 

(HakCore5b).  
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Figure 1. Schematic representation of the custom-built laser ablation system (Fem2) at GFZ Potsdam. The beam path (stippled lines) 

is shown from the infrared output (ω = 785 nm) port of the Solstice regenerative amplifier through subsequent frequency conversion 

to UV wavelength via barium betaborate crystals (SHG, THG, FHG). After passing an adjustable iris aperture (I) and computer-

controlled shutter (S), the UV beam (4ω = 196 nm) is steered into a modified microscope (Olympus BX-61) by five UV-mirrors 

(M13 to M17) and focused through a lens-triplet into the ablation cell. A flip-mirror (FM1) can be placed in the UV-beam path to 

steer the laser beam to different beam diagnostic instruments (beam profiler, autocorrelator, power meter). The beam diagnost ics 

instruments can also be placed at any position along the beam path by movable mirrors (not shown). The photograph shows the laser 

ablation cell. The cell can accommodate samples of various shape and size into different sample holders, whilst maintaining a  

constant geometry and free volume inside the chamber. The photograph shows 1 inch and ½ inch round samples mounted inside the 

cell and the exchangeable sample holder inset for a rectangular thin section and two ½ inch round samples in front of the cel l. 

 

 

2.2 Laser ablation system 

 

We utilised an in-house built ultraviolet (UV) laser ablation (LA) 

system, incorporating the latest generation femtosecond (fs) 

Ti:sapphire regenerative amplifier system Spectra Physics 

Solstice as a laser source. The system provides full control over 

laser parameters, such as spot size, energy density, pulse width, 

repetition rate (from 1 to 1000 Hz), and beam shape. The spot 

size can be varied from 10 to 80 µm in diameter with resulting 

energy densities on the sample between 0.1 and 50 J/cm². A 

custom-designed software provides integrated control of laser 

parameters, sample positioning and observation, as well as fully 

automated analyses of up to several hundred analyses through a 

synchronised operation with the mass spectrometer. 

 

The design of the system is comparable to UV fsLA systems 

established in other laboratories, which are based on a 

Ti:sapphire amplifier with subsequent wavelength conversion to 

UV [15, 18, 20, 45-47]. The specifics of the laser ablation system 

are described in the following. To produce ultrashort pulses with 

an energy of several millijoules the system combines a low-

energy Ti:saphire femtosecond seed laser (< 100 fs, Spectra 

Physics MaiTai) and a high energy Nd:YLF pump laser (1 kHz, 

Spectra Physics Empower-30)  in a regenerative amplifier. The 

amplification of short low-energy laser pulses with intensities of 

millijoule levels is achieved in the Spectra Physics Solstice 

regenerative amplifier by Chirped Pulse Amplification in a 

Ti:sapphire crystal, which produces infrared (IR) laser pulses 

with up to 3.5 mJ/pulse. The pulse width of the IR wavelength 

was measured by autocorrelation (Spectra Physics PulseScout 

LR) and was found to be 98 fs. Non-linear optics are used to 

convert the fundamental IR wavelength into the UV with a 

wavelength of 196 nm. This conversion is achieved by frequency 

doubling of the fundamental wavelength (ω = 785 nm) in a BBO 

(Barium Beta Borate) crystal to attain 2ω = 393 nm (Second 

Harmonic Generation, <0.8 mJ/pulse). The Third Harmonic 

Generation (THG), uses the SHG wavelength (2ω = 393 nm) in 

a second BBO crystal to produce 3ω = 262 nm (<0.7 mJ/pulse). 

Finally, the deep ultraviolet wavelength of 196 nm (<0.08 

mJ/pulse), which is used for laser ablation, is obtained by sum-

frequency generation, i.e. nonlinear combination of 262 nm with 

the fundamental wavelength 785 nm in a third BBO crystal.  

 

The beam delivery of the UV laser beam onto the sample surface 

is custom-built on a vibration-damped optical breadboard table. 

After the Fourth Harmonic Generation, the laser beam is passed 

through an adjustable iris aperture (1 to 8 mm diameter) and then 

steered into a fully automated and computer controlled 

microscope (Olympus BX-61) by four 45° dielectric mirrors with 

a UV high reflection coating (>97%). The laser beam is then 

focused by an achromatic lens-triplet (fused silica-calcium 

fluoride, UV anti-reflection coating) into the sample contained 

in a He-flushed sample cell, which is mounted on a computer-

controlled x, y, z stage. The compound lens has a focal length of 

22.7 mm (N.A. 0.13) at 196 nm. The lens was developed (Befort 

Optical Design, Wetzlar, Germany) for our laser ablation system 

to minimise energy loss and pulse broadening during 

transmission and focussing of the UV laser beam. In its design, 

special emphasis was given to high-quality optical imaging of 

the sample, whilst maintaining an optimum laser beam quality.
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Figure 2. (a) The laser spot diameter on the sample surface can be varied by a variable iris aperture. (b) Due to the Gaussian energy 

distribution of the laser beam changing the aperture diameter also influences the energy density in a limited range, here ±0.6 J/cm², 

illustrated by the dashed lines. (c) With increasing spot diameter, i.e., ablated area, the signal intensity measured on the MC-ICP-

MS increases. 

 

Reflected, transmitted and polarized light observation is 

available at different magnifications using exchangeable 

motorized objectives of 5x, 10x and 20x. Laser ablation positions 

can be located using high quality optical imaging via a CCD 

camera and stored as x, y, z coordinates in the software together 

with laser parameters (repetition rate, scan speed, analyses 

duration, washout-time between automated analyses). Before 

laser ablation starts, the laser focusing objective is moved into 

the beam path and the sample stage is automatically adjusted to 

the correct z-coordinate (focus length) for each individual 

measurements position as previously determined (autofocus or 

manual adjustment) and stored, to focus the laser beneath the 

sample surface. This setup ensures precise and reproducible laser 

focusing, the importance of which is discussed below. Live 

observation of the sample surface during laser ablation is 

generally impaired in image quality. Both loss of image 

sharpness and colour fidelity is caused by the laser focusing lens 

due to chromatic aberration between the UV laser light and the 

visible light spectrum (VIS). Our custom-designed achromatic 

lens-triplet partially corrects for this distortion. The remaining 

discrepancy in focal length between UV and VIS is compensated 

by a custom-built adjustable CCD camera lens tube, which 

allows to bring the UV laser wavelength and the visible 

wavelength into focus in the same plane, i.e., whilst the laser 

beam is focused beneath the sample surface a sharp visual image 

of the sample surface is obtained, allowing a better image quality 

during live observation of the ablation.  

 

The energy transmission (T) of the UV laser beam through the 

focusing optics and the cell window was measured to be about 

70%, which was found to be superior to commercially available 

Excimer laser optics (e.g., we tested a OFR LMU UV10x with T 

≈ 50%). The pulse width of the UV wavelength after FHG 

conversion could not be measured directly, but was estimated to 

be 130 fs. This estimate is based on a pulse width measurement 

by autocorrelation of the residual IR pulses at the FHG output. 

There the IR beam has passed about 13 mm glass of optical 

components in transmission, resulting in 190 fs pulse width. This 

pulse width broadening can be used to estimate the group 

velocity dispersion caused by transmission through 3.5 mm of 

optical components in the frequency conversion beam path of the 

resulting FHG UV beam output. Moreover, the UV laser beam 

has to pass the lens-triplet for focussing and the ablation cell 

window to reach the sample surface. A conservative estimate for 

the pulse width at the sample surface therefore is <200 fs. 

 

For laser ablation the samples are contained in a custom-

designed ablation cell built at GFZ Potsdam. The cell is made of 

aluminium with a semi-rectangular inner chamber. The chamber 

can accommodate sample holders adapted for petrographic thin 

sections (48x55 mm) and round samples with dimensions of Ø 

1/2 inch (25.4 cm) and Ø 1 inch (12.7 cm) (Fig. 1). The cell lid 

allows air-tight sealing and incorporates a 86 mm diameter fused 

silica window (2 mm thickness) with 196 nm anti-reflection 

coating on both sides to minimise energy loss during 

transmission of the laser beam (<5%). The exchangeable sample 

holders permit to accommodate samples of different size and 

shape, thereby keeping the effective free volume of the cell 

constant at about 18 cm³. Moreover, the insets produce a flat 

surface without any dead volume, which is favourable for 

efficient aerosol transport. The cell can be fitted with inlets and 

outlets of different inner diameter (ID) to influence the gas flow 

conditions in the cell. During this study, a He inlet nozzle with 

0.5 mm ID and a He/aerosol outlet of 2.5 mm ID was used. The 

laser-generated aerosol is transported through a Teflon-lined  

Tygon tubing, 6.4 mm ID, by the He carrier gas of the ablation 

cell to the mass spectrometer, were it is mixed with Ar (‘dry’ or 

‘wet’ as discussed below) before entering the ICP torch. At the 

end of each laser ablation analyses, typical wash out time of the 

cell and the length of the aerosol transfer tubing is less than 50 

seconds, in which the signal drops to background level. 

 

The laser spot size on the sample surface can be adjusted in two 

ways. First, adjusting an iris aperture in the UV beam path 

changes the spot size on the sample surface whilst keeping the 

energy density on the sample moderately constant (within +/- 

25%, Fig. 2). Second, changing the vertical focus position also 

changes the spot size, but the energy density is modified strongly 

at the same time (Fig. 3).  

 

2.3 Mass spectrometry 

 

A Thermo Neptune MC-ICP-MS, equipped with a Neptune Plus 

Jet Interface (comprised of Jet sample cones and Jet interface 

pump Pfeiffer OnToolBooster) was used for isotope 

measurements. To resolve Si isotope signals from isobaric 

interferences (mainly N-O moleculars) the ion optics were 

operated in medium mass resolution mode (mass resolving 

m/m power at 5%, 95% intensity limits >6000). Moveable 

Faraday detectors with 1011 Ω amplifiers were precisely 

positioned to obtain interference-free flat-top peak shoulders for 
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Figure 3. Influence of laser focussing on laser ablation performance. Experiments were done at both 10 Hz and 30 Hz laser repetition 

rate, respectively. Ion signal intensities were measured on a Faraday detector of the MC-ICP-MS. The spot diameter was 

systematically varied by adjusting the position of the laser focus point beneath or above the sample surface (a), resulting in changes 

in the calculated energy density at the sample surface (b), and signal intensity (c) during ablation on different materials. The inset in 

(b) shows in detail the optimum energy range (dashed lines), where a combination of laser focussing, energy density and spot size 

yields smooth laser ablation traces (d), without irregular ablation and fracturing of the material (e). Images (d and e) are reflected 

light microphotographs of laser ablation traces on olivine. Symbol in all panels are the same as explained in legend of panel (c). 

 

simultaneous detection of all three stable Si isotopes. Faraday 

cups L2, C, and H2 were used for simultaneous measurements of 
28Si, 29Si, and 30Si, respectively. With this cup configuration 27Al 

(L4) can be detected simultaneously, which can be used for Al 

concentration measurements.  

 

To independently determine the Si isotope composition of 

reference materials, Si was measured by solution MC-ICP-MS 

after sample dissolution and chromatographic purification of Si 

following the analytical procedure described in detail elsewhere 

[36, 48]. In brief, after sample decomposition of 6 to 12 mg 

sample powder by NaOH-fusion at 750°C in Ag crucibles for 10 

minutes (using about 400 mg NaOH pellets, Merck, p. a., 

1.06495.1000), samples were dissolved in Milli-Q water (18.2 

MΩ) and pH was adjusted to 1.5 by HCl (dist.) addition. An 

aliquot of ca. 60 µg Si (in 1.8 ml) was loaded onto 

chromatography columns (Spectrum 104704 PP filled with 1.5 

ml AG50W-X8) and Si was eluted with 5 ml H2O. The Si 

solution was acidified to 0.1M HCl and Mg (Alfa Aesar 

Specpure 14430; evaporated, and dissolved in 0.1M HCl) was 

added to both samples and to the bracketing NBS-28 as an 

internal standard, to be able to use the 25Mg/24Mg ratio for mass 

bias drift correction between the two bracketing measurements 

of NBS-28; the latter being prepared by the same decomposition 

and Si purification procedure as the samples. Quantitative 

sample recovery (measured column yield >98%, i.e. complete 

recovery within analytical uncertainties of the concentration 

measurements by ICP-OES: 100 ± 5%) and purity of the Si 

sample solution (>97%) was checked by ICP-OES (Varian 

720ES) before isotope analyses. The fusion/dissolution 

procedure blank contributed <0.06% of total Si, and the blank of 

the Si column procedure was below ICP-OES detection limit, 

i.e., <190 ng Si, corresponding to <0.3% of Si processed, thus 

being considered negligible. The analyte solutions with matched 

concentrations of 0.7 µg/ml of both Si and Mg (within 5%) were 

introduced into the MC-ICP-MS by an ESI ApexHF desolvator 

(sample path made of PFA) fitted with a PFA nebulizer (≈110 

µl/min), thereby reaching 28Si and 24Mg signal intensities of >13 

V and > 20 V, respectively, measured on Faraday detectors (1011 

Ω). Measurements were done in dynamic mode (magnet jump), 

alternating between Si and Mg isotopes for 30 cycles á 4 seconds 

integrations time. Based on repeat sample dissolutions and 

measurements, and comparison to published data on reference 

materials (Table 2) analytical uncertainties of solution MC-ICP-

MS data are estimated to be ± 0.11‰ (2SD) and ± 0.09‰ (2SD) 

on 30Si and 29Si, respectively. Si isotope ratios are reported in 

the delta notation for the 30Si/28Si (30Si) and 29Si/28Si (29Si) 

isotope ratios relative to NBS-28. 

 

Operating parameters of the fsLA-MC-ICP-MS are summarised 

in Table 1. These represent the optimum conditions based on 

systematic tests. Gas flows were optimised on a daily bases but  
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Figure 4. Signal intensities (a-c) and corresponding Si isotope ratios (d-f) as a function of time over the course of an fsLA-MC-ICP-

MS measurement for raster (a, b, d, e) and single spot analyses (c, f).  Each data point represents an integration time of 1 second. 

Vertical dashed lines indicate the data range selected for isotope ratio evaluation. The inset in (d) is a magnified view of the time-

resolved 30Si/28Si ratios and their statistics given as 2 standard deviation (2SD ±0.28 ‰, dashed lines) and 2 standard error (2SE 

±0.04 ‰, stippled lines) of the mean. Unfavourably high laser fluencies of 20 J/cm² (b, e) cause erratic ablation behaviour and 

deteriorating isotope ratio precision. During single spot analyses (c, f) the precision in the isotope ratio is limited by counting statistics 

due fast decreasing and overall lower 30Si signal intensities. Intensities are decreasing as the laser ablation pit is becoming deeper 

and hence effective aerosol transport is reduced. The error bar in (f) represents the 2 standard deviation of the mean of isotope ratio 

measurements acquired within the data evaluation limits (vertical dashed lines). The 2SD of ±1.3 ‰ result in a 2SE of ±0.12 ‰. 

 

 

Table 1. Optimum operating parameter of the mass spectrometer 

and laser ablation system for Si isotope measurements. Gas flows 

were tuned for optimum conditions before each measurement 

session together with ion-optical lenses of the mass 

spectrometer. 

 
MC-ICP-MS Thermo Neptune 

RF power 1205 W 
Extraction lens -2000 V 

Acceleration potential -10000 V 

Cooling gas (Ar) 15 L min−1  
Auxiliary gas (Ar) 0.7 L min−1  

Nebuliser gas (Ar) 0.6 L min−1 (nebulising H2O and mixing with 

He-LA carrier gas before introduction into the 
ICP) 

LA carrier gas (He) 1.0 L min−1  

Cones Ni: Jet sampler and H or X skimmer 
Interface pump Pfeiffer OnToolBooster 150 

  

  

LA System GFZ Fem2  

(Spectra Physics Solstice + FHG) 

Wavelength 193 nm 
Pulse width <200 fs at sample 

Laser energy at sample 0.005 to 0.03 mJ; 1 to 3 J/cm²  

Repetition rate 2 to 100 Hz 
Spot diameter 20 to 40 μm 

Scan speed 40 μm s−1  

Ablation mode line scan/raster scan/single spot 

 

 

 

were close to the values reported in table 1 within 0.1 L/min. 

Alternative settings were tested during the optimisation process 

as discussed later in the text.  

 

Previous studies have shown that wet plasma conditions can be 

advantageous for LA-ICP-MS by providing greater tolerance 

against mass load effects resulting in a higher robustness than 

experienced in dry plasma conditions (e.g., [49, 50]). We 

compared dry with wet plasma conditions, and confirmed these 

earlier findings. Hence, wet plasma conditions were used for all 

analyses and dry plasma conditions were not further explored in 

this study. Before entering the plasma torch, the laser-generated 

aerosol (He carrier gas) was mixed using a y-piece with a 

continuous introduction of H2O by nebulisation (using Ar as 

nebuliser gas) in a double pass scott/cyclonic spraychamber 

(SIS) with a PFA self-aspirating nebuliser at an uptake rate of 

about 50 µl/min. The gas flows and ion-optics of the mass 

spectrometer system were tuned on a daily basis during ablation 

on the BHVO-2G glass to achieve maximum sensitivity and 

stability on Si isotope signals, and to minimise intensities of 

molecular interferences. Typically, we observed molecular 

isobars for the following species, which were all resolved using 

the medium mass resolution slit of the Neptune: 16O14N+ <5 V 

(close to mass of 30Si+), 14N14N+ <100 mV and 12C16N+ <20 mV 

(close to mass of 28Si+), 14N14N1H+ <100 mV, 13C16O+ <10 mV 

(close to mass of 29Si+).  

 

Background signal intensities were measured on-peak as gas 

blanks. To do so, He gas was streamed through the cell whilst 

the laser beam was blocked. Typically, background gas blanks  
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Figure 5. Illustration of mass bias stability. During isotope measurements of different samples, NBS-28 quartz is repeatedly measured 

for mass bias correction, thereby bracketing each sample with two analyses of NBS-28 quartz (a, b). Signal intensities between 

samples and the bracketing NBS-28 were matched to within 5% by adjusting the laser repetition rate to 10, 18, 17, and 20 Hz for 

NBS-28, ATHO-G, KL-2G, and SC olivine, respectively. The short term stability of the instrumental mass bias (shown in panel a) 

allows precise isotope measurement, even if samples having different matrices are analysed subsequently (b) in the same analytical 

session. This NBS-28 ‘self-bracketing’ can be used to assess the mass bias stability and therefore the overall analytical data quality 

for each analytical session. (c, d) -values for NBS-28 are session averages (n given next to each symbol in d). Before each session 

samples were changed in the ablation chamber, and laser and mass spectrometer operating parameters were optimised (Table 1).

(incl. H2O nebulisation) were <30 mV, <2 mV and <1 mV on 
28Si, 29Si and 30Si, respectively. The individual contributions to 

the total observed background signals originate from electronic 

noise of the detection system, impurities in gas (He, Ar) and 

H2O-nebulisation as well as from other solid parts of the sample 

introduction system (e.g., tubings, torch, cones), but were not 

quantified separately.  

 

The background was found to be constant and no increase with 

time was observed over 12 hours measurement sequences. 

Typical signal intensities for measurements were >7 V, >0.4 V, 

and >0.3 V on 28Si, 29Si and 30Si, respectively, unless stated 

otherwise, and therefore background contribution to the total 

signal intensities were less than 0.5%. 

 

2.4 Data acquisition and evaluation 

 

Figure 4 shows a typical fsLA-MC-ICP-MS analysis (laser raster 

or spot analyses), starting with background signal measurements 

for 1 minute (on-peak gas blank). Each Si isotopic measurement 

consisted of a 5 to 10 seconds ablation stabilisation period to 

establish a continuous stable aerosol transport into the ICP and 

hence a stable Si signal, followed by 120 s of data acquisition 

(automatically triggered by the laser ablation system) of  

simultaneously detected 28Si, 29Si and 30Si signals (27Al 

optional). For single spot analyses shorter data acquisition times 

were used due to the rapidly decreasing signal as material is 

progressively removed and the depth of the laser ablation crater 

increases (Fig. 4c). Oscillations in signal intensity during raster 

analyses (Fig. 4a,b) are caused by slightly different ablation rates 

at the inflection points of the meandering laser pathway (e.g., 

Fig. 3d), but is not visible in the Si isotope ratios due to the static 

multicollection data acquisition mode. Between ablation periods 

the automated sample stage moved to the next measurement 

position, whilst the laser beam was blocked and signal intensities 

dropped to background levels. The time between measurements 

was uniformly kept at 70 seconds allowing a continuous 

monitoring of instrumental mass bias drift in the isotope ratio of 

the reference material used as measurement standard before and 

after each sample measurement. The standard-sample-bracketing 

method was used for instrumental mass bias correction by 

alternate fsLA measurements on samples and reference materials 

used as measurement standard (Fig. 5) under identical analytical 

conditions except for the laser repetition rate, which was adjusted 

to match Si intensities between samples and bracketing standards 

having different Si contents or different ablation behaviour. In 

general, NBS-28 quartz was used as measurement standard for 

bracketing. Other reference materials were tested, too (Table 2), 

as discussed below. The short-term stability of the instrumental 

mass bias over the time of measurements on one sample and two 

bracketing reference materials (Fig. 5) is better than 0.2 ‰ for 

the 30Si/28Si ratio, and allows precise isotope ratio measurements, 

even if samples having different matrices (Fig. 5) are analysed 

subsequently in the same analytical session. 

 

We have compared measurements using 2 or 1 second 

integration times, revealing no difference in measured -values 

of reference materials and no difference in short-term 

repeatability of multiple analyses. Although the internal 

precision of individual analyses (i.e., the standard deviation (SD) 

of the mean of n integrations) is improving when signals are 

integrated over longer times, a shorter integration time has the 

advantage that irregularities during ablation or sample 

inhomogeneity can be identified more easily during data 

evaluation. Hence, for this study the signal intensities of all 

stable Si isotope were collected simultaneously with an 

integration time of 1 second. Each Si isotope ratio measurement 

comprised 80 to 120 integrations (cycles), except for single spot 

analyses (30 integrations).  

 

Data evaluation was done off-line using in-house spreadsheet 

software and involved subtraction of the average background 

signal intensity (on-peak zero gas blank measured for 1 to 2 

minutes at the beginning of the measurement sequence) from 
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each cycle before isotope ratios were computed. The mean and 

internal standard error of the mean at 95% confidence level (2SE 

= t∙SD/√n; t derived from student-t distribution at 95% 

confidence) is calculated for each isotope ratio measurement of 

each sample and bracketing reference material, which are then 

used for calculation of -values and error propagation. Data 

quality control involved screening of the time-resolved data 

(e.g., Fig. 4) of each measurement for outliers using Gaussian 

probability density functions, temporal drift in isotope ratios 

during ablation (Fig. 4d, e, f) and drift between bracketing 

measurement standards analysed before and after each sample 

(Fig. 5a, b), potential spectral interferences (using the mass-

dependent isotope fractionation law), and signal intensity 

matching between samples and bracketing standards. During 

each analytical session, at least one reference material having an 

isotope composition that was independently determined was 

analysed repeatedly to assess accuracy and precision. Based on 

the systematic tests and measurements on reference materials 

described in this study over the course of one year, we have 

defined data acceptance criteria (see section 6), which ensure a 

reliable and repeatable assessment of data quality for future 

applications of the fsLA-MC-ICP-MS method.   

 

We have also assessed an alternative data evaluation strategy 

suggested by Fietzke et al. [51]. These authors extracted the 

average isotope ratio directly from the slope of a linear fit of the 

simultaneously collected signal intensities (e.g., 28Si vs. 30Si) 

including the signals of the background measured before and 

after laser ablation. We found no differences in the calculated -

values compared to the evaluation procedure described above, 

except for measurements with very low signal intensities (<2 V 

in 28Si), where the slope evaluation method resulted in slightly 

better repeatability. 

 

3. Results 

 

3. 1 Ablation characteristics 

 

3.1.1 Laser beam profile and crater morphology 

 

The ablation craters are morphologically characterised by the 

Gaussian energy distribution of the laser beam (Fig. 6a). The 

beam profiles of the fundamental IR wavelength and the 

frequency-quadrupled UV beam after transmission through the 

UV focussing objective (Fig. 6b), respectively, were measured 

using an Ophir Spiricon beam profiler. At 785 nm a symmetric 

Gaussian energy distribution is observed, whereas at 196 nm, the 

beam profile tends to a slightly ovoid shape, caused by the 

generation of the UV wavelength by overlapping the THG beam 

with the fundamental beam in a BBO crystal at a slightly oblique 

angle. 

 

Ablation of different materials, having distinct physical 

properties, yields specific crater morphologies. The conical 

beam profile is reflected in V-shaped ablation craters in quartz 

(Fig. 6c, d). The Si single crystal (IRMM-017) shows numerous 

sharp conical spikes (Fig. 6e). Previous studies have found that 

the development of these spikes are controlled by the 

crystallographic orientation of silicon and always point along the 

incident direction of fs laser pulses. Their formation has been 

attributed to shielding of the underlying substrate by impurities 

on the surface, leaving the cones behind as the surrounding 

material is removed (e.g., [52, 53]). By repeatedly rastering the 

laser beam across the sample surface, the craters are 

incrementally deepened, eventually leading to a smooth crater 

surface. Ablation of dielectric materials - silicate minerals and 

glasses - also show a crater morphology characterised by the 

Gaussian laser beam profile (Fig. 6 c,d,f). However, the spikes 

shown on Si single crystals are absent, featuring smooth edges 

without visual indications of melting (Fig. 6c,d,f). 

 

3.1.2 Dependence of laser energy and beam focussing on 

ablation  

 

The efficiency and rate of laser ablation is controlled by the laser 

fluence and is calculated according to F = E/(πr2),  where F is the 

fluence [J/cm²] and E is the pulse energy [J] deposited onto the 

sample, with r [cm] being the crater radius measured on the 

sample surface. Recasting the energy delivered relative to the 

area illuminated provides internally consistent comparisons of 

the energy applied using our system. However, this approach 

does not take the Gaussian energy distribution of the beam into 

account. According to Bonse et al. [54], for a Gaussian beam the 

laser fluence at the cross-sectional surface with the 1/e²-radius 

ω0 can be estimated to be F = 2E/(πω0
2). Moreover, d’Abzac et 

al. [55] pointed out that the fluence in the focal point of the 

Gaussian beam can be calculated independently from measured 

crater diameters using the focal length of the focusing optics (f), 

the operating wavelength (λ), the initial diameter of the beam  

 

Figure 6. Laser energy beam profiles measured at (a) 785 nm and 

(b) 196 nm, respectively. SEM images show laser ablation traces 

on (c, d) quartz (NBS-28) and (e) a silicon single crystal (IRMM-

017). The raster analyses on IRMM-17 show the evolution of the 

laser-solid interaction during ablation, developing fewer spikes 

(left raster) with increasing amount of laser pulses. The spot 

diameter changes systematically with different z-focus position 

(compare Fig. 3) on BHVO-G basaltic glass (f). Spots on the 

right hand side of the image were generated with the laser beam 

focused beneath the sample surface and spots on the left hand 

side with a focus point above the sample surface. 
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Figure 7. The influence of laser energy density on signal intensity 

(a) and precision in the Si intensity (c) and Si isotope ratios (d), 

respectively, are shown for two different experiments during 

fsLA of four different materials (KL2-G and T1-G glasses, NIST 

612 soda-lime glass, SC olivine crystal) at a laser repetition rate 

of 30 Hz. In the first experiment (closed symbols), the energy 

density on the sample was varied by adjusting the laser output 

power between 3 and 22 mW, whilst keeping the laser focussing 

and spot diameter constant (20 µm spot Ø). In the second 

experiment (open symbols) the laser focus position beneath the 

sample surface was systematically varied to produce a larger 

range in energy densities (resulting in different laser spot 

diameters on the sample surface, as shown in b), whilst keeping 

the laser output energy constant. Panel (e) illustrates the 

influence of counting statistics on the precision in -values for 

the 29Si/28Si and 30Si/28Si isotope ratios (combined 2SE 

uncertainty computed by error propagation of the individual 

statistical uncertainties, i.e., 2 standard error of the mean from 80 

to 90 integrations (at 1 s each), of one sample measurement and 

two bracketing reference material (RM) measurements). Each 

bracketing sequence was measured at different signal intensities, 

whilst keeping the intensities of sample and bracketing RM 

matched. The solid lines represent the degradation of the 

precision theoretically predicted from counting statistics (√n), 

i.e. following a slope of -0.5 in a logarithmic plot. 

before passing the focusing optics (D) and the pulse energy (E) 

according to F = E/(πФ²/4), with Ф = 2.43∙(λf)/D. However, we 

prefer not to use this approach, as in our setup the laser beam is 

defocused and the focal point is beneath the sample surface. 

During the ablation process the crater deepens. Ablation 

typically progresses less than 20 µm over an ablation period of 

about 2 minutes. This depth is much less than the approx. 150 

µm at which the focal point is positioned beneath the sample 

surface to obtain a spot diameter between 30 and 40 µm (see next 

paragraph). Hence, the energy density interacting with the 

sample surface does not reach the high values present in the focal 

point. Fluence values reported in this study have therefore to be 

considered as minimum values.  

 

It was found that the focussing and hence the fluence of the laser 

beam had an effect on the ablation behaviour, depending on the 

nature of the analysed material. A basaltic glass (KL-2G) and an 

olivine crystal (SC olivine) were ablated using different fluencies 

(Fig. 3), which were varied by changing the focus position of the 

laser beam relative to the sample surface, thereby resulting in a 

variable ablation spot size on the sample surface (Fig. 3a-c). It 

was found that focussing the laser beam very close to the surface 

of the sample at energy densities above about 5 J/cm² resulted in 

irregular ablation of olivine, characterised by fracturing of the 

surface and chipping off of large crystal fragments (Fig. 3e). 

Keeping the energy density below 5 J/cm² by defocussing the 

laser beam (i.e., moving the focus point further beneath the 

sample surface) avoided this fracturing. Such irregular ablation 

is disadvantageous for LA-ICP-MS as it deteriorates the spatial 

resolution by collateral damage and reduces the efficiency of the 

fs-LA-MC-ICP-MS measurements because large particles are 

not transported by the carrier gas to the ICP. Moreover, a large 

particle size distribution ejected from the samples and 

transported by the gas stream might lead to incomplete ionisation 

in the ICP source of the mass spectrometer, leading to a laser-

induced bias of the measured isotope ratio [15, 25, 56]. Irregular 

ablation was not detected on silicate glasses using light 

microscopic observation - even at a fluence >20 J/cm². The 

difference in ablation behaviour might originate in the physical 

properties of the samples. The investigated SC olivine crystal 

was formed under high temperature and pressure conditions in 

the upper mantle [57, 58] before being transported to the Earth’s 

surface and therefore probably accumulated considerable strain 

in the crystal structure, whereas the amorphous silicate glass 

synthesised at atmospheric pressure lacks such structural strain 

and hence reacts less violent during interaction with the laser 

beam.  

 

From figure 3c, we can identify an optimum range in the signal 

intensity vs. spot size space to obtain the highest laser ablation 

efficiency. By adjusting the focus position to >150 µm beneath 

the surface results in a surface spot diameter between 30 and 40 

µm. At a fixed laser energy of about 0.015 mJ at the sample 

surface, the resulting energy density is between 1 and 2 J/cm², 

and the signal intensity on 28Si measured on the MC-ICP-MS 

reaches a maximum (Fig. 3c). Further increase in spot diameter 

does not result in a higher signal intensity because the defocused 

cross section of the Gaussian laser energy distribution projected 

onto the sample surface results in a lower average fluence and 

less efficient ablation within the irradiated area. As the exact way 

in which the fluence is computed is not always reported, we are 

not always able to compare these energy densities to those 

reported in other studies using lasers with Gaussian beam 

profiles (e.g., fs-Ti:Sa or ns-Nd-YAG). 
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To investigate the effect of laser energy density (fluence) on 

signal intensity and isotope ratio precision at a constant spot size, 

systematic measurements were made on four different materials 

(NIST612, T1-G, KL-2G, SC olivine) (Fig. 7). By adjusting the 

output power of the pump laser in the regenerative amplifier (and 

optimising the amplifier to attain lowest pulse widths) fluencies 

can be varied from about 1 to 7 J/cm², thereby maintaining a 

measured energy stability of better than 3%. In this case the spot 

diameter on the sample surface is held constant at 20 µm (closed 

symbols in Fig. 7 a,c,d). All measurements were performed at a 

laser repetition rate of 30 Hz showing an increasing trend of the 

measured 28Si intensity with increasing laser fluence (Fig. 7a). 

However, the signal increase is most pronounced (by up to 50% 

relative) when fluence is increased from <1 to 2.4 J/cm². The 

signal increases less strongly when the laser fluence is further 

increased up to 7 J/cm². In this fluence range the signal intensity 

gain is less than 20% when laser energy is increased by 65%. The 

range of the applied fluence was extended above 7 J/cm² by 

adjusting the focus position as discussed above, thereby 

changing the spot diameter on the sample surface as well (Fig. 

6b). Therefore, the trends above 7 J/cm² shown in figures 6a-c 

(open symbols) do not only represent a change in fluence but a 

combined effect of varying fluence and varying area irradiated 

by the laser.  

For isotope ratio measurements it is desirable to achieve signals 

of such high intensity that good counting statistics by the ion 

detection system are achieved. It is furthermore desirable to 

maintain stable signals over the duration of the measurement, so 

that the deteriorating effect on precision caused by transient 

signals, which fluctuate faster than the response time of the 

Faraday amplifiers, is minimised [59]. The dependence of the 

uncertainty (expressed as the internal standard error of the mean 

of 60 isotope ratio measurements acquired during 1 minute of 

laser ablation) on the measured Si signal intensity (Fig. 7c) and 

Si isotope ratio (Fig. 7d) on the laser energy shows that the most 

precise measurements are obtained in the intermediate range of 

tested energy densities (1 to 4 J/cm²), where signal intensities are 

high enough to obtain good counting statistics. Stable ablation 

conditions are thus achieved at relatively low laser fluence, 

consistent with the observation of irregular ablation of olivine at 

high laser fluence. Close inspection of the time-resolved isotope 

ratios acquired over about one minute of ablation on basaltic 

glass KL2-G shows that at high fluence (≈ 20 J/cm², Fig. 4e) the 

precision in the 30Si/28Si ratio is deteriorated compared to 

measurements at lower fluence (≈ 2 J/cm², Fig. 4d). Similar 

observations were made during fsLA-MC-ICP-MS Si isotope 

measurements on the Si single crystal reference material IRMM-

017 [25]. 

 

3.2 Optimising ion intensity/background ratios and counting 

statistics 

 

Ultimately, the precision of isotope ratio measurements is 

limited by counting statistical limitations of the Faraday 

detection system. These limits we estimate first. In the 

subsequent sections we then evaluate other sources of error and 

bias, such as sample aerosol production by laser ablation, 

transport of aerosol into the ICP source of the mass spectrometer 

as well as from fractionation in the ICP source/interface 

(instrumental mass bias).  

The uncertainty contribution originating from counting statistics 

of a measured signal can be calculated from the standard 

deviation of a Poisson distribution (√n, where n = number of 

counted ions). The average voltage measured during each laser 

ablation measurement was converted into the number of ions 

counted per second (cps) by applying a conversion factor of 

6.24⋅107 cps V−1 for 1011 Ω (R) resistors in the amplifier. For 

signal intensities in the range from about 0.9 V for 28Si (i.e., 

about 0.05 V and 0.03 V for 29Si and 30Si, respectively) to 19 

Volts for 28Si (i.e., 1.0 and 0.7 V for 29Si and 30Si, respectively) 

the counting-statistical uncertainty in 30Si and 29Si values were 

calculated (Fig. 7e). This calculation includes uncertainty 

contributions from three independent isotope ratio 

measurements, i.e. one sample measurement and two bracketing 

measurements on a reference material, which were combined 

into a total uncertainty for each -value using error propagation.  

 

These computed definitional uncertainties can be compared to 

the uncertainties of actual laser ablation Si isotope 

measurements. The latter were calculated as standard errors of 

the mean at 95% confidence (2SE = t ∙ 2SD/√n) of 80 to 90 

integrations (n) during each laser ablation period. For these 

measurements the ion beam intensities were varied by adjusting 

the laser repetition rate. Fig. 7e shows a decrease in the 

uncertainty of Si isotope ratios with increasing ion beam 

intensity measured at the Faraday detector. We also observe a 

discrepancy between the measured and the predicted counting 

statistical uncertainties, becoming more prominent at low ion 

beam intensities. At signal intensities >7 V on 28Si, the observed 

uncertainty is getting close to the predicted counting statistical 

uncertainty. Any remaining difference to the theoretically 

predicted uncertainty from counting statistics is likely attributed 

to uncertainty contributions from mass bias instabilities in the 

ICP source (plasma flicker and drift), aerosol production by laser 

ablation as well as amplifier response time and Johnson noise of 

the detector system. We did not quantify the individual 

uncertainty contributions but we can qualitatively assess from 

Figure 7e that at low signal intensities besides counting statistics 

other sources of uncertainty become more and more prominent. 

Hence, for precise Si isotope ratio measurements signal 

intensities >7 V on 28Si are desirable. 

  

Note that for these measurements ion beam intensities were 

corrected for a background contribution by means of an on-peak 

zero measurement (see section 2.3). At background/signal ratios 

of less than 0.5 %, that are achieved at sample signal intensities 

of >7 V on 28Si this blank-subtraction results in 29Si or 30Si 

values, respectively, that are within 0.03 ‰ to the uncorrected 

29Si or 30Si. Hence, the background contribution is negligible. 

At lower ion beam intensities, however, background corrections 

can be more substantial, and can reach up to 0.13 ‰ in -values 

at background/signal ratios of 2%. Still, to minimise this 

correction, maintaining the ion beam intensities above 7 V on 
28Si is adapted wherever possible in this study. Such intensities 

are typically attainable at an ablated surface area of > 50x50 µm, 

obtained by rastering the defocused laser beam along the sample 

surface. 

 

3.3 Dependence of the accuracy on mass load effects and 

sample/standard signal intensity matching 

 

The presence of different amounts of sample in the ICP might 

lead to a bias in the measured isotope ratio caused by changes in 

instrumental mass bias [50, 60]. However, it is desirable to apply 

the standard-sample-bracketing technique using reference 

materials as measurement standards that may have different Si 

concentrations than samples. This approach would lead to highly 

variable ion beam intensities depending on the Si content of  
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various materials. However, we aim to keep the ion beam 

intensities of Si isotopes of the sample identical to that of the 

reference material. Such intensity matching is important to 

minimise differences introduced between sample and standard 

from tailing of interference peaks close to the Si masses. The 

latter issue can be improved by optimised tuning of Ar and He 

gas flows to minimise N-O moleculars and by subtraction of on-

peak background signals. However, contribution of the 

background correction to the uncertainty budget of the isotope 

ratio should best be minimised. Hence, intensity matching 

between sample and bracketing measurement standard is 

desirable. To achieve this intensity matching we adjusted the 

repetition rate of the laser (Fig. 8), whilst introducing differences 

in mass load of elements other than Si between the standard and 

the sample.  

We employed two different strategies to investigate the effect of 

such differences in total ICP mass load and relative 

sample/standard signal intensity matching on the accuracy of Si 
  

 
Figure 8. Systematic tests for mass load effects during fsLA-MC-

ICP-MS Si isotope analyses on different materials (BHVO-2G 

basaltic glass, IRMM-17 Si single crystal, NBS-28 quartz). (a, b, 

c) Mass load in the ICP was varied by adjusting the laser 

repetition rate, which resulted in increased ablation rate and 

hence increasing Si signal intensity (c) with increasing repetition 

rate. Each 30Si value (a, b) is obtained from a sample 

measurement bracketed by two NBS-28 measurements, where the 

intensity during sample ablation was matched to the intensity of 

the bracketing standards to within 10% (the x-axis of the 

diagrams shows the repetition rate employed for the samples). 

Open triangles represent the average 30Si values of each 

reference material taken from the literature (Table 2). 

isotope measurements. In the first strategy laser ablation was 

performed with a variety of repetition rates and therefore variable 

mass transfer per time into the plasma, whilst keeping the Si 

signal intensities of sample (BHVO-2G, IRMM-017, NBS-28) 

and bracketing reference material (NBS-28) closely matched 

(Fig. 8a,b). No systematic bias in the measured 30Si values 

outside of the uncertainty limits of the method (Fig. 8a, b) was 

detectable. This result validates our approach to use NBS-28 as 

bracketing measurement standard for isotope analyses of 

materials having different Si concentrations. 

 

In the second strategy, laser repetition rates were also varied for 

the ‘unknown samples’, but the repetition rate of the bracketing 

measurement standard was kept constant (Fig. 9). In this setup 

we used NIST612 for both ‘unknown sample’ and ‘bracketing 

standard’. Hence the ‘true’ 30Si of NIST612 is 0‰, and any 

deviation from 0‰ outside of the analytical uncertainty limits is 

readily apparent. The results of this experiment disclose how  

 

 
Figure 9. Effect of intensity mismatch between samples and 

intermittent bracketing standards plotted against a) % intensity 

difference; b) measured intensity. 30Si measurements were 

made using NIST 612 as both ‘unknown sample’ and bracketing 

reference material, i.e. here the true 30Si of NIST 612 is 0 ‰ 

(star in panel a). The repetition rate, and hence ICP mass load, 

was changed for each ‘sample’ ablation (NIST 612), but kept 

constant at 10 Hz and 40 Hz, respectively, for the bracketing 

standard (NIST 612); indicted by the stars. The vertical dashed 

lines in panel (a) indicate the allowed range in intensity. Even 

though the on-peak background signal was subtracted from the 

raw data, some minor tailing of molecular interferences close to 

the Si masses might affect measurements at low Si intensities. 

close the signal intensities between sample and bracketing 

standard need to be matched to obtain accurate results (Fig. 9a). 
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Here, we tested a relative intensity difference between sample 

and bracketing reference materials ranging from -75% to +75%. 

It is evident that intensity matching is required to within 25% to 

obtain 30Si values that are accurate to within 0.2‰. If the Si 

signal intensity of the sample differs from that of the bracketing 

measurement standard by more than 75%, for example, a 

systematic bias of up to 0.6 ‰ in 30Si can occur. This effect is 

more pronounced at overall lower Si signal intensities (e.g., 5 V 

on 28Si, Fig. 9) as compared to higher Si signal intensities (e.g., 

24 V on 28Si, Fig. 9). The difference occurs because at lower 

signal intensities the signal/background ratio becomes 

unfavourably low – in particular for the less abundant isotope – 

and the background contribution, which affects both 

 
Figure 10. Replicate fsLA-MC-ICP-MS analyses of silicon isotope compositions for different materials, using different reference 

materials (RM) for calibration by standard-sample-bracketing. Squares denote raster analyses, circles are single spot analyses (see 

Table 2). Within uncertainties the results agree with reference values (green triangles and diamonds. Horizontal dashed lines 

represent the long-term analytical uncertainty of the fsLA-MC-ICP-MS method (±0.23 ‰, 2SD). 

 

 
Figure 11. Shown are deviations of average 30Si values obtained by fsLA-MC-ICP-MS to independently determined reference 

values as a function of Si concentration (a) and Element/Si ratios (b), illustrating the wide range in chemical composition. Various 

bracketing reference materials were used for calibration (compare Table 2). The agreement between the fsLA data and the reference 

data within uncertainties (horizontal dashed lines), shows absence of any composition-dependent matrix effects during non-matrix-

matched standard-sample-bracketing analyses of Si isotopes by fsLA-MC-ICP-MS. 
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measurements on sample and bracketing reference material, does 

not cancel out. Moreover, the uncertainty in the background 

measurement (at very low signal intensities close to the detection 

limit) increases through the increased on-peak background 

correction and limits imposed by counting statistics (compare 

error bars in Fig. 9b, which are 2SE internal standard error of the 

mean of individual LA analyses). Consistent with our results, 

other studies using LA-MC-ICP-MS, e.g., [15, 25, 61], and 

solution MC-ICP-MS, e.g., [62, 63], also indicate that signal 

intensity matching is improving accuracy. Hence, we conclude 

that Si signal intensity matching should be within 25%, achieved 

by individually adjusting the laser repetition rate for 

measurements on samples and bracketing reference materials.  

 

3.4 Investigation of matrix effects 

 

Matrix effects can be caused by spectral interferences on the Si 

isotope masses or by non-spectral changes in instrumental mass 

bias. As mentioned above, observed interferences caused by 

molecules entrained in the ICP from the atmosphere, where they 

are ionised (16O14N+, 14N14N+, 12N16N+, 16O14N+, 12C16O+) were 

resolved in medium mass resolution mode of the Neptune mass 

spectrometer. Potential interferences from doubly charged 

species related to elements contained in the samples are 56Fe++ 

(m/z ≈ 28), 58Ni++ and 58Fe++ (m/z ≈ 29), and 60Ni++ (m/z ≈ 30), 

which are not resolved at the mass resolution of our 

measurements. The presence of interferences becomes evident as 

deviations from the mass-dependent fractionation law in a three 

isotope plot (e.g., Appendix A, Fig. A1). Mathematically, the 

presence of interferences can be rapidly detected by a deviation 

from the mass dependent relation (Δ29Si’ = δ30Si – 1.93 × δ29Si 

≡ 0). We did not detect deviations outside the analytical 

uncertainties, even for the iron-rich basaltic samples. Hence, in 

subsequent analyses sequences we used the Δ29Si’ as data quality 

control, i.e., accepted deviations from zero must be within 

analytical uncertainties, which was typically <0.1 ‰, as 

observed from numerous measurements on Fe and Ni free 

reference materials (Table 2). 

 

Non-spectral matrix effects are important to consider in Si 

isotope measurements. Using the standard-sample-bracketing 

method these effects occur when the measurement standard used 

for calibration of the isotope ratio measurements of unknown 

samples does not behave identical as the sample. The resulting 

effects are often referred to as laser-induced and ICP-induced 

matrix effect, respectively (e.g., [15, 64]). Causes of such matrix-

effects are non-stoichiometric ablation, incomplete 

vaporization/ionisation of large particles in the ICP, or a variable 

space charge effect in the mass spectrometers’ ICP interface. 

Differences in the chemical and physical properties between 

samples and reference materials used for calibration can 

therefore potentially affect the accuracy of the measured isotope 

compositions.  

 

We have systematically tested for such matrix-effects by using 

different reference materials for calibration, which were 

analysed directly before and after each material measured as 

‘unknowns’. The results are given in Table 2 and illustrated in 

Fig. 10.  

 

First, we observe that all 30Si values of the different materials 

analysed by fsLA-MC-ICP-MS agree within uncertainties with 

30Si of currently available reference values (Fig. 10). One 

exception is SC olivine. Our data, 30Si = -0.24 ± 0.28 ‰ (2SD), 

is in good agreement with data obtained from a range of different 

olivines from the San Carlos suite with 30Si values ranging from 

-0.27 to -0.45 ‰, averaging -0.34 ± 0.15 ‰ (2SD) [12, 39]. This 

range also covers data obtained on olivines from a wide range of 

igneous rocks (see review by [65]). However, the 30Si value of 

-0.81 ± 0.19 ‰ (2SD) reported in a previous fsLA-MC-ICP-MS 

study [25] is outside this range.  

 

Second, we observe that accurate values were obtained 

regardless of the reference material used for bracketing (Fig. 10), 

despite the markedly different physical and chemical properties. 

The diversity in chemical composition can be seen in figure 11, 

revealing no systematic dependence of 30Si values on the Si 

content and Element/Si ratios of the analysed materials. Again, 

this finding confirms that one single reference material can be 

used for calibration (ideally NBS-28, which is the international 

‘-zero’ reference material) for a wide range of different 

materials.  

 

3.5 Precision, accuracy, spatial resolution, and material 

consumption 

 

The conditions favouring precise and accurate Si isotope 

measurements, such as optimised laser focussing and energy 

density resulting in regular ablation and continuous production 

of sample aerosol over the time of the measurements, as well as 

high signal intensities for good counting statistics, correlate 

inversely with spatial resolution. When smaller volumes are 

ablated, less material is supplied to the ICP source of the mass 

spectrometer within shorter timescales. We explored various 

spatial scales, ranging from single spot analyses (spot Ø >25 µm) 

to raster or line scan analyses, where the laser bean was scanned 

across the sample surface along line paths or rectangular areas.  

 

Comparison of the data obtained from measurements at different 

spatial resolutions shows that an ablated surface area of ≥50x50 

µm (raster analysis), or line scans covering an equivalent area, at 

crater depths <20 µm result in isotope ratio data with the lowest 

uncertainties (Table 2). From this volume (between 10∙10³ to 

50∙10³ µm³) sufficient material is ablated to obtain constant and 

high ion signals on all Si isotopes over the analyses time of at 

least one minute (e.g., Fig 4a). However, at a spatial resolution 

of about 25 µm, i.e. during single spot analysis, the signal 

intensities are lower and are decreasing fast (Fig. 4c), leading to 

an inferior uncertainty in the isotope ratio data (Fig. 4f, Table 2). 

Several studies involving transient signal processing have shown 

that isotope ratios derived from rapidly rising or decreasing 

signals can be affected by delayed Faraday amplifier response 

times (e.g., [51, 59, 66, 67]). The decreased precision of the spot 

analysis shown in Figure 4f might contain a contribution of this 

effect. Yet, a trend resulting from differential amplifier response 

time is not discernible as the scatter of individual ratio 

measurements overwhelms this effect which would in any case 

be cancelled out by standard-sample bracketing. To summarise, 

the nature of the scientific question hence requires evaluation of 

a trade-off between precision and spatial resolution.  

 

The use of the Jet interface of the Neptune mass spectrometer 

enhanced sensitivity, so that lower laser repetition rates can be 

used. The total sample material consumption required for precise 

isotope ratio measurements is thus between 10∙10³ to 50∙10³ µm³, 

which corresponds to <15 ng Si for an analysis of quartz. A rough 

guideline is that 10 ng is consumed for materials containing 100 

wt% Si, and 60 ng for materials containing 20 wt% Si. 
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Comparison to previous laser ablation Si isotope studies shows 

that for the same level of precision in 30Si more than 30∙10³ µm³ 

(≈ 50 ng Si) was consumed [25]. However, using the same 

method described in Chmeleff et al. [25], that was modified by 

using x skimmer cones, Steinhoefel et al. [33] report an 

enhancement in sensitivity. For published nsLA-MC-ICP-MS 

methods minimum sample consumption is estimated to be 

between 160∙10³ µm³ (equivalent to ≈ 200 ng Si for quartz) [68] 

to 40∙10³ µm³ (equivalent to ≈ 55 ng Si for quartz) [12]. For 

comparison, the lower depth penetration (a few µm at most) of 

the SIMS methods can achieve a much lower total volume 

consumption (< 1∙10³ µm³) for a Si isotope ratio measurement. 

Using spot diameters of 10 to 20 µm, 30Si values have been 

determined with an uncertainty of about ±0.5 ‰ (2SD) [16, 17]. 

Careful matrix-matching of the measurement standard or 

empirically determined composition-dependent matrix 

corrections was employed in these SIMS measurements, 

however. 

 

To evaluate the performance, the measurement uncertainty is a 

key analytical parameter. Measurement uncertainty comprises 

components from systematic errors (bias) including 

contributions from corrections and assigned -values of 

reference materials used for calibration, as well as contributions 

from random effects, which can be described by statistics [69, 

70]. We evaluated the uncertainty of the method based on 

analyses of various reference materials over multiple analytical 

sessions over the course of one year and compared these results 

to independently obtained reference values. The long term 

repeatability on the two most frequently analysed reference 

materials, IRMM-017 (n = 43) and BHVO-2 (n = 83), indicates 

an uncertainty estimate of the fsLA-MC-ICP-MS method of 

±0.23 ‰ (2SD) and ±0.15 ‰ (2SD) for 30Si and 29Si, 

respectively. Comparison of the fsLA-MC-ICP-MS data 

obtained in this study with reference values (Table 2) indicates 

that results are also accurate within uncertainties. This 

uncertainty estimate compares well to the repeatability of NBS-
28, which was regularly measured as bracketing measurement 

standard in between different samples in 22 separate analytical 

sessions (Fig 5c,d), and resulted in a dataset of 603 individual 

NBS-28 isotope ratio measurements. When treating every 

second NBS-28 analysis as an ‘unknown’ and using the 

bracketing NBS-28 analyses for mass bias correction (here called 

NBS-28 ‘self-bracketing’), the repeatability of NBS-28 can be 

obtained for each analytical session (Fig. 5c,d), which was on 

average ±0.26 ‰ (2SD) and ±0.15 ‰ (2SD) for 30Si and 29Si, 

respectively. This uncertainty estimate does not include the 

single spot analyses at 25 µm spatial resolution, which resulted 

in a somewhat inferior uncertainty, estimated to be ±0.6 ‰ 

(2SD) for 30Si. We also note that internal errors (2SE) of single 

analysis might underestimate the uncertainty in -values, but are 

valuable statistical parameters for assessment of the individual 

analytical data quality or for relative comparison of spot-to-spot-

variability in the isotope composition within the same sample, 

when analysed during the same analytical session. Hence, we 

conclude that the uncertainty of the fsLA-MC-ICP-MS method 

is ±0.23 ‰ (2SD) for 30Si and ±0.15 ‰ (2SD) for 29Si, and 

these should be applied to data for geological interpretation and 

comparison to results obtained in other laboratories. 

 

4. Discussion 

 

That a single, non-matrix-matched reference material can be 

used for calibration for a large variety of sample materials 

without inducing matrix effects is in agreement with previous 

studies. Several studies reported that laser-induced matrix effects 

are significantly reduced during fsLA as compared to nsLA, 

rendering the need for rare matrix-matched reference materials 

unnecessary. For example, successful non-matrix matched Fe 

and Si stable isotope measurements by fsLA-MC-ICP-MS was 

reported (e.g., [15, 61, 71, 72]). In contrast, other workers 

reported systematic offsets during fsLA-MC-ICP-MS 

measurements of Cu isotopes [73]. We note that some 

nanosecond LA-MC-ICP-MS studies reported non-matrix-

matched calibration of B stable isotope measurements, [74-77], 

whereas others circumvented this problem by employing matrix-

matched reference materials for Li, Mg, Si, Fe and Sr stable 

isotope [12, 51, 68, 78-82] measurements. Here, we focus on the 

effects found in femtosecond laser ablation. 

 

To shed light onto the apparently disparate results reported for 

some fsLA-MC-ICP-MS measurements, we discuss first laser-

induced matrix effects. Laser-induced matrix effects arise when 

the samples differ from the reference materials used for 

calibration not only in terms of chemical composition but also in 

their physical properties. In laser ablation, the thermal 

conductivity is an important parameter. Thermal effects during 

laser ablation can lead to melting of the sample, potentially 

leading to non-stoichiometric sampling. The fs laser ablation 

process (multi-photon absorption, e.g., [15, 83]) occurs on 

timescales short enough to minimise transfer of thermal energy 

from the electron level to the phonon level – as opposed to ns 

laser ablation. Therefore, if the thermal conductivity of samples 

and reference material used for calibration are comparable, laser-

induced bias is potentially minimised, in particular for nsLA. 

However, if materials with very high thermal conductivity are 

ablated, even fsLA might be affected by thermal ablation effects. 

This hypothesis is supported by the observation that accurate 

isotope data was obtained when samples and reference materials 

for calibration had similar thermal conductivity (e.g., when 

samples and calibrators are both dielectrics, such as silicates), 

despite differences in chemical composition (e.g., [12, 76, 80]). 

On the other hand, when thermal conductivity between sample 

and calibrator was very distinct, e.g., Cu metal (≈ 400 W/m/K, 

[84]) vs. sulphides (< 40 W/m/K, [84]) or Fe metal (≈ 80 W/m/K, 

[84]) vs. silicates (< 7 W/m/K, [84]), a bias in the measured -

values was observed for fsLA [12] and nsLA [73], respectively. 

 

A second form of mass discrimination might be introduced 

during aerosol transport.  It has been shown that fs laser ablation 

produces different types of particles (agglomerates and spheres) 

that can have different aerodynamic size and variable isotopic 

composition [85-87]. A matrix effect arises if these particles are 

discriminated against each other [85-87]. Our systematic 

investigation of the influence of laser energy density on the 

precision and accuracy of Si isotope ratios (see section 3.1.2) 

indeed suggests that generation of large particles by a focused 

laser beam at high laser fluence has negative effects on the 

precision of isotope ratio measurements (Fig. 4e). This 

deterioration might be due to insufficient transport capabilities 

of the He gas flow or by incomplete ionisation of large particles 

in the ICP [15, 25]. Hence, we recommend employing a 

defocused laser beam, thereby limiting the laser fluence to less 

than 3.8 J/cm² on the sample surface. Under these optimised 

conditions, we have no indication that isotope ratio 

measurements are biased due to aerodynamic size discrimination 

(Fig. 4d) and that the laser-generated aerosol is transported 

without bias to the ICP.  
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A third discrimination effect might arise in the ICP. For materials 

on which femtosecond lasers reduce the matrix effects caused by 

the ablation process itself, matrix effects are instead induced in 

the ICP. A first important difference in the mode of operation of 

the fsLA-MC-ICP-MS set-up in this study is the use of wet 

plasma conditions. Even with signal intensity matching, mass 

load effects might potentially affect the accuracy of isotope 

measurements. The continuous introduction of water into the 

plasma seems to support more robust conditions. Indeed, under 

wet plasma conditions, a variable mass load from the laser 

aerosol revealed no mass load effects (Fig. 8). Previous studies 

that have successfully performed non-matrix-matched fsLA-

MC-ICP-MS for Fe and Si isotope analyses [15, 25, 33, 61, 71] 

all employed wet plasma conditions (G. Steinhoefel, pers. 

commun.). In contrast Ikehata et al. [73] showed the need for 

matrix-matched reference materials for calibration to obtain 

accurate Cu isotope measurement on sulphides under dry plasma 

conditions; although we have to note that it is not possible to 

discern the potential effects of laser-induced and ICP-induced 

effects in the study of Ikehata et al., where only dry plasma conditions 

were employed. 

 

Hence, for accurate stable isotope measurements the 

combination of a defocused femtosecond laser beam, to reduce 

thermal laser-induced matrix effects, with robust wet plasma 

conditions, to reduce ICP-induced matrix effects (e.g., [15]), 

seems to be a favourable combination. 

 

5. Application: Si isotope weathering signals at the micro scale 

 

Previous studies have shown that silicon isotopes can be used as 

a tracer of weathering processes (e.g., review by [88] and 

references therein). Isotope fractionation takes place during 

biogeochemical reactions in the Critical Zone at the Earth’s 

surface, such as secondary mineral formation or utilization of 

silicon in the biosphere. During chemical weathering, 

precipitation of secondary phases from aqueous solutions can be 

associated with equilibrium isotope fractionation but also with 

kinetic isotope fractionation, where the lighter isotopes react 

more readily, thereby enriching the solid reaction product in 

lighter isotopes. After isotopically light Si was removed a 

complementary fluid reservoir remains that must be isotopically 

heavy. 

 

We have applied the fsLA-MC-ICP-MS method to investigate 

the Si isotope signatures of weathering in a corestone in the 

beautiful tropical, humid, and mountainous highlands of Sri 

Lanka. The corestone was taken from the base of a highly 

weathered 10 m deep regolith profile developed from a 

charnockite bedrock lithology, which major mineralogy consists 

of K-feldspar (32 vol%), quartz (30 vol%), plagioclase (25 vol%), 

biotite (7 vol%) and orthopyroxene (4 vol%). Further details on 

sampling location and mineralogical and chemical compositions are 

described elsewhere [44]. The corestone is characterised by 

spheroidal weathering, i.e. a concentric advance of the alteration front 

from the surface towards the centre of a corestone, which produced 

several zones, progressing from the centre to the rim (Fig. 12a): an 

unweathered centre (zone 1), a light grey part (zone 2), the yellow-

brownish colored part (zone 3) and the surrounding rindlets (zone 4). 

In the study of Hewawasam et al. [44] pyroxene and plagioclase were 

identified as the first minerals affected by alteration, whereas K-

feldspar, quartz and biotite do not show significant dissolution 

features. Therefore, abundant plagioclase is the predominant source 

of Si during weathering and we have focused the Si isotope study on  

Table 3. Si isotope data obtained by fsLA-MC-ICP-MS on the 

Hakgala corestone  
 

sample analysis 

numbera 
  
29Si/28SiNBS28  

(‰) 
2SEb 

30Si/28SiNBS28  

(‰) 
2SEb fsLA parameterc 

       

Plagioclase, Corestone Zone 4     

HakCore5-pl-01  -0.13 0.06 -0.28 0.06 (1) 

HakCore5-pl-02  -0.04 0.06 -0.19 0.08 (1) 

HakCore5-pl-03  -0.10 0.06 -0.28 0.07 (1) 

HakCore5-pl-04  -0.14 0.06 -0.30 0.06 (1) 

HakCore5-pl-05  -0.08 0.07 -0.30 0.07 (1) 

HakCore5-pl-06  -0.16 0.06 -0.25 0.07 (1) 

HakCore5-pl-07  -0.11 0.05 -0.07 0.06 (1) 

HakCore5-pl-08  -0.09 0.05 -0.12 0.07 (1) 

HakCore5-pl-09  -0.09 0.06 -0.16 0.08 (1) 

HakCore5-pl-10  -0.10 0.07 -0.07 0.08 (1) 

HakCore5-pl-11  -0.17 0.06 -0.30 0.09 (2) 

HakCore5-pl-12  -0.07 0.05 -0.13 0.09 (2) 

HakCore5-pl-13  -0.19 0.05 -0.35 0.09 (2) 

HakCore5-pl-14  -0.19 0.06 -0.34 0.09 (2) 

       

Plagioclase, Corestone Zone 1     

HakCore2-pl-01  -0.14 0.08 -0.25 0.10 (1) 

HakCore2-pl-02  -0.12 0.08 -0.17 0.10 (1) 

       

average plagioclase (Zone 1 and 4, n = 16)   

mean  -0.12  -0.22   

2SD  0.09  0.19   

       

Secondary Weathering Products, Corestone Zone 4   

HakCore5-sec-01  -0.30 0.11 -0.72 0.16 (3) 

HakCore5-sec-02  -0.29 0.10 -0.63 0.16 (3) 

HakCore5-sec-03  -0.41 0.08 -0.82 0.12 (3) 

HakCore5-sec-04  -0.55 0.11 -1.13 0.18 (3) 

HakCore5-sec-05  -0.50 0.11 -0.95 0.19 (3) 

HakCore5-sec-06  -0.23 0.09 -0.44 0.15 (3) 

HakCore5-sec-07  -0.18 0.08 -0.24 0.12 (3) 

HakCore5-sec-08  -0.31 0.11 -0.72 0.17 (3) 

HakCore5b-sec-09  -0.24 0.10 -0.48 0.12 (4) 

HakCore5b-sec-10  -0.18 0.09 -0.27 0.17 (4) 

HakCore5b-sec-11  -0.22 0.06 -0.56 0.08 (4) 

HakCore5b-sec-12  -0.37 0.10 -0.75 0.15 (4) 

HakCore5b-sec-13  -0.20 0.14 -0.49 0.18 (4) 

HakCore5b-sec-14  -0.54 0.12 -1.09 0.19 (4) 

HakCore5b-sec-15  -0.14 0.06 -0.25 0.09 (4) 

HakCore5b-sec-16  -0.30 0.06 -0.48 0.09 (4) 

HakCore5b-sec-17  -0.25 0.08 -0.63 0.11 (4) 

HakCore5b-sec-18  -0.22 0.05 -0.51 0.08 (4) 

HakCore5b-sec-19  -0.33 0.06 -0.74 0.10 (4) 

HakCore5b-sec-20  -0.60 0.07 -1.12 0.10 (4) 

HakCore5b-sec-21  -0.34 0.06 -0.71 0.10 (4) 

HakCore5b-sec-22   -0.58 0.06 -1.24 0.11 (4) 
a HakCore5 and HakCore5b represent two different thin sections, prepared from the 

same zone of the corestone by wet (5) and dry (5b) grinding/polishing techniques, 

respectively. 
b 2SE is the internal standard error of the mean (95% confidence, t SD/n0.5) for 

individual fsLA analysis, propagated from the counting statistics of the sample and the 

two bracketing NBS-28 measurements (each with n = 60 integrations). Uncertainty 

(long term repeatability) of the fsLA-MC-ICP-MS method is estimated to be ±0.15 ‰ 

(2SD) and ±0.23 ‰ (2SD) for 29Si and 30Si, respectively, which should be applied 

for geological interpretation. 
c Laser ablation parameter: (1) spot Ø30 µm, 100 x100 µm raster, 20 Hz, 1 J/cm²; (2) 

spot Ø20 µm, 80 x100 µm raster, 30 Hz, 3.5 J/cm²; (3) spot Ø30 µm, line scan, 25 Hz, 

1 J/cm²; (4) spot Ø20 µm, line scan, 15  Hz, 3.5 J/cm². All fsLA-MC-ICP-MS analyses 

were done using NBS28 quartz as bracketing measurement standard.  

 

plagioclase and its secondary weathering products in the corestone 

zone 4 (Fig. 12a ), where secondary minerals formed during 

weathering are enriched in Al, Si and Fe comprising mainly of 

kaolinite, goethite, and gibbsite, as well as their amorphous 

precursor phases [44]. We have analysed the Si isotope 

composition of plagioclase as well as of secondary weathering 

products in the cavities and in grain boundaries between 

weathered plagioclase crystals (Fig. 12b). For plagioclase 
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analyses, the laser ablation locations were carefully chosen on 

fresh, unaltered parts of the crystals, previously identified using 

light microscopy and scanning electron microscopy 

observations. For comparison, we also measured plagioclase 

crystals from the unweathered zone 1 of the corestone (Fig. 12a).  

 

In addition to the data quality control described in the text, we 

also tested potential influence of ablation of small proportions of 

epoxy resin during fsLA-MC- ICP-MS analyses, which was used 

to prepare the thin sections and might be present in the cavities, 

where secondary weathering products were analysed. This 

experiment involved Si isotope analyses on the JER diopside 

glass, which was mounted into the same epoxy resin as the 

corestone sample. To simulate the effect of partial epoxy ablation 

the laser beam was rastered over the surface of the diopside glass 

directly at the contact to the surrounding epoxy resin, where the 

ablated area covered both ablation on diopside glass and epoxy 

resin (see Appendix A, Fig. A2). For Si isotope measurements, 

the standard-sample-bracketing method was used, where each 

glass + epoxy analysis was bracketed by a laser ablation 

measurement of the same diopside glass located in the centre of 

the glass fragment. For comparison, pure diopside glass was also 

measured as an unknown. The results for glass + epoxy 

measurements (30Si = 0.09 ± 0.14 ‰, 2SD, n = 7) are identical 

to the measurements on pure diopside glass (30Si = 0.00 ± 0.08 

‰, 2SD, n = 6) and therefore indicate that partial ablation of 

epoxy resin does not introduce a bias in 30Si (Fig. A2). We note 

that the internal uncertainty in values for individual analyses 

tends to be slightly larger for glass + epoxy analyses compared 

to pure glass analyses (Appendix A, Fig. A2), which is also 

observed in the corestone dataset (Table 3). Furthermore, we also 

tested any effect introduced by the thin section preparation 

procedure (wet or dry) and found no difference (Table 3).  

 

The results of Si isotope measurements in the corestone are 

shown in figure 12c and listed in table 3. Plagioclase 30Si values 

comprise a narrow range and no differences between zone 1 and 

zone 4 can be found. The mean 30Si from 16 individual 

plagioclase grains is -0.22 ± 0.19 ‰ (2SD), identical to the mean 

30Si of the upper continental crust (-0.25 ± 0.16 ‰ [32]). The 

secondary weathering products cover a range in 30Si from -0.24 

‰ to -1.24 ‰. These ratios are consistently lower as compared 

to the Si source signature (plagioclase). Isotopically light Si of 

secondary phases, relative to the bedrock source, is consistent 

with findings of Si isotope studies at the soil scale, which found 

that bulk soils rich in secondary minerals as well as mineral-

specific extractions (leaching of amorphous and poorly 

crystalline phases) are isotopically lighter (30Si = -2.95 ‰ 

to -0.16 ‰) than the parent silicate material (see [88] and 

references therein). Consistent with this observation made at the 

micro scale are isotopically heavy Si signatures of dissolved Si 

in rivers, representing the complementary reservoir (see [88] and 

references therein). Hence, processes operating at the micro scale 

can be traced to the river scale. Strikingly, the data obtained in 

this study covers a large range in 30Si of secondary weathering 

products, highlighting the advantage of in-situ isotope 

measurements. Here, processes at the micro scale become 

visible, which are not resolved by mineral-specific extractions 

using different chemical reagents that integrate the Si isotope 

signal on the bulk sample scale. 

 
Figure 12. A corestone from a regolith profile in Sri Lanka (a) 

was analysed for Si isotopes by fsLA-MC-ICP-MS in 

plagioclase and secondary weathering products (b). (c) The 

results show that unweathered plagioclase from zone 1 (open 

circles) and zone 4 (close circles) of the corestone is identical in 

30Si to the mean upper continental crust (open square and 

horizontal grey bar [32]). Secondary weathering products formed 

between weathered plagioclase crystals. These are isotopically 

light in 30Si.  

 

6. Conclusions 

 

We presented the technical specifications of a new in-house built 

femtosecond laser ablation system coupled to a MC-ICP-MS. 

We evaluated the analytical conditions for optimum parameters 

of in-situ analyses of Si stable isotope ratios in a variety of 

geological materials at the 0.2 ‰ level (2SD). By testing the 

limits of the method it is possible to define quality control and 

data acceptance/rejection criteria. These can be transferred to 

future applications of the method, and to other elements. The 

fsLA-MC-ICP-MS technique was applied to characterise the Si 
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isotope composition of international reference materials and to 

the study of rock weathering processes at the micro scale. 

 

Based on the evaluation of analytical conditions in this study a 

protocol is summarised for quality control and to identify and 

avoid analytically dubious data. This protocol involves data 

rejection/acceptance criteria, that were selected to achieve 

analytical conditions required to attain precise and accurate Si 

isotope data at the 0.2 ‰ level. 

 

1. Before samples with previously untested matrix types are 

analysed, the absence of matrix effect needs to be verified by 

analysis of a reference material with a matrix as similar as 

possible in terms of chemical and physical properties. Such a 

homogeneous reference material should be measured by both 

fsLA-MC-ICP-MS and solution MC-ICP-MS after 

chromatographic separation of Si to verify that results agree 

within uncertainty limits. 

 

2. Si isotope data of unknown samples are accepted only if at 

least one reference material of ‘known’ Si isotope composition 

is repeatedly analysed in the same analysis session and is within 

the general uncertainty limits of the independently determined 

reference value. 

 

3. Signal intensities of the samples are matched to within ± 25% 

to the bracketing reference material used for calibration by 

adjusting the laser repetition rates. Signal intensities should 

ideally not fall below 7 V (on a 1011  resistor) in 28Si to attain 

precise Si isotope data at the 0.2 ‰ level (2SD).  

 

4. Si isotope data of natural, terrestrial samples have to follow 

the mass-dependent fractionation law within their uncertainty 

limits, typically Δ29Si’ = δ30Si – 1.93 × δ29Si = 0 ± 0.1 ‰. 

Otherwise they are rejected as analytical outliers. 

 

5. Each analysis consisting of at least 30 Si isotope ratio 

measurements (i.e., 30 integrations) is screened for robust 

analytical conditions. In particular, a normal distribution of the 

data population is verified. Then, as laser ablation paths are 

located on two-dimensional sample surfaces, tapping of other 

phases having distinct isotope ratios can be identified in the time-

resolved data as the ablation progresses into depth of the 

samples. Moreover, outliers can be identified in the time-

resolved data caused by irregular ablation or fluctuations in the 

plasma source of the MS. 

 

6. To avoid irregular ablation, the energy density should be 

adapted to the physical properties of the ablated materials, 

ideally between 1 and 3 J/cm². 

 

7. Sample measurements for which the two bracketing standard 

measurements exceed an instrumental mass bias drift of 0.3 ‰ 

in the 30Si/28Si ratio or which are subject to short term erratic 

deviation from the general trend in mass bias drift, are rejected. 
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Appendix A 

 
Figure A1. Three-isotope-plot of corestone Si isotope data. Lines 

represent mass-dependent fractionation lines with a slope of 1.93 

(equilibrium law) and 1.96 (kinetic law). 

 

 
Figure A2. Testing the influence of partial epoxy ablation. Si 

isotope data obtained by fsLA-MC-ICP-MS on JER diopside 

glass (circles) and on diospide glass with partial ablation of 

epoxy resin (see microphotograph for locations). The data was 

obtained by a 100 x 100 µm raster analyses at 20 Hz laser 

repetition rate, using the same diopside glass as bracketing 

standard throughout. Hence, the 30Si of the diopside glass ≡ 0‰.  

The horizontal lines represent the mean (solid line) and 2SD of 

the repeat analyses (stippled lines) on JER diopside glass. The 

dashed lines represent the uncertainty (long-term repeatability) 

of the fs-LA-MC-ICP-MS method, as determined by replicate 
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analyses of reference materials (see text and Table 2). The results 

show that ablation of epoxy resin does not introduce a systematic 

bias during fsLA-MC-ICP-MS analyses of Si isotopes as both 

‘pure diopside’ data (30Si = 0.00 ± 0.08 ‰, 2SD, n = 6) and 

‘diopside+epoxy’ data (30Si = 0.09 ± 0.14 ‰, 2SD, n = 7) are 

identical within uncertainties. However, it has to be noted that 

the internal standard error of the mean (2SE) for each 

measurement is slightly larger in the case of epoxy ablation, 

probably due to larger signal intensity variations. 
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