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 5 

Abstract 6 

The assessment of the shear-wave velocity (Vs) and quality factor (Qs) profiles below a site is 7 

necessary to characterize its site response. Recently, methods based on the analysis of seismic 8 

noise have proved to be very efficient for providing a sufficiently accurate estimation of the 9 

Vs versus depth at reasonable costs for engineering seismology purposes. In this study, it is 10 

investigated if the same methods can also provide, with just a few additional and successive 11 

calculation steps, realistic Qs versus depth estimations. A data set of seismic noise collected at 12 

the Tito test site in southern Italy by a microarray of seismological stations was used, and the 13 

obtained Qs results are compared with those estimated by independent geophysical 14 

investigations. It is shown that the values are consistent and that the seismic noise analysis has 15 

the potential to also provide a more comprehensive (Vs and Qs) description of the geological 16 

structure below a site. 17 

 18 

Introduction 19 

The reliable assessment of seismic risk at urban scales, which is necessary for effective urban 20 

planning and the preparation of rapid response in the case of a disaster, requires a trustworthy 21 

assessment of all its main components, namely seismic hazard, seismic vulnerability and 22 

exposure. 23 

Seismic hazard assessment at the local scale needs to consider local variations of earthquake-24 

induced ground motion resulting from lateral changes in the near-surface geology (i.e., site 25 

effects). Site effects, when earthquake recordings are lacking, can be estimated via numerical 26 
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simulations once the shear-wave velocity (Vs) and then Quality factor (Qs) below the 27 

investigated site are known (Parolai et al., 2012). 28 

In the last decades, several techniques have been proposed for the assessment of the Vs below 29 

a site, considering both active (e.g., seismic reflection, borehole investigations) and passive 30 

sources. In particular, the latter method, based on the use of seismic noise (e.g., Aki, 1957; 31 

Okada, 2003; Parolai et al., 2005; Foti et al., 2011, Boxberger et al., 2011), has several 32 

advantages, mainly due to the fact that they are low cost, not invasive, and require short data 33 

acquisition times. 34 

On the contrary, the assessment of Qs has attracted less attention, probably due to the 35 

difficulties in accurately constraining it from the seismic data. Most of the relevant studies 36 

have relied on borehole data (e.g., Assimaki et al., 2006; Parolai et al., 2010) while some 37 

attempts have been made using active seismic source generated surface waves (e.g., Xia et al, 38 

2002). 39 

Recently, Prieto et al. (2009) showed that it was possible, at the regional scale, to estimate the 40 

attenuation of surface waves using seismic noise recordings. They also inverted for the Qs 41 

1D-structure based on assumptions about the relationship between the shear-wave and 42 

primary waves quality factor ratio (Qs/Qp). Similarly, Weemstra et al., (2013) estimated the 43 

attenuation and the quality factor of surface waves using recordings from an array with an 44 

aperture of several kilometers, but did not attempt any Qs 1D inversions.  In terms of more 45 

local scales, Albarello and Baliva (2009) estimated the damping in soil by seismic noise 46 

measurements, but again did not estimated Qs.  Furthermore, none of the above mentioned 47 

studies that relied on seismic noise data compared Qs estimations with those derived by 48 

independent geophysical investigations. 49 

In this paper, it is shown that it is possible to reliably estimate Qs in the shallow-most 50 

geological layers by using seismic noise recordings from microarrays. First, the basis behind 51 

the method used for estimating the frequency-dependent attenuation factors is introduced. 52 
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Then these are used to derive the quality factor for Rayleigh waves. The basic theory for 53 

deriving a 1D Qs velocity profile from the frequency attenuation factors is then introduced, 54 

and finally the procedure is applied to the seismic noise data collected by a microarray 55 

(maximum interstation distance of the order of a few tens of meters) at the Tito test site 56 

(Parolai et al., 2007) where independent Qs estimates are available from borehole earthquake 57 

recordings and laboratory analysis. 58 

 59 

Method 60 

The space correlation function  introduced by Aki (1957) is estimated for observed 61 

vertical component seismic noise data as (Ohori et al., 2002; Parolai et al., 2007): 62 

 63 

                                                                                                                                (1) 64 

 65 

where mSjn is the cross-spectrum for the mth segment of the seismic noise data, between the jth 66 

and the nth station,  M is the total number of used segments, and  is the angular frequency. 67 

The power spectra of the mth segment at station j and station n are mSjj and mSnn, respectively.  68 

In an elastic medium, it can be shown that the space correlation function at a certain 69 

frequency  can be described as: 70 

 71 

                                                                                                                              (2) 72 

 73 

where J0 is the zero order Bessel function, c() is the frequency-dependent Rayleigh wave 74 

phase velocity and r is the interstation distance. 75 

Prieto et al., (2009) showed that equation (2), in order to take into account attenuation for 76 

plane waves, can be modified to be written as: 77 
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 79 

                                                                                                                                (3) 80 

 81 

                                                                                                                                (4) 82 

                                                                                                                    83 

where () is the frequency dependent Rayleigh wave attenuation factor and Qr() is the 84 

frequency-dependent quality factor for Rayleigh waves. Recently, Nakahara et al. (2012) and 85 

Lawrence et al (2013) demonstrated the validity of this approach from both theoretical and 86 

empirical points of view. 87 

Similarly to Parolai et al., (2006), an iterative grid-search procedure can be performed using 88 

equation (3) to find the value of the phase velocity )(c and the frequency-dependent 89 

attenuation factor () that give the best fit to the data. The best fit is achieved by minimizing 90 

the root-mean square (rms) of the differences between the values calculated using equations 91 

(1) and (3).  Data points that differ by more than two standard deviations from the value 92 

obtained with the minimum-misfit velocity are removed before the next iteration of the grid 93 

search. A maximum of three grid-search iterations are allowed.  94 

Due to the effect of attenuation in shallow geological material, the coherency of the seismic 95 

signal is lost after a short propagation distance.  In the case that the available data set is 96 

dominated by interstation distances much larger than the wavelength of the analyzed 97 

frequency, a bias might occur in the estimation of the attenuation factors (the correlation 98 

coefficients will simply be randomly scattered around zero). In such a case, it would be 99 

advisable to restrict the grid search to interstation distances smaller than a few wavelengths. 100 

The tests that we carried out showed that restricting the selection to interstation distances 101 

shorter than one and half  to two times the wavelength of the signal allows us to obtain stable 102 

and robust estimates. That is, important information about the decay with distance of the 103 
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spatial correlation function is not disregarded and the fit is not biased by the “noisy” large 104 

interstation distance data. Note, that in general, the selection of the suggested inter-distance 105 

range and the introduction of the exponential function in equation (4), which only acts in 106 

modifying the amplitudes of the peaks of the Bessel function, does not affect the estimation of 107 

the phase velocity that could be achieved with equation (2). In fact, the phase velocity is 108 

determined by the position of the zero-crossing of the Bessel function and only in the case 109 

that the maximum interstation distance is much shorter than the wavelength of the analyzed 110 

frequency will the Bessel function not show any zero crossing, with different estimates of the 111 

phase velocity possibly obtained.   112 

The  rQ  can then be estimated using equation (4) once the phase velocity and attenuation 113 

factor are  known. Note, that accordingly to Li (1995) the phase velocity is used in equation 114 

(4) and not the group velocity since we are dealing with the spatial quality factor and not with 115 

the temporal one. 116 

The relationship between the Rayleigh wave attenuation factor and the quality factor for P- 117 

(Qp) and S-waves (Qs) of a layered model is given by (Anderson et al., 1965; Xia et al., 118 

2002): 119 

   120 

                                                                                                                              (5) 121 

 122 

where Qpi and Qsi  are the quality factors for P- and S-waves of the ith layer, respectively; 123 

Vpi and Vsi  are the P- and the S-wave velocities of the ith layer, respectively and m is the 124 

number of layers of a layered earth model. 125 

Equation (5), when the attenuation factors for several frequencies are considered, is a linear 126 

system in the form: 127 

                                                                                                                                (6) 128 
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where x is the model vector containing the inverse of the quality factors 1Qpi and 1Qsi , d is 129 

the data vector whose elements are the attenuation factors ()and A is the data kernel matrix 130 

with elements 
 22 


c

 
Vpi

c
Vpi


 

 and 
 22 


c

 
Vsi

c
Vsi


 

determined by (5). Since the quality 131 

factors can only assume positive values, the system is solved using a least squares algorithm 132 

employing a positivity constraint (e.g., Menke, 1989). Furthermore in order to mitigate the 133 

influence of errors in the data a damping factor is introduced and equation (6) takes the form: 134 

 135 

                                                                                                                                   (7) 136 

where I is the identity matrix, is the damping factor and 0 a vector containing zeroes. 137 

In general, when Vs/Vp is larger than 0.4, the attenuation factor dependence on Qp is 138 

significant and therefore Qp can also be estimated (Xia et al., 2002). In all other cases, the 139 

inversion can be carried out only for Qs.  In these cases, equation (5) becomes: 140 

 141 

                                                                                                                                     (8) 142 

 143 
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The Tito test site 145 
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The water level was encountered just few meters below the surface. During the drilling, 148 

undisturbed samples were taken and subjected to geotechnical testing (Parolai et al., 2007). In 149 
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earthquake recordings, Mucciarelli and Gallipoli (2006) estimated the Qs in the uppermost 35 153 

m by a nonparametric damping analysis. 154 

This site was therefore chosen for the application of the proposed approach due to the 155 

availability of independent data. The seismic noise recordings considered were collected by 156 

array 1 of Parolai et al., (2007). This array consisted of 11 seismological stations deployed 157 

following an irregular geometry. The stations operated simultaneously for more than 1 hour, 158 

recording noise at 500 samples/sec. Each station was equipped with a 24 bit digitizer 159 

connected to a Mark L-4C-3D 1 Hz sensor and a Global Position System (GPS) timing. For 160 

the analysis required to obtain the spatial correlation coefficients of equation (1), each 161 

station’s data were divided into 60 second windows. More information about the geological 162 

nature of the site and the analysis carried out can be found in Parolai et al., (2007).   163 

The S-wave velocity profile estimated by Parolai et al. (2007) for this array reaches several 164 

hundred meters depth. However, since the independent Qs estimates are available only for the 165 

uppermost 35 m, I restrict my analysis to the frequency range 3.25 Hz-10.64 Hz, that when 166 

considering the estimated phase velocities, limits the depth of investigation to the uppermost 167 

35 m and allows spatial aliasing problems to be avoided. 168 

 169 

Results 170 

Attenuation factors estimation 171 

The results of the grid search procedure for 3 analyzed frequencies are shown in Figure 1. 172 

These frequencies have been chosen to show the results at the extremes and the center of the 173 

analyzed frequency range. In the grid search procedure, c() was varied between 50 and 3000 174 

m/sec in steps of 1 m/sec in order to exhaustively cover all possible values that the Rayleigh 175 

wave phase velocity might assume, while () was varied between 0 and 0.0598 (m-1) in 176 

steps of 0.0002 m-1.  In Figure 1, for sake of readability, the results are shown over the 50 and 177 

1000 m/sec velocity range. Since in our data set few interstation distances are larger than one 178 
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and half to two times the wavelength (for the latter, only for the highest frequencies we 179 

analyze), we did not apply any selection criteria during the grid search, apart that based on the 180 

rms threshold. Tests we carried out showed that this choice has no influence on the final 181 

results. 182 

It is clear, since the error functions show a very narrow minimum along the velocity axis and 183 

is only smeared along the axis, that the phase velocity is very well constrained and the 184 

values are the same as those obtained using equation (2)  equal to 0 corresponding to the 185 

elastic case). This is also confirmed by the fact that the minimum misfit functions obtained by 186 

equations (2) and (4) share the same zero crossing value on the x axis (Figure 2). The 187 

attenuation factors can be fairly well constrained, although the uncertainty increases with 188 

increasing frequency. Note that for the highest frequency (10.16 Hz) presented in Figure 1, 189 

the normalized fit value decreases by 5% from that obtained by the best fitting  to that 190 

estimated by considering the maximum  value tested in the grid search ( 0.0598). 191 

Figure 2 shows the fitting of the data for the same frequencies presented in Figure 1 when 192 

using equations (2) and (3). The improvement in the fit of the data obtained when considering 193 

the attenuation factor is not only visual, but it is confirmed, for example, for the frequencies 194 

shown in Figures 1 and 2, by a rms reduction of 25%, 3,8% and 25%, respectively. The 195 

general improved data fit when using equation (3) can be better appreciated in Figure 3 where 196 

all the considered frequency and distances couples are shown. 197 

The estimated attenuation factors are depicted in Figure 4a while Figure 4b shows the Qr() 198 

and Figure 4c the dispersion curve derived  through equation (4). Note that the dispersion 199 

curve is identical to that used in Parolai et al., (2007) and shown in their Figure 7. In general, 200 

a trend for () to increase with frequency is seen. This was expected considering equation 201 

(4) within the frequency band where the dispersion curve becomes nearly flat (above 5 Hz in 202 

the case at hand). 203 
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However, at lower frequencies, a more complicated frequency dependence of () is 204 

observed. Since the dispersion curve is showing a typical smooth increase of velocity towards 205 

lower frequencies (from 5 Hz down to the considered 3.25 Hz in Figure 4c), this trend is 206 

mainly related to the variation of Qr() (Figure 4b). This behavior hints at a variation with 207 

depth of the quality factor. The Qr() generally gives values of 5, but between 5 Hz and 6 Hz, 208 

it increases to up to 15. This is consistent with the smaller misfit reductions obtained while 209 

using equation (3) instead of equation (2) (elastic case) for the frequency shown in the central 210 

panel of Figure 2 (5.61 Hz) with respect to the other two (i.e., 3.25 Hz and 10.16 Hz). In fact, 211 

the results of equations (2) and (3) tend to become more similar when Q is higher. 212 

 213 

Quality factor inversion 214 

The attenuation factor inversion we propose in this study should follow the dispersion curve 215 

inversion generally carried out for estimating the shear- wave velocity profile. In this study, in 216 

order to estimate the body-wave quality factor, the 1D-structure S-wave velocity model 217 

already derived by Parolai et al. (2007) for the same data set was considered. In this model, 218 

the uppermost 35 m are made up of 5 layers (Table).  First, the data kernel matrix A 219 

considering both the P- and the S-wave velocity contribution to the attenuation factors 220 

(equation (5)) was estimated. As it might be expected for a medium where the Vs/Vp ratio is 221 

much smaller than 0.4 (see Table 1), the contribution of Vp to the attenuation factor is 222 

negligible (as shown for the analyzed case in Figure 5, by small elements of the data kernel 223 

matrix corresponding to the Qp calculated by using equation (5) ). Therefore, the inversion 224 

was carried out using equation (8), which only accounts for the contribution of Vs and Qs.  225 

In this case the system of equation (8) becomes 226 

 227 

 228 
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                                                                             229 

                                                    .             =                        (9) 230 

 231 

 232 

 233 

 234 

 235 

 236 

where m =5 is the number of layers of the model and n =27 is the number of attenuation 237 

factors used (sufficient selected number of frequencies from the original data set that are able 238 

describe the trend in the attenuation factor curve). The value of the damping factor was 239 

fixed after a series of test inversions (a value of 0.1 was adopted), allowing the rms 240 

differences between the observed and calculated (using the inversion results) attenuation 241 

factors to be minimized but still providing physically acceptable solutions. 242 

The final values obtained for Qs are 9.8, 11.2, 50.1, 13.9, and 7.7, for the first, second, third, 243 

fourth and fifth layer, respectively. These values, as expected considering equation (5), are 244 

larger than those obtained for Qr. Figure 3a shows that the attenuation factors retrieved with 245 

the inversion model fairly closely describe the observed data. A better data fitting might be 246 

possible by increasing the number of layers, however, this would involve the risk of over-247 

fitting the data. 248 

 249 

Discussions and conclusions 250 

The Qs values obtained for the uppermost 35 m at the Tito test site are low, but generally 251 

consistent with those observed in soft sedimentary layers (e.g., Parolai et al., 2010). In order 252 

to assess if they are realistic for the site at hand, they were compared to the values obtained 253 
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for the same site by Parolai et al., (2007) using downhole active seismic recordings and 254 

Mucciarelli and Gallipoli (2006) who used earthquake data.  255 

To carry out the comparison, the average quality factor of the uppermost 35 m Qstot was 256 

calculated by using: 257 

 258 

                                                                                                                                (10) 259 

 260 

                                                                                                                                (11) 261 

 262 

 where ti is the travel time in each layer i, ttot is the total travel time, and Qsi is the quality 263 

factor in each layer. 264 

A Qstot=12.5 was obtained, which is in good agreement with the estimates of Mucciarelli and 265 

Gallipoli (2006) who derived Qs values ranging between 15 and 30. 266 

Parolai et al., (2007) calculated frequency dependent Qs over the frequency range 30 Hz-80 267 

Hz. Qs was estimated to increase with frequency from 6 to 30,(with these larger values being 268 
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in good agreement with the value derived in this study. 270 
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borehole spectral ratio to the empirical one was obtained when using a Qs value of 10. In 273 

addition, the numerical simulations carried out to estimate the synthetic surface-to-borehole 274 

spectral ratio using the model derived in this study confirmed the results of Parolai et al. 275 

(2007) and therefore are not shown here. 276 
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constrained solution for Qs in this layer (see the small elements of the data kernel matrix 278 

corresponding to it in Figure 5). In order to estimate the influence of such a sudden change in 279 
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the Qs structure on wave propagation, we carried out numerical simulations of vertical 280 

propagating S-waves using a semi-analytical method (Wang, 1999), one using the Qs 281 

structure estimated in this paper, and one replacing in the third layer the Qs value of 50.1 with 282 

a value of 10 (Parolai et al., 2007) and calculating seismograms for the surface and a depth of 283 

35 m.  The results, shown in Figure 6, show that the effect is minimal, as well as 284 

demonstrating that it is  the average Qs along the depth profile that mainly dominates the 285 

attenuation of seismic waves in the uppermost 35 m in the frequency band of interest. 286 

It is therefore believed that the analysis of seismic noise data can provide reliable estimates of 287 

the Qs below a site that might be used for engineering seismology purposes. This means that 288 

by adopting the same techniques of acquisition and data analysis used for estimating the shear 289 

wave velocity profile, but adding a few additional calculation steps, it is possible to have a 290 

comprehensive (from an engineering seismology point of view) description of the shallow 291 

subsoil structure. This would make it possible characterize a site at a low cost using a non-292 

invasive methods, allowing site effects investigations to cover large urban areas with a high 293 

spatial resolution. The benefit for seismic hazard assessment, especially in urban areas built in 294 

very heterogeneous geological environments is obvious. The method adopted here should be 295 

further tested in other sites with different mechanical properties of the shallow geology layers 296 

(Vs, Vs/Vp ratio etc.), but where independent estimates of the quality factor are available. In 297 

particular, in this study, the existence of a shallow water table at the analyzed site made it 298 

impossible to evaluate the proposed approach for estimating Qp. 299 

Future work will also consider the possibility of applying the proposed method, with a few 300 

modifications, to the analysis of data collected in buildings and by arrays installed above 301 

laterally heterogeneous structures.  302 

 303 

 304 

 305 
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 412 

Figure Captions 413 

 414 

Figure 1: The normalized fit value (estimated as rmsmin/rms) over the area of a grid search. 415 

White triangles indicate the () and c() combination that provide the best fit to the 416 

observed spatial correlation coefficients. 417 

 418 

Figure 2: Measured space-correlation function values (black dots) for the same frequencies as 419 

in Figure 1 at the Tito test site, and the best-fitting functions given by equations (2) (dashed 420 

gray line) and (3) (solid gray line). Gray dots indicate the space-correlation values discarded 421 

by the fitting procedure. 422 

 423 

Figure 3: :Spatial correlation coefficients from observed data (top left), from the grid search 424 

using equation (3) (top right) and from the grid search using equation (2) (bottom). 425 

 426 

Figure 4: a) Observed attenuation factors (black circles) and retrieved attenuation factor after 427 

the inversion (gray circles). b)  Rayleigh wave quality factor Qr. c) Rayleigh wave phase 428 

velocities. 429 

 430 

Figure 5: The data kernel matrix determined using equation 5 (see the main text). The 431 

elements corresponding to the first 5 rows are related to the dependence of the attenuation on 432 

the Vp velocity. The elements from row 5 to 10 are related to the dependence of the 433 

attenuation on Vs. 434 

 435 

Figure 6: Synthetic S-wave seismograms calculated at the surface and a depth of 35 m 436 

considering the model described in Table 1 and the Qs structure estimated  in this study (gray 437 

continuous line) and replacing in the third layer the value of 50.1 with 10 for Qs (black 438 

dashed line). 439 

440 
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 441 

 442 

Figure 1: The normalized fit value (estimated as rmsmin/rms) over the area of a grid search. 443 

White triangles indicate the () and c() combination that provide the best fit to the 444 

observed spatial correlation coefficients. 445 
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 450 

Figure 2: Measured space-correlation function values (black dots) for the same frequencies as 451 

in Figure 1at the Tito test site, and the best-fitting functions given by equations (2) (dashed 452 

gray line) and (3) (solid gray line). Gray dots indicate the space-correlation values discarded 453 

by the fitting procedure. 454 

 455 
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 457 

Figure 3: Spatial correlation coefficients from observed data (top left), from the grid search 458 

using equation (3) (top right) and from the grid search using equation (2) (bottom). 459 
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 461 

a)                                                                                   b)  462 

     c)  463 

 464 

 465 

Figure 4: a) Observed attenuation factors (black circles) and retrieved attenuation factor after 466 

the inversion (gray circles). b)  Rayleigh wave quality factor Qr.  c) Rayleigh wave phase 467 

velocities. 468 

 469 
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 471 
 472 
Figure 5: The data kernel matrix determined using equation 5 (see the main text). The 473 

elements corresponding to the first 5 rows are related to the dependence of the attenuation on 474 

the Vp velocity. The elements from row 5 to 10 are related to the dependence of the 475 

attenuation on Vs. 476 

 477 
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 479 
 480 
Figure 6: Synthetic S-wave seismograms calculated at the surface and a depth of  35 m 481 

considering the model described in Table 1 and the Qs structure estimated in this study (gray 482 

continuous line) and replacing in the third layer the value of 50.1 with 10 for Qs (black 483 

dashed line). 484 
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 486 

Table 1: 1D model used for the quality factor inversion. The first column shows the shear-487 

wave velocity, the second column the thickness of the layer, the third column the density and 488 

the fourth column the P-wave velocity. 489 

 490 

Vs (m/s) H(m) kg/m3 Vp (m/s) 

202 6.9 1800 1514 

190 8.5 1900 1501 

212 5.4 1900 1525 

310 10.4 1900 1600 

324  2000 1650 

 491 

 492 


