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Afghanistan, Central America, and Haiti. The USGS Earth 
Resources Observation and Science (EROS) Data Center (USGS 
EDC) works in cooperation with USAID, the National Aeronau-
tics and Space Administration (NASA), the National Oceanic 
and Atmospheric Administration (NOAA), and Chemonics 
International, Inc., to provide the data, information, and analyses 
needed to support the FEWS NET activity. NASA and NOAA 
are responsible for the collection and processing of satellite 
data that provide the spatial coverage and temporal frequency 
necessary for monitoring both vegetation condition and rainfall. 
Chemonics maintains a staff of field representatives responsible 
for key field observations and monitoring regional and country-
specific conditions. USGS EDC provides end-to-end data 
management, processing, and analyses; GIS and remote-sensing 
technical support; crop and flood modeling; and long-term data 
archive and distribution services. The Africa Data Dissemination 
Service (ADDS) provides additional Web services. 

DRAGON is an effort recently initiated by USGS to 
create a global science framework for comparing, integrating, 
and predicting the key drivers and management practices in 
large delta ecosystems. Large delta ecosystems provide the 
habitat for a broad diversity of flora and fauna as well as life-
sustaining agriculture, commerce, and fisheries for hundreds 
of millions of people. The project will require an extensive 
effort to (1) make large volumes of ecological, hydrological, 
geological, and biogeochemical information interoperable; (2) 
create a common data and discovery portal; and (3) develop 
community tools and models through a global “community 
of practice” in delta system management. The pilot program 
partners the USGS with the Chinese Qingdao Institute for 
Marine Geology to develop the conceptual frameworks for the 
Lower Mississippi Valley simultaneously with those for the 
Huang He River. The resulting joint comparative model will 
be expanded to include river deltas in the Netherlands, Russia, 
Vietnam, and other countries with similar deltaic systems.
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As we strive to tailor hypotheses related to global 
climate change while assessing the possibility of an anthro-

pogenic driver, it becomes crucial to constantly monitor the 
world’s most climatically sensitive areas. Examples of such 
areas include glaciers and ice sheets whose record melting 
is impacting communities on a global scale. In some cases, 
regions that rely upon glacial water as a principle source of 
fresh water are witnessing the rapid dwindling of resources. In 
other cases, rising sea level, to which the melting of glacier ice 
contributes, is threatening low-lying communities. Unfortu-
nately, as is the case with the Greenland ice sheet, many such 
areas are remote and dangerous, making spatially and tem-
porally comprehensive field measurements cost prohibitive. 
Hence, we must rely on remotely sensed measurements from 
aircraft and satellites in order to fill in our knowledge gaps left 
by sparse field measurements.

The Multi-angle Imaging SpectroRadiometer (MISR) 
instrument (operational since 2000) is on board the Earth 
Observing System (EOS) satellite, Terra, which is in a sun-
synchronous polar orbit. MISR is uniquely suited for studying 
the poles because of the continuous, overlapping coverage of 
data taken by its nine pushbroom cameras that are arrayed at 
fixed angles ranging from 0° to 70.5° (from nadir) and sym-
metric about the nadir camera. Each camera has four filters: 
red, green, and blue (in the visible), and a near-infrared (NIR) 
at 866 micrometer (µm) wavelength. The multi-angle views 
in conjunction with the 275-meter (m) resolution (available at 
the visible red wavelength on all nine cameras) can be used to 
compute a proxy of surface roughness of the observed target 
on a scale that is comparable to that of the Moderate Resolu-
tion Imaging Spectroradiometer (MODIS) 250-m data (Nolin 
and others, 2002). We have elected to use MISR’s red-filtered 
C-cameras (60.0° fore and aft) in order to define and inves-
tigate a proxy for ice surface roughness based on forward 
and backward scattered radiation, which we call the Normal-
ized Difference Angular Index (NDAI). We define NDAI for 
Greenland to be fore C-camera red-channel values subtracted 
from the aft C-camera red-channel values divided by their 
sum. Because the forward-viewing camera is seeing forward-
scattering radiation while the aft camera sees backscattered 
radiation (the sun is to the south), the forward scattering is 
associated with generally smooth surfaces and backward scat-
tering dominates when an observed surface is rough (Nolin 
and Payne, 2007). Therefore, in an NDAI image, values range 
from -1 to 1 and rougher surfaces appear brighter.

As a case study of the NDAI proxy measurement, we 
chose to study a region in western Greenland encompassing 
Jakobshavn Glacier (69.2° N, 50.2° W, 40 m elevation), which 
is one of the fastest moving glaciers in the world and one that 
drains a significant percentage of the Greenland ice sheet. Its 
area is greater than 9,200 square kilometers (km2) (Rignot and 
Kanagaratnam, 2006). Our study site extends upglacier in the 
inland ice to Summit (72.6° N, 38.5° W, 3200 m elevation), 
which is the highest point on the Greenland ice sheet. We 
reviewed all available MISR images of the Greenland ice sheet 
for blocks 30 to 35, paths 8 to 10 during the 2000 to 2007 
sunlit seasons across this transect. We determined 2004 to be 
the year when our study site was least obscured by clouds. 
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Nevertheless, completely cloud-free images over the entire 
region of study were impossible to come by. We investigated 
the application of the Radiometric Camera-by-camera Cloud 
Mask (RCCM) product, provided by the National Aeronautics 
and Space Administration’s (NASA) Langley Atmospheric 
Science Data Center (ASDC) to the radiance images, but 
found the mask to be overly strict when distinguishing cloud 
pixels from ice pixels. Hence, using digital image processing 
along with geographic information system (GIS) techniques, 
we devised a method of creating composite images of NDAI 
and of top of the atmosphere (TOA) bidirectional reflectance 
factor (BRF) encompassing the early- (April and May), 
mid- (June and July), and late- (August and September) abla-
tion season (fig. 1). These composite NDAI and reflectance 
images, along with their corresponding gradient images (mid-
season composite minus early-season composite, and late-sea-
son composite minus mid-season composite) were examined 
to establish a pattern whereby the coastal regions are observed 
to grow progressively rougher throughout the ablation season. 
Ice surface roughness is intensified by (1) seasonal snow and 
ice in the ablation zone melting back to reveal underlying bed-

rock, (2) melt ponds forming upglacier in the wet-snow (slush) 
and percolation zones (as defined by Benson, 1960; Long 
and Drinkwater, 1994), (3) sastrugi (jagged erosional features 
caused by wind) morphology becoming more pronounced, 
and (4) melting and collapse of snow and ice bridges to reveal 
the highly irregular crevasse topography beneath. Although 
changes are not as dramatic upglacier towards Summit (melt 
ponds do not appear in the dry-snow zones), changes towards 
a rougher surface are observed mid-season in the percolation-
zone, as NDAI pixels have greater values and become brighter 
compared with the early-season. As expected, there is little 
observed change in the near proximity of Summit over the 
sunlit season because it lies in the conjectured dry-snow 
zone as defined by Benson (1960) and Long and Drinkwater 
(1994). In the late-season images (August and September) 
after snowfall has resumed (especially over the wet-snow and 
percolation zones), NDAI values are observed to drop, but not 
fall as low as the early-season (April and May) values. Study 
of TOA reflectance images reveals the exact opposite rela-
tionship of pixel values throughout the time series: the pixels 
become darker (lower values) during mid-season and brighten 

Figure 1. Images showing 
the ice-surface roughness 
of a portion of the Greenland 
ice sheet. Images A through 
C show the Normalized 
Difference Angular Index 
(NDAI), a proxy for ice-
surface roughness, for the 
2004 ablation season (April-
May, June-July, and August-
September composites, 
respectively). Higher NDAI 
values signify rougher 
surfaces. Images D through F 
are the composite reflectance 
images for April-May, June-
July, and August-September, 
respectively. In images D 
through F, greater reflectance 
values signify smoother 
surfaces, which demonstrates 
the opposite relationship to 
the NDAI. Black pixels on the 
inland ice in images D through 
F indicate no data. 



Geoinformatics 2008—Data to Knowledge    5

after fresh snowfall towards the end of the sunlit season. These 
relationships are illustrated in figure 2, in which NDAI and 
reflectance values from each of the three respective composite 
images are plotted along a straight transect from Jakobshavn 
to Summit.

We are encouraged enough by these results to proceed 
with production of similar NDAI composite images for the 
entire Greenland ice sheet for all years where enough low-
cloud-percentage images are available. We hope to use these 
products to expand our analyses of the evolution of glacier 
zones during the operational lifetime of the MISR instrument 
to possibly include identification of glacier zones (such as the 
superimposed-ice zone) that are invisible to radar (Nolin and 
Payne, 2007). Furthermore, we believe that these products will 
enrich the already plentiful MISR dataset, which is publicly 
available for use in analyses.
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Figure 2. Graph showing Normalized Difference Angular Index (NDAI) values (left vertical axis) and reflectance values (right vertical 
axis) along a straight-line transect from Jakobshavn (left side of plot) to Summit (right side of plot) for the April-May, June-July, and 
August-September images as shown in figure 1. The contrasting relationship between NDAI and reflectance is noticeable, as is the 
trend of the ice surface growing rougher from spring to late summer, and then becoming smoother during late summer and early fall 
when snowfall recommences. 
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For an oil and gas company, providing the right to 
develop the planet’s interior is preceded by efforts to iden-
tify economic expediency prior to licensing. Lack of studies 
of new oil- and gas-producing regions and limited access to 
existing information result in problems in expediting licensing 
for exploration and development of new regions.

Estimates of oil and gas in a new region can be per-
formed using a complex analysis of widely available geologi-
cal, geophysical, and remote-sensing data (Alexeev and others, 
1988; Baranov and others, 1989; DeMers, 1999).

The advantage of using remote-sensing data is they 
provide unique information that cannot be retrieved by 
any other method. Remote-sensing is also a cost-efficient 
manner of gathering information while searching for liquid 
hydrocarbons, which in turn ensures efficient geological 
prospecting by means of innovative high-end technologies. 
Because remote-sensing methods (especially those that 
analyze landscapes) determine hydrocarbon geochemical 
anomalies observed in space images rather than the deposits 
themselves, they can be applied to any type of accumula-
tions, including unstructured oil-and-gas fields. In addition 
to remote sensing techniques, other methods such as (1) 
analyzing spectral characteristics of images, (2) determining 
particular anomalies in the infrared spectrum, (3) lineament 
analysis, and (4) photogrammetry are also employed (Bara-
nov and others, 2003).

In this paper, we show that the use of remote-sensing data 
substantially reduces the costs of geological prospecting, in 
particular because of the localization of potentially productive 
areas. We also demonstrate remote sensing to be extremely 
powerful from the standpoint of ecological monitoring and 
industrial safety of licensed areas, development objects, and 
hydrocarbon transport.
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Accurate assessment of renewable energy resource data 
(such as for solar-, water-, wind-, and biomass-generated 
power) are important in order to (1) assess the availability of 
such resources, (2) mitigate global climate change, and (3) 
determine the size, cost, and life cycle of renewable energy 
systems technologies. Knowledge of the spatial distribution of 
the renewable energy resources allows for a more cost-effec-
tive design and operation of such systems. The goal of our 
study is to develop a renewable energy resource assessment 
for the Philippines that incorporates and builds upon the cur-
rent understanding of the spatial distribution of each resource.

In order to assess solar energy, we used a high-resolution, 
global-satellite-derived, cloud-cover database for creating a 
climatological solar radiation model. In the case of hydrologic 
resources, the total volume can be specified according to the 
flow rate, and the effective elevation (head) can be measured 
through use of a digital elevation model (DEM).The avail-
ablility of the wind-power resource is defined in terms of 
the wind-power-density value, which is expressed in watts 
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