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S U M M A R Y
In this study, equations are developed that predict for synthetic sedimentary rocks (clastics,
carbonates and evapourates) thermal properties comprising thermal conductivity, specific heat
capacity and thermal diffusivity. The rock groups are composed of mineral assemblages with
variable contents of 15 major rock-forming minerals and porosities of 0–30 per cent. Petro-
physical properties and their well-logging-tool-characteristic readings were assigned to these
rock-forming minerals and to pore-filling fluids. Relationships are explored between each
thermal property and other petrophysical properties (density, sonic interval transit time, hy-
drogen index, volume fraction of shale and photoelectric absorption index) using multivariate
statistics. The application of these relations allows computing continuous borehole profiles
for each rock thermal property. The uncertainties in the prediction of each property vary de-
pending on the selected well-log combination. Best prediction is in the range of 2–8 per cent
for the specific heat capacity, of 5–10 per cent for the thermal conductivity, and of 8–15 for
the thermal diffusivity, respectively. Well-log derived thermal conductivity is validated by lab-
oratory data measured on cores from deep boreholes of the Danish Basin, the North German
Basin, and the Molasse Basin. Additional validation of thermal conductivity was performed by
comparing predicted and measured temperature logs. The maximum deviation between these
logs is <3 ◦C. The thermal-conductivity calculation allowed an evaluation of the depth range
in which the palaeoclimatic effect on the subsurface temperature field can be observed in the
North German Basin. This effect reduces the surface heat-flow density by 25 mW m−2.

Key words: Downhole methods; Heat flow; Sedimentary basin processes; Heat generation
and transport; Europe.

1 I N T RO D U C T I O N

Knowledge on the temperature field of the Earth’s subsurface is
paramount in the quantification of geological processes and in the
exploration of resources, such as hydrocarbons and geothermal en-
ergy. In the quantification of the Earth’s temperature field, rock
thermal properties, such as thermal conductivity (TC), thermal dif-
fusivity (TD) and specific heat capacity (SHC), are essential pre-
requisites. In particular, when temperature data measured in bore-
holes are scarce, numerical thermal models are generated at local
as well as regional scale for which rock TC forms an important
input parameter. Knowledge of rock thermal properties also is pre-
requisite for quantifying temperature changes in time, as they occur
during stimulated heat transfer (extraction of geothermal energy,
energy storage, etc.) or during palaeoclimatic temperature changes
recorded in the subsurface. As the availability of subsurface rock
samples on which rock thermal properties can be measured in the
laboratory is generally limited to some geological target formation,
the quality of parametrization of thermal models beyond these for-

mations also is limited. Thus, the quality of input data into thermal
models often falls behind the capabilities of the numerical tools ap-
plied, introducing considerable uncertainty in the modelling results.
Insufficient knowledge of temperatures and rock thermal properties
of an area, accompanied by a lack of heat-flow values (another im-
portant model input parameter) determined from these parameters,
causes problems of significance of the thermal models and may
result in misinterpretations of the thermal subsurface conditions.
In addition, point-scale data from drill cores make an upscaling to
representative formation values difficult, in particular for heteroge-
neous lithologies. It is therefore important to develop methodologies
that allow portraying subsurface rock thermal properties from geo-
physical well logging with a similar degree of resolution as known
for the borehole lithology.

Several approaches are available for an indirect determination
of TC of sedimentary rocks. For a detailed discussion on the pros
and cons of well-log derived TC see Fuchs & Förster (2014). The
major shortcoming of most of these methods lies in the fact that the
prediction equations for TC are only tested for rocks and regions
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for which they are developed. In experimental studies, correlations
between thermal and other petrophysical properties are always de-
termined by the specific conditions of the sampled data set. The
compositional variation of rock sample sets affects the interrela-
tions between thermal and other petrophysical and thermal rock
properties. Therefore, using a specific collection of rock data does
not allow to develop equations that are applicable for all sedimen-
tary rocks. Consequently, most researchers limited the applicability
of empirical equations to the specific rock types and the region
in which the rocks have been sampled. To overcome this limita-
tion, Fuchs & Förster (2014) established prediction equations (for
matrix TC) considering a universally comprehensive data set of
synthetic rocks that reflects the general variability of sedimentary
rock compositions. These equations then can be used for different
combinations of well logs and descriptors (bulk density, volume
fraction of shale, neutron porosity, sonic transit time and photoelec-
tric absorption index) of up to five standard petrophysical well-log
types, depending on their availability. The equations (one equation
for each combination of well-log record/descriptor) were developed
for three large sets of synthetic ‘rocks’ of different composition,
each representing one of the major groups of sedimentary rocks
(clastic rocks, carbonates and evaporites).

The application of the equations by Fuchs & Förster (2014) re-
quires a matrix well-log response value computed from the ordinary
bulk well-log response and the well-log derived porosity. Porosity
logs are also required to subsequently compute a bulk TC from the
predicted matrix TC value, limiting applicability when wells with
no porosity log are to be implemented in a study.

The development of well-log based prediction equations for TD
and SHC of sedimentary rocks, as far as we know, has not been
addressed in recent literature. Some specific prediction equations
for SHC are either limited to specific lithotypes or to parameters
beyond the scope of modern well logging (e.g. carbon percentage in
coals: van Krevelen 1961; volatile-matter content and temperature
of coal: Richardson 1993; cf. review by Waples & Waples 2004).
Beyond these possibilities, TD or SHC basically are calculated from
(1) the volume fraction of the rock components by applying some
mixing model, (2) the relation between TC, TD, SHC and density
and (3) empirical relationships between TC, TD and/or SHC (e.g.
Bullard 1954; Von Herzen & Maxwell 1959; Hyndman et al. 1979;
Goto & Matsubayashi 2008—all for marine sediments).

This paper addresses the lack of a universally applicable well-log
based prediction of TC, TD, and SHC for sedimentary rocks in conti-
nental sedimentary basins. The approach of Fuchs & Förster (2014),
originally intended to compute TC, is improved by considering a
variable porosity (ranging between 0 and 30 per cent as typical for
rocks in mature continental basins) and applied to all three thermal
properties. Bulk values of rock properties are calculated consid-
ering the combined effect of mineral matrix and pore-filling fluid
(water) and form the basis of the statistical analysis, which finally
result in the formulation of refined prediction equations for TC and
equations for SHC and TD.

The approach allows predicting profiles of bulk TC, TD and SHC
for full borehole sections, directly from the conventional petrophys-
ical well-log records without an intermediate step consisting of the
calculation of a matrix well-log response. As this is the first gen-
eral approach to a TD and SHC prediction based on standard well
logs, the study specifically aims at answering the following critical
questions: (1) are there statistically significant relations of TD and
SHC with other petrophysical properties (here as resolved by log-
ging) and (2) what are the most valuable well-log parameters for the
prediction of TD and SHC?

To validate and crosscheck the resulting equations, we compiled
a large set of borehole data from three different continental sedi-
mentary basins. Validation is pursued by comparing predicted with
laboratory-measured bulk TC and by comparing modelled and mea-
sured subsurface temperatures from different borehole locations in
northern and central Europe. Results with the new equations for
bulk TC are compared with those from the approach by Fuchs &
Förster (2014), in which predicted matrix TC was transformed into
bulk TC by applying mixing models for a two-phase rock (matrix
plus water-filled porosity). Due to the lack of measured TD and
SHC data, calculated profiles are validated indirectly by data on
rock density. Finally, thermal properties predicted in 0.5-m depth
intervals are used to determine average values for geological forma-
tions, exemplarily shown for the Hannover location. The application
of the well-log based TC calculation allowed for the first time an
evaluation of the depth range in which the palaeoclimatic effect
on the subsurface temperature field can be observed in the North
German Basin.

2 B A C KG RO U N D A N D G OV E R N I N G
E Q UAT I O N S

2.1 Thermal parameters

In this paper, we use λ for TC [in W (m K)−1] and H for the
radiogenic heat production (RHP) [in µW m3] in the calculation of
steady-state geothermal conditions (i.e. crustal temperature field),
and α for TD [in 10−6 m2 s−1] and c for SHC [in J (kg K)−1] in the
calculation of transient geothermal conditions (response of a rock
body to a transient heat source or sink).

Thermal conductivity, TD and SHC are interrelated by:

α = λ

ρc
, (1)

where ρ is the density (in kg m−3). The basic equation for the
conductive heat transport (reads for 1-D) has the mathematical for-
mulation of:

ρc
∂T

∂t
= ∂

∂z

(
λ

∂T

∂z

)
+ H. (2)

Here, ∂T/∂t is the change of temperature with time, ∂T/∂z is the
change of temperature with depth z (also referred in 3-D gradT).
For steady-state conditions (∂T/∂t = 0), eq. (2) simplifies to

∂

∂z

(
λ

∂T

∂z

)
= −H. (3)

The RHP can be calculated from the measured contents of Th, U,
K and the density of a rock using relationships given in Rybach
(1986) or estimated from gamma-log readings (Bücker & Rybach
1996). Both approaches allow the calculation of the RHP with no
lithological limitations and, depending on data quality, typically
with an error of <10 per cent. The RHP in the crust, in particular
from the upper part of the crystalline crust, contributes significantly
to the heat flow into sedimentary basins and thus to the heat-flow
density as observed near the Earth´s surface.

Heat-flow density (HFD, q in mW m−2) is given by the Fourier’s
first law (Fourier 1822):

q = −λ gradT. (4)
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Thermal properties of sedimentary rocks 1979

Table 1. Petrophysical properties and logging-tool characteristic readings of rock-forming minerals typical in sedimentary rocks and of fluids.

κ c λ ρ U �N �T γ

Class Name 10−6 m2 s−1 J (kg K)−1 W (m K)−1 g cm−3 barns cm−3 p.u. µs m−1 API

Carbonates Dolomite 2.16r 870l 5.4b,e,f,g 2.88a 9a 0.02a 140a,d 0
Calcite 1.62p 820n 3.4b,e,f,g 2.71a 13.77a 0a 153a 0

Clays Kaolinite 1.15r 974k 2.7b,e 2.42a 6.17a 0.37a 211i 80
Montmorillonite 1.09r 799q 1.85b,e 2.12a 4.3a 0.12a,i 212i 150
Illite 0.82r 796q 1.8b 2.75a,c 11.05a 0.2a 211i 250

Feldspats Orthoclase 1.28p 628m 2.25f,b,e 2.57c 7.5a −0.02a 233a 220
Albite 1.08p 730l 2f 2.62a 4.35a −0.01a 165a,d,i 0
Anorthite 0.82p 711m 1.9e 2.74a 8.58a −0.02a 145f 0

Halogenides Sylvite 4.45r 965k 8.5e 1.98a 15.83a −0.02a 242i 747
Halite 3.3r 916k 6.5f 2.15a 9.48a −0.02a 229a 0

Micas Muscovite 1.03o 760d 2.33d,f 2.82a 7.33a 0.19a,i 151a,d,i 270
Biotite 0.87r 770d 2f 3a 19.8a 0.21a 195d 200

Oxides Quartz 3.8p 740l 7.7b 2.65a 4.79a −0.02a 182a 0
Sulfates Anhydrite 2.77r 585l 4.8f,e,g 2.96a 14.93a −0.02a 164a,i,e 0

Gypsum 0.52r 1070l 1.3e 2.32a 9.37a 0.49a 174g 0

Fluid air 19 1004 0.03j 0.0012 – 0 3021e –
water 0.13 3993 0.6h 1.1 0.96 1.05 620a –

Notes: Response values at ambient conditions. Values are taken from: aSerra (1984); bBrigaud & Vasseur (1989); cFertl & Frost (1980);
dSchön (1996); eSchön (1983); fHorai (1971); gČermák & Rybach (1982); hLemmon et al. (2005); iCrain (2013); jGröber (1955); kWaples &
Waples (2004); lMel’nikova et al. (1975); mDortman (1976); nDrury et al. (1984), oDrury (1987); pGoto & Matsubayashi (2009); qSkauge et al.
(1983); rCalculated from SHC, RHO and TC following eq. 1.

Assuming conduction as main heat transfer process, the subsurface
temperature can be modelled (1-D) at any depth based on known
heat-flow and TC profiles using:

T = T0 +
z∑

i=z0

q i

λi
, (5)

where T is the temperature (in ◦C) at depth zi (in m) and T0 is the
temperature at reference depth z0 (e.g. surface).

2.2 Employed well-log parameters and petrophysical
mixing models

We used standard well-log parameters (bulk density: ρb, natural
gamma-ray: γ , sonic interval transit time: �T, hydrogen index
[neutron porosity]: φN, photoelectric absorption index: U) and
the volume fraction of shale (Vsh), as petrophysical descriptors
(Table 1). Usually, the total geophysical tool response (Ltotal) is
given by the volume fraction of different components (minerals and
fluid contained in pores, Vi). For the theoretical tool response (Li),
the sum of the volume fractions is equal to 1. For any ‘user-defined
rock composition’, the total log response for ρb, U, φN and in the
laminated case �T (see Savre 1963; Doveton & Cable 1979; Serra
1984) can be calculated by

L total =
n∑
1

Vi Li . (6)

Typical log-response values of minerals and fluids, valid for ambient
conditions, are listed in Table 1. The gamma-ray tool response GR
(γ ) is a function of the radioactivity of the minerals (Ai ), the density
of the radioactive minerals (ρi ), their percentage of volume (Vi) and
the bulk density (ρb) of the rock (Serra 1984):

γ =
∑n

1 ρi Vi Ai

ρb
. (7)

In this study, the volume fraction of shale (Vsh , or more precisely the
gamma-ray index) is approximated from the gamma-ray readings
by the linear relation (Serra 1984):

Vsh = γ − γmin

γmax − γmin
, (8)

where γ is the gamma-log reading, γmin is the log reading in a
clay-free zone, γmax the log reading in a pure-clay zone.

Different models were previously presented for the calculation
of thermal properties in a two-phase (solid and pore fluid) system.
The geometric-mean model, originally introduced by Lichtenecker
(1924), is used to calculate matrix TC (λma) from the TC of the
mineral constituents (eq. 9, e.g. Merkel et al. 1976; Brigaud &
Vasseur 1989), where Vi is the volume fraction of each component,
and to calculate the water-saturated bulk TC (λb) using the matrix
TC and porosity (Ф; e.g. Fuchs et al. 2013):

λma =
n∏
1

λ
Vi
i , (9)

where Vi is the volume fraction of each component,

λb = λ1−φ
ma λφ

p , (10)

where λp is the TC of the pore-filling fluid.
The arithmetic-mean model, originally introduced by Voigt

(1928) and Reuss (1929), is used to calculate the matrix (volu-
metric) SHC (ρmacma, eq. 11) from the mineral constituents (Drury
et al. 1984), as well as to calculate the saturated bulk SHC (ρbcb,
eq. 12) using the matrix SHC and porosity (referred as Vp in
eq. 12) (Garcı́a et al. 1991):

ρmacma =
n∑
1

Viρi ci (11)

ρbcb = Vmaρmacma + Vpρpcp, (12)

where V is the volume fraction, ρ is the density and c is the SHC
for the rock matrix ‘ma’, for the pore-filling fluid ‘p’, and for each
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Table 2. Groups of sedimentary rocks with respect to their assumed rock
composition, and the min-max range of the particular minerals.

Range

Carbonates Clastic rocks Evaporites
Class Mineral (per cent) (per cent) (per cent)

Oxides Quartz 0–50 50–100 –
Anorthite – 0–50 –

Feldspars Albite – 0–50 –
Orthoclase – 0–50 –

Micas Muscovite – 0–20 –
Biotite – 0–20 –

Clays Kaolinite 0–70 – –
Montmorillonite 0–70 0–100 –
Illite 0–70 0–100 –

Carbonates Calcite 0–100 0–20 0–100
Dolomite 0–100 0–20 0–100

Sulfates Anhydrite – 0–20 0–100
Gypsum – – 0–100

Chlorides Halite – – 0–100
Sylvite – – 0–100

mineral component ‘i’, respectively. The term ρmacma (eqs 11 and
12), which is SHC by unit volume of the rock, is also referred to
thermal capacity.

The matrix TD of an n-mineral component system also is
calculated using the geometric-mean model eq. (9) (Goto &
Matsubayashi 2009). These authors also deduced a mathematic ex-
pression for the saturated bulk TD (eq. 13) implementing eqs (9)
and (10) and by introducing f and β as new variables:

κb = f αφ
p α1−φ

ma , (13)

where f and β are defined as follows:

f = βφ

1 + (β − 1) φ
(14)

β = ρpcp

ρmacma
. (15)

3 W O R K F L OW F O R D E R I V I N G
P R E D I C T I O N E Q UAT I O N S

A synthetic data set of matrix compositions is generated follow-
ing the approach by Fuchs & Förster (2014). These multi-mineral
rock matrix compositions are defined by stepwise combination (in
steps of 10 per cent) of different rock-forming minerals common in
sedimentary rocks. For clastic rocks and carbonates, this procedure
is performed as long as each mineral listed in Table 2 is com-
bined with other minerals within the defined limitations. For marine
evaporites, multimineral rock matrix compositions are defined by
a stepwise combination of two sequential minerals of the evap-
ouration sequence at a time (calcite–dolomite–gypsum–anhydrite–
halite–potassium–magnesium–salt). Then, petrophysical properties
are calculated for each mineral combination using the data given in
Table 1 and the equations discussed in Section 2.2. These petrophys-
ical properties of the matrix minerals are transformed into bulk-rock
values considering variable porosity. The porosity variation (in the
range between 0 and 30 per cent) was performed in 5 per cent steps.
The resulting bulk-rock values finally formed the basis of the de-
velopment of TC, TD and SHC prediction equations by multiple
regression analysis. The data involved in this statistical analysis are
as follows—clastic rocks: regression set: n = 151 021, test set:

n = 37 755; carbonates: regression set: n = 15 764, test set:
n = 3934; evapourates: regression set: n = 286, test set: n = 71,
respectively.

Nine data sets (three different rock thermal properties for each
of the three major sedimentary rocks groups) are examined in to-
tal. Each data set is randomly subdivided into two groups, a set
of ‘regression’ data (80 per cent of total data) and a set of test data
(remaining 20 per cent). The ‘regression’-data set is used for the sta-
tistical analysis and derivation of prediction equations, while the test
data set is used to test the statistical quality of the prediction equa-
tions. Simple linear regression (SLR) and multiple linear regression
(MLR), based on a least-squares estimation, are applied to predict
the values on a quantitative outcome variable (dependent variables:
TC, TD or SHC) using one or more predictor variables (indepen-
dent variables: well-log values). The performance of the applied
methods is evaluated by regression subset (values not reported) and
test subset (reported fitting data) by calculating the arithmetic mean
error (ame), the root mean square error (rms), the coefficient of
variation (cv), and the adjusted coefficient of determination (R2)
between predicted and measured values, respectively. Prediction er-
rors are always calculated based on the absolute deviations between
predicted and measured values. The statistical approach is the same
as described in Fuchs & Förster (2014). Further details on the sta-
tistical methods and parameters applied are described, for instance,
by Deutsch & Journel (1998).

In geothermal studies, the well-log database available for an in-
direct prediction of thermal properties is generally quite hetero-
geneous. Therefore, we derive regression prediction equations for
any possible combination of the standard well logs applied. This
enables the user to select and apply the equations with the smallest
prediction error for log combinations possible and suitable in each
case. In the Appendix, information on the regression coefficients,
some selected statistical parameters, and the prediction errors (for
synthetic data set) are provided for all thermal properties (TC, TD
and SHC). Comprehensive statistical information on the uncertain-
ties are summarized in the electronic supplemental as Table T1–T3.
The total number of possible log combination included sums up to
15 equations (#1–#15) for evaporites (no intrinsic natural gamma
response result in reduced number of equations) and to 31 equations
for carbonate (#16–#46) and 41 for clastic rocks (#47–#77), respec-
tively. However, to achieve a large explained variance (minimising
the prediction error), that is by selecting an ‘optimal log configura-
tion’, we recommend the use of the ‘best’ empirical equations for
each rock group and thermal property as described in the following
subsections (Table 3, Fig. 1).

4 R E S U LT S

4.1 TC prediction for synthetic rock compositions

4.1.1 Evaporites

Applying SLR, the largest explained variance is observed for the
hydrogen index (R2 = 0.741), while the ρb and �T show poor
predictor capabilities (R2 < 0.02). Using two predictor variables
in MLR the combinations of ρb and φn surprisingly results in the
largest explained variance observed (R2 = 0.903) and in a smaller
ame (11.4 ± 11 per cent) as to be expected. Additional predictor
variables only insignificantly improve the TC predictions. There-
fore, the combination of ρb and φn is recommended to predict bulk
TC in evaporites (Table 3, eq. A5).
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Thermal properties of sedimentary rocks 1981

Table 3. Best-fitting prediction equations of thermal rock properties for variable number of predictor variables (well logs).

No. of Error calculation

predictor Artificial validation set Subsurface data set

variables # Prediction equations∗ R2 Mean SD Mean SD Rms

Pa
ra

m
et

er

R
oc

k
gr

ou
p

[W/(mK)] [per cent] [per cent] [per cent] [per cent] [per cent] [per cent]

1 A2 λ = 5.34 – 8.14 φN 74% 18.0% 14.5%
2 A5 λ = 10.73 – 2.22 ρb – 9.21 φN 90% 11.4% 11.0%

no data available
3 A12 λ = 14.4 – 3.16 ρb – 8.97 φN – 0.0063�T 92% 11.2% 9.7%

E
va

po
ri

te
s

4 A15 λ = 14.32 – 3.15 ρb – 8.93 φN + 0.005U – 0.0063�T 92% 11.2% 9.8%

1 A17 λ = 3.92 – 5.11 φN 59% 13.6% 10.4%
2 A30 λ = 5.84 – 0.0063�T – 1.48Vsh 77% 9.8% 7.2%
3 A35 λ = – 4.37 + 4.18 ρb – 0.3 U – 1.45Vsh 91% 6.4% 4.9% no data available
4 A44 λ = 0.33 + 2.73 ρb – 0.28 U – 0.0056�T – 1.54Vsh 93% 5.4% 4.5%

C
ar

bo
na

te
s

5 A46 λ = 1.15 + 2.59 ρb+1.08 φN – 0.28 U – 0.0083�T – 1.66Vsh 94% 5.2% 4.6%

1 A48 λ = 3.41 – 4.83 φN 51% 15.4% 11.2% 18.9% 11.1% 21.9%

T
he

rm
al

co
nd

uc
tiv

it
y

2 A58 λ = 4.17 – 3.89 ρb – 1.78Vsh 76% 11.0% 8.8% 16.7% 10.2% 19.6%
3 A67 λ = 3.66 – 5.13 φN +0.0029�T – 1.70Vsh 76% 11.0% 8.7% 15.8% 9.7% 18.6%
4 A74 λ = – 1.55 + 1.39 ρb – 6.81 φN +0.0115�T – 1.53Vsh 79% 10.4% 8.1% 15.2% 10.8% 18.6%

C
la

st
ic

s

5 A77 λ = – 3.6 + 2.42 ρb – 5.84 φN – 0.1 U – 0.0113�T – 1.32Vsh 80% 10.2% 8.1% 15.6% 11.5% 19.4%

1 B2 λ = 2.49 – 4.35 φN 73% 25.2% 27.9%
2 B5 λ = 4.94 – 1.01 ρb – 4.84 φN 84% 21.8% 23.5%

no data available
3 B12 λ = 7.83 – 1.75 ρb – 4.65 φN – 0.0050�T 87% 19.6% 19.5%

E
va

po
ri

te
s

4 B15 λ = 6.86 – 1.70 ρb – 4.16 φN +0.065U – 0.0046�T 88% 19.0% 19.6%

1 B17 λ = 1.83 – 2.95 φN 77% 12.4% 9.2%
2 B30 λ = 2.88 – 0.0063�T – 0.44Vsh 81% 10.9% 7.8%
3 B40 λ = 4.02 – 0.092 U – 0.0080�T – 0.57Vsh 91% 7.9% 6.9% no data available
4 B44 λ = 2.12 + 0.65 ρb – 0.113 U – 0.0061�T – 0.52Vsh 92% 7.1% 6.4%

C
ar

bo
na

te
s

5 B46 λ = 1.59 + 0.57 ρb – 0.70φN – 0.113 U – 0.0043�T – 0.45Vsh 92% 7.1% 6.2%

T
he

rm
al

di
ff

us
iv

it
y

1 B48 λ = 1.69 – 3.09 φN 67% 15.7% 11.3%
2 B58 λ = 1.95 – 2.77 φN – 0.60Vsh 77% 14.0% 10.9% no data available
3 B66 λ = 2.06 – 2.86 φN – 0.016U – 0.55Vsh 77% 13.9% 10.9%
4 B72 λ = – 2.62 + 1.65 ρb – 3.32 φN – 0.116U+0.0049�T 77% 13.8% 10.4%

C
la

st
ic

s

5 B77 λ = – 0.79 + 1.10 ρb – 2.55φN – 0.08 U+0.002�T – 0.38Vsh 79% 13.3% 10.4%

1 C4 λ = 54.08 + 5.19�T 69% 13.0% 9.9%
2 C10 λ = 991.1 – 73.54 U+4.37�T 87% 6.9% 7.1%

no data available
3 C14 λ = 640.4 + 580.3φN – 44.69 U+4.07�T 92% 6.1% 4.9%

E
va

po
ri

te
s

4 C15 λ = – 231.7 + 245.2 ρb+585.8φN – 42.88 U+5.23�T 93% 6.0% 4.5%

1 C19 λ = – 376.7 + 6.75�T 92% 5.9% 5.0%
2 C30 λ = – 316.7 + 7.14�T – 312.8Vsh 97% 3.5% 3.0%
3 C39 λ = 60.69 + 1186φN+4.63�T – – 422.5Vsh 99% 2.3% 2.0% no data available
4 C43 λ = 403.8 – 98.0 ρb+1253φN+4.15�T – 439.9Vsh 99% 2.3% 1.9%

C
ar

bo
na

te
s

5 C46 λ = 584 – 194.4 ρb+1250φN+10.93 U+4.03�T – 435.9Vsh 99% 2.2% 1.8%

1 C50 λ = – 592 + 7.25�T 96% 4.3% 4.0%

S
pe

ci
fi

c
he

at
ca

pa
ci

ty

2 C61 λ = – 517.5 + 7.38�T – 196.3Vsh 98% 3.3% 3.1%
3 C67 λ = 59.3 + 1536φN+3.99�T – 302.1Vsh 99% 1.8% 1.6% no data available
4 C74 λ = 891.3 – 221.4 ρb+1804φN+2.62�T – 329.5Vsh 100% 1.3% 1.1%

C
la

st
ic

s

5 C77 λ = 814.6 – 182.9 ρb+1841φN – 3.62 U+2.61�T – 321.8Vsh 100% 1.3% 1.1%

Note: ∗A complete overview of all equations can be found in the Appendices A (TC), B (TD) and C (SHC), respectively.

4.1.2 Carbonates

Using SLR, ρb, φn and �T (one predictor variable) show the same
level of explained variances (R2 = 0.57 ± 0.02) and expected ame
(∼13.6 per cent). Any combination of two predictor variables al-
lows the prediction of bulk TC within a mean error between 10
and 13 per cent. The best prediction results from the combination
of �T and Vsh (R2 of 0.767 and ame of 9.8 per cent) (Table 3, eq.
A30). Smaller errors can be achieved only when the photoelectric
absorption index U is included in the MLR. The predictive ame then
is between 5 and 10 per cent for any possible log combination. Best
predictions for carbonates are achieved with ρb, U and Vsh in a three-

predictor equation (eq. A35; ame: 6.4 ± 4.9 per cent) and by addi-
tionally including �T in a four-predictor equation (eq. A44, ame:
5.4 ±4.5 per cent).

4.1.3 Clastic rocks

For clastic rocks, SLR predicts TC with an average ame not better
than 17 per cent. For two-predictor variables the best prediction is
clearly given by using log-combinations of Vsh with φn, �T or ρb

(ame: 11–13 per cent). However, increasing the number of logs up
to the maximum of five does not decrease the ame to less than
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Figure 1. Lowest arithmetic mean error to be expected for the well-log based prediction of TC, TD and SHC.

10 per cent. Even by using all five logs, 20 per cent of the TC
variance still remains unexplained. Overall, Vsh and φn seems to be
the most powerful combination for bulk TC predictions (Table 3,
eq. A 58, R2 = 0.762, ame: 11 ± 8.8 per cent).

4.2 TD prediction for synthetic rock compositions

4.2.1 Evaporites

Applying SLR to the set of evaporite rocks, the largest explained
variance is observed for the hydrogen index (R2 = 0.728), while ρb

and �T show only poor predictor capabilities (R2 < 0.01). Using
two-predictor variables in MLR, the largest explained variance is
given by ρb and φn (R2 = 0.843) resulting in a rather high ame
of 21.8 ± 23.5 per cent (Table 3, eq. B5). By adding U and �T
in the MLR, only minor improvements are observed (maximum
R2 = 0.883; minimum ame: 19 ± 19.6 per cent). The combination
of ρb and φn is recommended to predict bulk TD in evaporite rocks
(Table 3, eq. A5). Errors to be expected are 25–62, 22–60, 20–44
and 19 per cent for one-, two-, three- and four-predictor-variables
equations, respectively.

4.2.2 Carbonates

Performing SLR on the carbonate data set, φn and �T provides
the highest level of explained variances (R2 ∼ 0.75), which al-
lows predicting TD by simple correlation with an average error of
12.5 per cent. The use of two-predictor variables only slightly im-
proves the prediction quality (MLR; best values: R2 = 0.809, ame =
10.9 ± 7.8 per cent). Only by using at least three-predictor variables,
the overall ame can be reduced down to ca. 7 per cent. By using as
few as possible logs at the same time, eq. B40 (Table 3) is recom-
mended to be used for TD prediction. This equation includes �T,
Vsh and U and shows a prediction of bulk TD within a mean error of
7.9 ±6.9 per cent (R2 = 0.906).

4.2.3 Clastic rocks

For clastic rocks, TD can be predicted applying SLR with a mini-
mum ame of 16 per cent. MLR predicts TD with an average ame not
better than 13 per cent. Almost all deduced equations with at least
two-predictor variables are able to predict TD with a mean error
ranging between 13 and 15 per cent. The two-log-based equation

including Vsh and φn (Table 3, eq. B58) is recommended due to the
smallest prediction ame of 14 ± 10.9 per cent.

4.3 SHC prediction for synthetic rock compositions

4.3.1 Evaporites

Prediction of SHC for evaporite rocks is possible with a minimum
ame of 13 per cent using simple correlations to �T (R2 = 0.693)
and with a minimum ame of 6 per cent including additional
predictor variables. Sufficient prediction quality (ame between 6
and 8 per cent) can be achieved by applying MLR to various two-
and three-variable log-combinations, the best of them including
�T and U.

4.3.2 Carbonates

Using SLR, �T shows clearly the highest level of explained
variances (R2 = 0.92) and the smallest expected error (ame:
5.9 per cent). The combination of different well logs results in a
decreasing mean error with a maximum value of approx. 11 per cent
(two-predictor; exception eq. C29), 10 per cent (three-predictors),
5 per cent (four-predictors) and 2 per cent (five-predictors), respec-
tively. The combination of �T and Vsh, with the small average errors
of 3.5 per cent only (R2 = 0.973), is recommended for the prediction
of bulk SHC in carbonates (Table 3, eq. C30).

4.3.4 Clastic rocks

For clastic rocks, the same strong correlation between SHC and �T
(R2 = 0.964) was found as for carbonates. When �T is available,
reasonable SHC predictions can be achieved by using �T only (ame:
4.3 per cent). Otherwise, reliable predictions of SHC in clastic rocks
can be made by using log combinations including φn and MLR (ame:
always <5.9 per cent).

4.4 Formation specific values of TC, TD and SHC

Table 4 lists the formation-specific values of TC, TD and SHC,
calculated on basis of the well-log based predictions and the strati-
graphic profile, in conjunction with the temperature and pressure
range for the Hannover well. The calculation of TC is addressed in
Section 5.1; profiles of rock thermal properties are partly shown in

 at B
ibliothek des W

issenschaftsparks A
lbert E

instein on N
ovem

ber 30, 2015
http://gji.oxfordjournals.org/

D
ow

nloaded from
 

http://gji.oxfordjournals.org/


Thermal properties of sedimentary rocks 1983

Table 4. Mean bulk values for TC, TD and SHC for Cenozoic and Mesozoic formations of the Groß-Buchholz GT1 borehole at the Hannover location in the
NGB. Values are not corrected for temperature and pressure in situ conditions.

Depth Stratigraphy TC TD SHC Temperature Pressure

Top (m) Bottom (m) [W (mK)–1] 10–6 [m2 s–1] [J (kg K)–1] (◦C) (MPa)

0 31 Quarternary 2.85 ± 0.5 1.23 ± 0.21 1238 ± 6 13.3–14.7 0–0.8
– – Tertiary – – – – –

31 1335 Cretaceous 1.8 ± 0.6 0.8 ± 0.2 1243 ± 95 15–74 1–34
31 1335 Lower Cretaceous 1.8 ± 0.6 0.8 ± 0.2 1243 ± 95 15–74 1–34
31 270 Albian 1.8 ± 0.2 0.8 ± 0.1 1250 ± 3 15–24 1–7

270 730 Aptian 1.5 ± 0.2 0.6 ± 0.1 1254 ± 2 24–48 7–19
730 830 Barremian 1.4 ± 0.1 0.6 ± 0.1 1254 ± 2 48–53 19–21
830 1070 Hauterivian 1.5 ± 0.2 0.7 ± 0.1 1254 ± 2 53–65 21–27

1070 1140 Valanginian 2 ± 0.4 0.9 ± 0.1 1258 ± 22 65–68 27–29
1140 1335 Berriasian (Wealden) 2.9 ± 0.8 1.1 ± 0.3 1181 ± 237 68–74 29–34

1335 2375 Jurassic 2 ± 0.7 0.8 ± 0.3 1283 ± 218 74–124 34–61
1335 1600 Upper Jurassic (Malm) 2.6 ± 0.8 1.1 ± 0.4 1155 ± 300 74–85 34–41
1335 1415 Tithonian 2.3 ± 0.8 0.9 ± 0.3 1335 ± 197 74–78 34–36
1510 1590 Kimmeridgian 3.3 ± 0.3 1.6 ± 0.2 851 ± 133 82–84 39–41
1590 1600 Oxfordian 2.4 ± 0.5 1 ± 0.3 1389 ± 185 84–85 41–41
1600 1950 Middle Jurassic (Dogger) 1.9 ± 0.7 0.8 ± 0.3 1280 ± 173 85–102 41–50
1600 1675 Callovian 2.2 ± 0.6 0.9 ± 0.3 1240 ± 180 85–88 41–43
1675 1765 Bathonian 2.6 ± 0.6 1.1 ± 0.3 1106 ± 152 88–92 43–45
1765 1860 Bajocian 1.4 ± 0.2 0.6 ± 0.1 1381 ± 88 92–97 45–47
1860 1950 Aalenian 1.4 ± 0.2 0.6 ± 0.1 1383 ± 67 97–102 47–50
1950 2375 Lower Jurassic (Liassic) 1.6 ± 0.3 0.7 ± 0.1 1366 ± 135 102–124 50–61
1950 2100 Toarcian 1.6 ± 0.2 0.6 ± 0.1 1434 ± 80 102–110 50–54
2100 2180 Pliensbachian 1.6 ± 0.2 0.7 ± 0.1 1359 ± 87 110–114 54–56
2180 2290 Sinemurian 1.5 ± 0.2 0.6 ± 0.1 1388 ± 79 114–121 56–58
2290 2375 Hettangian 1.8 ± 0.3 0.8 ± 0.2 1224 ± 191 121–124 58–61

2375 3874 Triassic 3.3 ± 1.5 1.6 ± 0.7 802 ± 139 124–168 61–99
2375 2852 Keuper 2.6 ± 0.4 1.2 ± 0.2 788 ± 147 124–141 61–73
2375 2445 Upper Keuper (Exter-Fm.) 2.2 ± 0.6 1 ± 0.3 915 ± 259 124–127 61–62
2445 2795 Middle Keuper 2.7 ± 0.4 1.2 ± 0.1 770 ± 102 127–138 62–71
2445 2610 Steinmergelk.- Rt. Wand (Arnstadt-/Weser-Fm.) 2.7 ± 0.3 1.2 ± 0.1 749 ± 109 127–132 62–67
2610 2640 Schilfsandstein (Stuttgart-Fm.) 2.5 ± 0.3 1.2 ± 0.1 722 ± 80 132–133 67–67
2640 2795 Lower Gipskeuper (Grabfeld-Fm. 2.7 ± 0.4 1.2 ± 0.2 800 ± 89 133–138 67–71
2795 2852 Lower Keuper 2.6 ± 0.4 1.2 ± 0.1 742 ± 99 138–141 71–73
2795 2878 Lettenkohlenkeuper (Erfurt-Fm.) 2.7 ± 0.4 1.3 ± 0.2 736 ± 104 138–142 71–73
2852 3162 Muschelkalk 4 ± 1.6 1.9 ± 0.8 813 ± 132 141–149 73–81
2852 2878 Upper Muschelkalk (Hauptmuschelkalk-Folge) 2.8 ± 0.5 1.4 ± 0.2 728 ± 116 141–142 73–73
2878 3045 Middle Muschelkalk (Anhydrit-Folge) 5 ± 1.6 2.3 ± 0.8 807 ± 163 142–145 73–78
3045 3162 Lower Muschelkalk (Wellenkalk-Folge) 2.9 ± 0.3 1.3 ± 0.1 840 ± 55 145–149 78–81
3162 3874 Buntsandstein 3.5 ± 1.7 1.7 ± 0.8 806 ± 135 149–168 81–99
3162 3440 Upper Buntsandstein (Röt-Fm.) 4.8 ± 2.1 2.3 ± 1 923 ± 115 149–155 81–88
3440 3705 Middle Buntsandstein 2.8 ± 0.5 1.4 ± 0.2 725 ± 89 155–163 88–94
3440 3527 Solling-Folge 2.5 ± 0.3 1.2 ± 0.2 819 ± 74 155–158 88–90

– – Hardegsen-Folge – – – – –
3527 3568 Detfurth-Folge 3 ± 0.6 1.5 ± 0.2 706 ± 64 158–159 90–91
3568 3705 Volpriehausen-Folge 2.9 ± 0.4 1.5 ± 0.2 671 ± 46 159–163 91–94
3705 3874 Lower Buntsandstein 2.6 ± 0.5 1.3 ± 0.2 742 ± 78 163–168 94–99
3705 3838 Bernburg-Fm. 2.7 ± 0.5 1.3 ± 0.2 723 ± 72 163–167 94–98
3838 3874 Calvörde-Fm. 2.2 ± 0.3 1.1 ± 0.1 809 ± 57 167–168 98–99

Figs 3, 5, and 6). Due to the lack or ambiguity of appropriate correc-
tion equations to convert values from ambient to in-situ conditions,
the depth-dependent influence of temperature and pressure on TC,
TD and SHC are not considered in the calculation. The impact of
the lithological variability is reflected in the reported SD.

The lowest TC [<1.5 W (m K)−1] is observed for instance in
the Aptian, Barremian, Bajocian and Aalenian sections that are
dominated by claystones and clayey marlstones; the highest TC
[>4.0 W (m K)−1] is observed in the Middle Muschelkalk and
in some intervals of the Upper Buntsandstein, mainly caused by

anhydrite and rock salt. The values of the latter two stratigraphic
units exhibit high SD, indicating large lithological variability. The
average TC of the whole Triassic [3.33 ± 1.48 W (m K)−1] is
significantly higher than the average TC of the Lower Cretaceous
[1.77 ± 0.61 W (m K)−1]. Values for TD show the same pattern
as TC, while values for SHC show a reverse pattern (high TC val-
ues associated with small SHC values and vice versa). The highest
SHC is observed in the Jurassic and Cretaceous, especially in the
clay-rich formations of the Oxfordian, Bajocian, Aalenian and Toar-
cian. Considering the prediction quality of the equations applied to
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1984 S. Fuchs, N. Balling and A. Förster

Figure 2. Study area and borehole sites in Northern and Central Europe. Basins: SPB: Southern Permian Basin, NPB: Northern Permian Basin, NGB: North
German Basin, DB: Danish Basin, MB: Molasse Basin. Outlines of Permian Basins after Ziegler (1990).

generate the continuous profiles, the uncertainties of the calculated
formation thermal parameters are assumed to range between 5 and
46 per cent (median: 12 per cent) for TC, 7 and 60 per cent (median:
15 per cent) for TD and 1 and 25 per cent (median: 3 per cent) for
SHC, respectively.

5 VA L I DAT I O N

The validation of predicted values of TC, TD, SHC and subsurface-
temperature predictions is performed by using a large data set com-
piled from boreholes of three continental sedimentary basins in
central and northern Europe (Fig. 2). The basins differ with regard
to basin history and sedimentation. Petrophysical well logs, temper-
ature data and laboratory TC data used are from four wells of the
North Germany Basin (NGB), one well of the Danish Basin (DB)
and one well of the Molasse Basin (MB), respectively. The NGB
data set (site A: Ketzin, 3 wells, max depth: ca. 0.8 km; site B: Han-
nover, 1 well, max. depth: ca. 3.9 km) is the same as used before
and described in detail by Fuchs & Förster (2014). Additional data
from the MB (site C: Bad-Wurzach borehole) are from Hartmann
et al. (2005) and the State Office of Geology, Raw Materials and
Mining in Freiburg (LGRB). The borehole at this site is drilled to a
total depth of ca. 850 m into a Tertiary Flysch sequence (Upper Ma-
rine Molasse formation). Well-log, temperature and laboratory data
are available from a cored section between 570 and 810 m depth
(with courtesy of Andreas Hartmann, Volker Rath and Christopher
Clauser). An extension of the previously used database is made with
borehole data from the DB. Well-log data used are from the Aars-1
well, which was drilled to a depth of 3.4 km in the Upper Keuper.
A series of high-precision temperature profiles (measured by N.
Balling and his group at Aarhus University) are available, and the
most recent one from 2014 is used for this study.

5.1 Measured versus predicted TC

Predictions of bulk TC are compared with laboratory-measured TC
values from the NGB and the MB data, respectively. This data set,
consisting of clastic rocks, allows evaluating eqs A47 to A77 (listed
in Appendix A). Average deviations between predicted and mea-
sured values are calculated from the absolute deviations, either for
specific geological formations or for the full data set (listed in the
electronic supplementary material Table T1). One-metre-running
averages of well-log based predictions (scale: ∼0.35–0.5 m) and
laboratory-measured TC values (scale: ∼0.01 m) are used in the
calculation to honor the different scale of well-logs and labora-
tory measurements. Depth-dependent influences of temperature and
pressure are a priori not considered.

In general, the prediction potential of the derived equations varies
significantly depending on type and number of the well logs in-
cluded, and, to a minor extent, on the geological formation. Almost
half of the well-log combinations allow predicting TC (full data
set) with a mean deviation averaging to about 15 per cent. Remain-
ing equations show larger mean deviations ranging between 15 and
30 per cent. However, most of the equations closely reproduce ob-
served changes in TC along geological sections as shown for two
examples in Fig. 3.

For the individual geological formations, the smallest predic-
tion deviations are 5.8 ± 4.5 per cent (A61, Süßwassermolasse,
MB), 8.8 ± 5.5 per cent (A77, Middle Buntsandstein, NGB),
10.7 ± 10.3 per cent (A75, Stuttgart Fm., NGB) and
14.0 ± 9.4 per cent (A63, Wealden Fm., NGB). For the full data set,
the smallest prediction deviation is obtained by applying eq A76
(including φn, �T, ρb and Vsh), which allows TC predictions with
a mean deviation of 15.0 ± 11.5 per cent (rms = 17.7 per cent).
Deviations (mean, rms) for each equation are documented in
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Figure 3. Validation example for the NGB (upper panel, Detfurth Formation, Middle Buntsandstein, Hannover location) and for the MB (lower panel,
Tertiary, Bad-Wurzbach location). (a) Predicted TC profiles (black: individual predictions by applying different equations; dark green: average predicted value
for selected equations, light green: expected mean error range) versus measured TC profiles (dark grey circles: measuring points, dashed thick black line:
1m-running average of measured data). (b) Scatter plot of predicted versus measured TC. (c) Histogram showing the distribution of the ame between measured
and predicted bulk TC.
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Figure 4. Scatter plot and histograms of the deviations between measured and predicted TC for the best well log combination for each number of well logs
(1–5).

Appendix A. Scatter plot and histogram of the lowest deviations
(best equation) between measured and predicted values are given
for each number of well logs (min: 1; max: 5) for the whole data set
in Fig. 4.

A detailed overview of the deviations is listed in the electronic
supplementary material Table T1 for the complete data set as
well as for the single formations. When comparing these devia-
tions with those calculated from application to the test set (syn-
thetic data set, Section 4), small differences can be observed. The
averaged mean prediction deviation for all clastic equations cal-
culated is 5.2 per cent points higher for the subsurface data set
(ca. 18.4 per cent) than for the test set of the synthetic data set
(∼13.6 per cent). While the test-set mean errors are found by the
statistical methods applied to deduce the prediction equations and by
the assumptions made during the method development, the slightly
larger subsurface-set mean deviations cover additional uncertainties
originating from the well-log measurement and the interpretation
processes. Consequently, errors calculated from the test data set can
be considered as a minimum prediction uncertainty (lower error
limit), whereas subsurface-set mean deviations may be assumed to
be close to the upper limit for real applications.

However, mean deviations reported in this chapter are calculated
based on the absolute deviations, which, as a very conservative as-
sumption, reflect TC predictions that are either always too high or
too low compared to the measured TC. Considering that prediction
errors of TC most likely are more or less randomly too high or too
low, TC predicted along a borehole profile (e.g. for specific geolog-
ical units) is expected to result in values of generally significantly
lower uncertainty (Fig. 3). The mean formation TC, calculated from
the predicted values, is 3.4 ± 0.4 W (m K)−1 [Middle Buntsandstein,
the NGB example] and 2.9 ± 0.2 [Süßwassermolasse, the MB exam-
ple] compared with 3.7 ± 0.6 W (m K)−1 and 2.9 ± 0.2 W (m K)−1

for the measured values, respectively. The difference between pre-
dicted and measured formation TC amounts to 7.9 and 2.5 per cent
and therewith is lower than those indicated by the equations
mean deviations (9.6 and 5.8 per cent) reported above. This scale-
dependent reduction of the TC variability has to be taken into ac-

count when estimating the resulting uncertainties of interval heat-
flow-density values.

Previous studies on the prediction of TC (e.g. Goss & Combs
1976; Evans 1977; Molnar & Hodge 1982; Blackwell & Steele
1989; Hartmann et al. 2005) emphasized that empirical equations
for the calculation of TC are valid only for the geological for-
mations/materials for which they were determined. Equations de-
veloped in this study (listed in Appendix A) are deduced from a
synthetic data set, and seem to be unaffected by this limitation and
therefore valid for all the analysed formations and thus a broad
range of continental sedimentary basins. Based on the validation
of the predictions on the comprehensive database presented, we as-
sume that the presented equations can be applied successfully also
for any other clastic rocks in continental sedimentary basins. Ad-
ditional data are needed to further validate the prediction equations
for carbonate and evaporite rocks (Appendices B and C).

5.2 Measured versus predicted temperature profiles

Modelling of the subsurface temperature field is performed by ap-
plying a solution to the heat equation (eq. 3) with prescribed values
of heat flow, TC and RHP. Thus, the quality of predicted TC values
can be tested by analysing the fit of temperatures modelled with
eq. (5) to high-quality borehole temperature logs.

All temperature logs used in this study were measured with a
maximum sample interval of 0.1 m with logging systems having
a precision generally better than 0.01 K. The temperature profiles
were logged at least 1 yr after borehole completion and thus regarded
as representing borehole thermal equilibrium with temperatures and
temperature gradients not significantly affected by the mud circula-
tion during the drilling process.

Temperature profiles are calculated from temperature-gradient
profiles computed on the basis of a site-specific heat-flow profile
and predicted in situ bulk TC using eq. 5. This computation was
performed for borehole sections of 3.9 km length at the Hannover
site (NGB) and of 2.4 km length at the Aars site (DB). Site specific
heat-flow values applied in this study are: 79 mW m−2 (Hannover
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Table 5. Comparison of logged and computed temperatures obtained using predicted bulk TC profiles for two boreholes (Groß Buchholz, NGB and
Aars 1, DB).

Logged T Predicted T Error

Top Bottom Length Top Bottom � Top � Interval Total
Well (m) (m) (m) (◦C) (◦C) (◦C) (◦C) (◦C) (per cent) (◦C km–1)

Groß Buchholz GT 1 1000 3874 2874 61.6 168.2 106.6 61.0 –0.6 0.6 0.2
Aars 1 1000 3185 2185 29.4 105.7 76.3 32.0 –2.6 3.4 1.2

Total length: 5059 m Mean: 1.8 per cent 0.6 ◦C km–1

Note: Predicted temperature is modelled from bottom upwards. �predicted T is the difference between the top-logged and top-predicted temperature
value. The interval error is calculated as quotient of �predicted T and �logged T. The total error is calculated as quotient of �predicted T and the total
length of borehole section.

location at 3800 m depth; Orilski et al. 2010) and 74 mW m−2

(Aars location at 2400 m depth; Balling 1992). Starting from these
reference points, heat-flow profiles are calculated considering the
RHP of the sedimentary succession by applying the relation re-
ported in Bücker & Rybach (1996). Thus, the heat flow used for
the temperature modelling ranges between 79 and 84.8 mW m−2

(Hannover) and between 72.9 and 75.2 mW m−2 (Aars). Calcu-
lation of the bulk TC profiles along continuous borehole sec-
tions demands a differentiation between different types of sedi-
mentary rocks into evaporites, carbonate and clastic rocks. This is
made using standard lithology mapping techniques (e.g. Asquith &
Gibson 1982; Serra 1984) combining information from well logs
and lithological descriptions from the mud reports. Then, bulk TC
is calculated section-wise based on the prediction equation (listed in
Appendix A) with the smallest indicated error for both the sedimen-
tary rock group and the specific log combination in each section.
Finally, a complete bulk TC profile is merged from all section-wise
calculated TC profiles (44 sections for Hannover and 3 sections
for Aars, Fig. 5). Accordingly, the mean prediction error to be ex-
pected along the borehole profile varies depending on the number
of sections for which different predictive equations were applied.
Predicted TC values were corrected to in situ values by applying
empirical equations considering pressure (Fuchs & Förster 2014)
and temperature (Somerton 1992; Zoth & Haenel 1988 where rock
salt occurs).

The predicted temperature-gradient profiles, shown in Fig. 5 for
the example of the NGB (Hannover) and the DB (Aars), fully reflect
the changes in lithology along the borehole. Overall, approximately
80 per cent of the temperature gradients at both locations show ab-
solute errors <10 ◦C km−1. The largest differences are observed
between 1290 and 1370 m (Lower Cretaceous) and between 1635
and 1765 m (Middle Jurassic) for the Hannover location and be-
tween 1800 and 2130 m (Lower Cretaceous) and between 2620
and 2950 m depth (Lower Jurassic) for the Aars location. On av-
erage (median), these differences between measured and modelled
temperature gradients are <5 ◦C km−1. Maximum differences in
temperature gradients seem to occur particularly in layers of low
porosity clay-rich units, where anisotropy in TC likely exists. This
effect is difficult to quantify by any indirect method and further
work is needed.

For both sites, the maximum difference in absolute temperature
(modelled versus measured, Fig. 5) along the borehole profiles is
<3 ◦C. If a fixed bottom temperature value is considered the differ-
ence between modelled and measured temperature below 1000 m
depth is 0.58 per cent (Hannover location) and 3.44 per cent (Aars
location; Table 5), respectively. Such a match in temperature is fully
acceptable (average difference: 1.8 per cent) and meets the criteria
suggested by Fuchs & Förster (2014) that an acceptable uncertainty

for a modelled temperature profile would be on the order of 5–10
per cent. Ignoring the influence of temperature and pressure on the
in situ TC would increase the absolute error to 8.2 (Hannover) and
5.4 per cent (Aars; average: 7.0 per cent).

5.3 Calculated versus predicted bulk density

Due to a general lack of measured TD and SHC data, it is hardly
possible to directly validate the new well-log based prediction equa-
tions (Appendices B and C). This problem is circumnavigated by
using an indirect validation approach. Based on eq. (1), only those
prediction equations for TC, TD, and SHC were used in which den-
sity is not an input variable. This means that predicted bulk-density
profiles are completely independent of the logged density profiles.
The average uncertainty of the individual predictions for TC and
SHC are used to quantify the propagation of uncertainty for the
calculated bulk density. A sufficient validation of the selected TD
and the SHC equations is fulfilled if the measured bulk density (log
values) is within the range of calculated bulk density plus/minus
the quantified propagation of uncertainty. For the Hannover ex-
ample (Fig. 6), the stepwise calculation of TC, TD and SHC was
performed consistently using the same well-log combination within
each section. Thereby, effects that can occur by using equations
based on different log combinations, and thus of varying prediction
quality, are avoided. The calculated profiles of TC, TD and SHC
mirror the changes in lithology quite well. Predicted bulk density
is for 92 per cent of data within the expected range of values. How-
ever, further validation based on laboratory measured SHC and TD
data is required to confirm the results of this indirect validation
approach.

6 D I S C U S S I O N A N D A P P L I C AT I O N S

Development and application of the presented prediction equa-
tions for TC, TD and SHC are associated with a number of un-
certainties. The applied ‘multimineral approach’ is based on three
general assumptions: (1) that the global compositional variabil-
ity in sedimentary rocks deposited in continental basins is ad-
equately displayed by the 15 major rock-forming minerals and
their range defined in Table 2; (2) that well-log response equa-
tions, mixing models (Section 2.2), and well-log-response values
(Table 1) are sufficiently known to explain the ‘true’ values and
(3) that multiple regression techniques are suitable for the explo-
ration of the interrelations between parameters. Furthermore, when
applying the prediction equations, accuracy depends on the uncer-
tainties associated to the applied statistical equation, the technical
quality of the well logs and the quality of the well-log
interpretation itself. In most cases, users have little influence on
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Figure 5. (a) Comparison of measured and predicted temperature and temperature gradients. Lithological descriptions are from combined analysis of drill
cores, cuttings and well-log interpretation. Equations are selected regarding to the major sedimentary rock group and the available well logs. (b) Histograms
showing the temperature-prediction errors as deviations between measured and predicted temperatures along the borehole. (c) Absolute error in temperature
prediction accumulated along the borehole profile.
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Thermal properties of sedimentary rocks 1989

Figure 6. Validation of the well-logged based predictions of TC, TD and
SHC by comparing logged bulk density with bulk density calculated follow-
ing eq. (1). Examples shown are from the NGB (Hannover location).

other sources of uncertainty than the well-log interpretation. Re-
garding the prediction equations developed here, the quality of the
following logging responses is important: neutron index, bulk den-
sity, sonic interval transit time, photoelectric factor log (for cal-
culation of photoelectric absorption index U) and gamma ray (for
Vsh calculation). As Vsh can be calculated from different sources, a
spontaneous potential log has to be considered also, especially for
older boreholes.

The accuracy of the predicted thermal parameters varies consid-
erably for each parameter, the available log combination including
the significance of the different logs as well as for the specific sedi-
mentary rock group. Log readings should be correctly calibrated and
rectified from environmental effects (e.g. logging speed and bore-
hole effects, such as mud type, borehole diameter, tool positioning,
mud cake and casing) to reduce uncertainties. Large impacts are
known; for example, for the borehole size (borehole breakouts) on
the sonic log. As the Vsh has a large impact in many of the proposed
prediction equations, its determination should be done carefully.

Furthermore, some of the petrophysical properties are sensitive
to pressure and temperature (e.g. sonic log, hydrogen index), while
others are only minor affected (e.g. density log) or not affected
at all (e.g. gamma ray). This is relevant for the comparison of
thermal properties at ambient and in situ conditions, whereby the
latter is most important for our purpose. For the gamma ray, no
temperature-pressure effect on the log reading is to be expected
because this log depends on the statistically random, spontaneous
decay of atoms. Thus, the resulting thermal-property predictions
are unaffected by any temperature and pressure-induced change

in the log reading with depth (basic mineral values for statistical
analysis are values under ambient conditions, cf. Section 3). Both
sonic log and hydrogen index parameters show an increase with
increasing pressure and a decrease with increasing temperature.
Thus, a part of the temperature/pressure dependence of TC (vice
versa of SHC and thus of TD as well) is probably already considered
in the log reading of DT and NPHI. Post-processing of the predicted
thermal-property values with an additional, empirically based in-
situ correction might here result in an over correction (case: TC)
or under correction (case: SHC). However, further studies on this
problem are needed before a general in-situ correction procedure is
available for the simultaneous temperature and pressure dependence
of TC, SHC and TD.

6.1 Comparison with previously published equations

Fuchs & Förster (2014) discussed a large number of studies known
from the literature of the past nine decades dealing with well-log
based TC prediction equations. For a most promising subset of these
equations, they evaluated the applicability and the prediction quality
and compared them with the results of their newly developed matrix
TC prediction equations. They obtained an average prediction error
(ame: 16 ± 15 per cent) for the matrix TC equations, which is in
fact slightly higher than for an applied benchmark equation (sta-
tistical best fit on the subsurface data set, ame: 11 ± 10 per cent),
but considerably lower than for any previously published and tested
equation (ame mainly between 20 and 30 per cent, some higher, up
to 50 per cent). For the first time, it was demonstrated on a compre-
hensive data set that empirical equations developed on a synthetic
data set are superior in terms of applicability to those developed on
the basis of rock sample collections. In general, equations that are
deduced for specific rock collections always represent a statistical
optimum for this specific data set. Sometimes, perhaps as a coinci-
dence, they show also good results for other data sets, which may
be similar to the tested one.

We consider the use of large synthetic data sets for the equa-
tion development as a superior procedure to achieve a reliable TC
prediction for a wide range of sedimentary rocks. Therefore, pre-
diction quality is compared with the prediction quality of Fuchs &
Förster (2014). Additionally, an inverse method is applied, which
derives the major lithology of rocks from well logs (Savre 1963;
Doveton & Cable 1979; Quirein et al. 1986). A four-component
model is computed which considers the volume fractions of sand-
stone, shale, carbonate and porosity. By applying the geometric-
mean model (eq. 10), bulk TC is then calculated for the respective
lithotypes using textbook TC values (e.g. Merkel et al. 1976; Dove
& Williams 1989; Brigaud et al. 1990; Demongodin, et al. 1991;
Vasseur et al. 1995; Midttømme et al. 1997; Hartmann et al. 2005).
The geometric-mean model is also used to calculate bulk TC from
porosity and matrix TC, the latter derived from equations published
by Fuchs & Förster (2014). Deviations are quantified as a ‘prediction
error’.

The overall mean error (18.2 ± 4.1 per cent; median of all mean
errors of eqs A47–A77) to be expected in the application of bulk TC
equations to clastic rocks is insignificantly higher (paired t-test, p
> 0.9, n = 31) than for the matrix TC equations (17.8 ± 6.2 per cent)
(cf. Fig. 7). The puzzling influence of porosity on the interrelations
of TC with logged petrophysical properties, and thus on the deduced
equations, noticed by Fuchs & Förster (2014), cannot be observed
in our evaluation. The average error of the bulk TC equations shows
a smaller variability than that for the matrix TC equations. As can
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Figure 7. Average prediction errors for different well-log combinations compared on the subsurface data set of this study for the application of the new
prediction equations (Appendix A), for the approach of Fuchs and Förster (2014) and for the inverse modelling (cf. Section 6.2).

be seen from Fig. 7, both approaches are superior to the four-
component inverse prediction approach (30.1 ± 11.8 per cent). As
the new prediction equations show comparable results to the ap-
proach of Fuchs & Förster (2014), it can be fairly assumed that
they also excel in quality previously published empirical prediction
equations evaluated in Fuchs & Förster (2014).

6.2 Palaeoclimatic impact obtained from well-log data

The well-log based prediction of TC is a valuable tool to provide
data that can be used to analyze the effect of palaeoclimate upon the
subsurface thermal structure, in particular in the situation of hav-
ing no core and hence no TC data from laboratory measurements.
A potential palaeoclimatic influence on both the shallow temper-
ature versus depth and heat flow versus depth profiles has been
known for a long time (e.g. Birch 1948; Čermák 1976; Kukkonen
& Šafanda 1996). Several studies have addressed this problem
specifically for the area of northern and central Europe (e.g.
Clauser et al. 1997; Hartmann & Rath 2005; Norden et al. 2008;
Majorowicz & Wybraniec 2010; Westaway & Younger 2013), how-
ever, no such evaluation was conducted yet for the NGB, due to the
lack of reliable TC values. Knowledge about the effect of palaeo-
climate is important in particular for the specification of boundary
conditions (heat-flow boundary) for subsurface thermal modelling,
as well as for the calibration and validation of numerical temperature
models with respect to measured temperature data.

The well-log based prediction of TC demonstrated in this study
allows for the first time to evaluate the palaeoclimatic impact in
the NGB on the example of the Hannover site. The high-resolution
temperature-log profile and the predicted TC profile (in situ con-
ditions) are used to calculate temperature gradients (Fig. 8) (as
described in Section 5.2) and in turn heat flow versus depth. Tem-
perature gradients are averaged for 200-m intervals to reduce short-

wave lithological impacts. Deviations between predicted and mea-
sured average temperature gradients are generally small in depth
intervals below 1100 m with both positive and negative values (the
average is –0.17 ◦C km−1), whereas deviations above 1100 m are all
negative and with an average of –7.32 ◦C km−1. Heat flow calculated
from the measured temperature-gradient profile and the predicted
well-log based TC profile is evidently reduced in the upper part
of the borehole section (Fig. 8). While heat flow below 1100 m
depth averages to ca. 84 ± 7 mW m−2, average heat flow above
700 m depth is on the order of 68 ± 7 mW m−2. The extrapolated
surface heat flow is ca. 60 mW m−2, which is 25 mW m−2 lower
than the heat-flow value from greater depth (cf. Section 5.2). The
observed heat-flow reduction is supported by a heat-flow value of
59 mW m−2 reported for the Wealden Formation at approx. 1200 m
depth (Orilski et al. 2010).

A significant overprint of the temperature by advective heat trans-
port in Jurassic and Cretaceous aquifers can be excluded, because of
the general correlation of changes in measured temperature-gradient
values to lithology (and hence TC), and no sign of significant fluid
flow in the temperature profile. We interpret the reduction in temper-
ature gradients and heat flow as a clear evidence for the palaeocli-
matic impact of the last glacial periods on subsurface temperatures,
given the fact that heat advection in aquifers is not effective at the
borehole site.

The palaeoclimatic impact quantified at the Hannover loca-
tion is on the same order as theoretical models show (Norden
et al. 2008). These models, based on palaeoclimatic data com-
piled by Zoth & Haenel (1988), also result in substantial temper-
ature gradient perturbations (up to 8 ◦C km−1 compared to 10–12
◦C km−1, this work) from the surface down to some hundred me-
ters. Thus it is not surprising that the location-specific terrestrial
surface heat flow of 84.8 mW m−2 (this study) is within the range
of values (68–91 mW m−2) reported by Norden et al. (2008) as
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Figure 8. Estimation of the palaeoclimatic impact on the temperature-gradient profile at the Hannover location (NGB). Analysis based on the comparison of
temperature gradients processed from temperature logs and temperature gradients calculated from TC profiles and given heat flow. Temperature gradients and
calculated heat-flow density are shown as 200-m-mean values (grey segments) and as 600-m running average (dotted line).

palaeoclimatically undisturbed values typical for the eastern part of
the NGB.

Beyond the general quantification of the palaeoclimate impact on
heat flow and temperature gradients, TD profiles calculated from
well logs form the basis for the study of the downward propagation
of surface temperature signals and thus a direct reconstruction of
the time-dependent palaeoclimatic signal. This allows determining

new time-temperature series. However, this aim is clearly beyond
the scope of this study.

7 C O N C LU S I O N S

We established new well-log based prediction equations for TC,
TD and SHC of rocks in continental sedimentary basins. Presented
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equations derived from a ‘synthetic data set’ of common sedimen-
tary rocks describe interrelations between rock thermal properties
and standard well-log data (bulk density, natural gamma-ray, sonic
interval transit time, hydrogen index, photoelectric factor, and petro-
physical descriptors derived from these). The presented prediction
equations provide TC, TD and SHC within acceptable uncertain-
ties. For the application of these equations to a geological site,
no additional knowledge of the specific rocks types and/or their
mineral composition is required. In that regard, the equations can
be considered as being universally applicable.

A most obvious advantage of having calculated TC profiles at
one’s disposal is their use in heat-flow analysis. A comparison of
modelled and measured temperature profiles and temperature gra-
dients allows furthermore for a quantification of the palaeoclimatic
effect. Those quantifications are most important for sedimentary
basins in regions that have been affected by past glaciations. The
study of the depth range affected by palaeoclimate perturbations
and of the effects on vertical heat flow is most important for re-
gional thermal models in which heat flow acts as a thermal bound-
ary condition. The use of a climatically perturbed heat-flow value
may significantly alter the temperature predictions made for greater
depth. Thus, temperature models developed in a heat-conduction
domain showing a misfit of calculated and measured temperatures
at shallow depth do not necessarily point to an advective overprint
on temperatures but mimic palaeoclimate.

The availability of entire borehole profiles of rock thermal prop-
erties allows for new databases that are otherwise not available.
Thermal-conductivity profiles allow for high-resolution steady-state
thermal models from which temperature models/maps can be re-
trieved. Those models are largely employed in academic research
as well as in petroleum-system assessments. In turn, TD and SHC
profiles can be implemented in studies of the transient temperature
field in pure and applied geothermics (e.g. in palaeoclimate research
and in the lifetime analysis of geothermal installations).
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Eq. # No. of Bulk-TC-prediction equations [TCB in W (mK)−1] R2 Mean SD Rms

logs bo bRHOB bPHIN bU bDT bVSH [per cent]

A1 1 5.31 –0.809 ρb 0.020 46.3 51.0 68.7
A2 1 5.34 –8.14 ϕN 0.741 18.0 14.5 23.1
A3 1 –0.93 +0.437 U 0.312 37.8 30.9 48.7
A4 1 3.73 –0.00117 �T 0.002 45.8 47.8 65.9

A5 2 10.73 –2.223 ρb –9.21 ϕN 0.903 11.4 11.0 15.8
A6 2 2.09 –1.504 ρb +0.483 U 0.386 37.1 33.1 49.5
A7 2 15.69 –3.455 ρb –0.01725 �T 0.116 46.3 58.3 74.1
A8 2 5.34 –8.14 ϕN +0.000 U 0.740 18.0 14.5 23.1
A9 2 3.46 –9.07 ϕN +0.00847 �T 0.814 16.7 15.3 22.6
A10 2 –2.25 +0.469 U +0.00405 �T 0.327 37.3 29.9 47.6

A11 3 10.52 –2.227 ρb –9.07 ϕN +0.019 U 0.903 11.6 10.8 15.8

E
va

po
ri

te
s

(n
=

28
6)

A12 3 14.40 –3.157 ρb –8.97 ϕN –0.00634 �T 0.915 11.2 9.7 14.8
A13 3 8.50 –3.032 ρb +0.450 U –0.01028 �T 0.418 37.3 39.1 53.9
A14 3 3.11 –8.86 ϕN +0.028 U +0.00855 �T 0.815 16.9 15.1 22.6
A15 4 14.32 –3.153 ρb –8.93 ϕN +0.005 U –0.00631 �T 0.915 11.2 9.8 14.8

A16 1 –4.45 +2.985 ρb 0.560 13.7 11.6 17.9

A17 1 3.92 –5.11 ϕN 0.591 13.6 10.4 17.1
A18 1 1.76 +0.118 U 0.065 21.1 15.2 26.0
A19 1 5.56 –0.01200 �T 0.556 13.6 10.1 17.0
A20 1 3.60 –1.96 Vsh 0.395 17.2 11.6 20.7

A21 2 0.08 +1.411 ρb –3.15 ϕN 0.630 12.8 10.0 16.2
A22 2 –6.45 +4.648 ρb –0.270 U 0.724 11.4 9.3 14.7
A23 2 0.24 +1.632 ρb –0.00600 �T 0.587 13.2 10.4 16.8
A24 2 –2.40 +2.393 ρb –1.29 Vsh 0.709 11.6 8.4 14.3
A25 2 4.84 –5.88 ϕN –0.101 U 0.625 13.1 10.8 17.0
A26 2 4.43 –3.78 ϕN –0.00340 �T 0.597 13.4 10.3 16.9
A27 2 4.24 –4.08 ϕN –1.17 Vsh 0.707 11.4 8.2 14.1
A28 2 7.02 –0.120 U –0.01418 �T 0.601 13.4 10.6 17.1
A29 2 3.39 +0.025 U –1.90 Vsh 0.397 17.0 11.7 20.6
A30 2 5.84 –0.00997 �T –1.48 Vsh 0.767 9.8 7.2 12.1

A31 3 –2.80 +3.301 ρb –2.43 ϕN –0.248 U 0.764 10.6 8.5 13.6
A32 3 –1.39 +1.763 ρb –4.01 ϕN +0.00344 �T 0.633 12.8 10.0 16.3
A33 3 0.59 +1.340 ρb –2.24 ϕN –1.15 Vsh 0.742 10.7 7.8 13.2
A34 3 –4.37 +4.005 ρb –0.259 U –0.00253 �T 0.729 11.3 9.1 14.5

C
ar

bo
na

te
s

(n
=

15
,7

64
)

A35 3 –4.37 +4.178 ρb –0.302 U –1.45 Vsh 0.912 6.4 4.9 8.0
A36 3 5.01 +0.254 ρb –0.00910 �T –1.45 Vsh 0.768 9.8 7.2 12.1
A37 3 5.88 –3.74 ϕN –0.119 U –0.00582 �T 0.641 12.7 10.6 16.6
A38 3 5.46 –4.97 ϕN –0.130 U –1.28 Vsh 0.762 10.7 8.0 13.4
A39 3 6.19 +1.08 ϕN –0.01226 �T –1.58 Vsh 0.769 9.7 7.1 12.0
A40 3 8.24 –0.194 U –0.01345 �T –1.74 Vsh 0.877 7.6 6.2 9.8

A41 4 –6.19 +4.191 ρb –4.25 ϕN –0.264 U +0.00749 �T 0.781 10.4 8.3 13.3
A42 4 –2.67 +3.534 ρb –1.21 ϕN –0.290 U –1.37 Vsh 0.921 6.0 4.6 7.6
A43 4 5.77 +0.119 ρb +1.00 ϕN –0.01168 �T –1.56 Vsh 0.770 9.7 7.1 12.0
A44 4 0.33 +2.731 ρb –0.280 U –0.00559 �T –1.54 Vsh 0.933 5.4 4.5 7.0
A45 4 9.12 +2.36 ϕN –0.204 U –0.01863 �T –1.97 Vsh 0.888 7.2 5.8 9.3

A46 5 1.15 +2.587 ρb +1.08 ϕN –0.280 U –0.00838 �T –1.66 Vsh 0.935 5.2 4.6 6.9
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(Continued.)

Eq. # No. of Bulk-TC-prediction equations [TCB in W (mK)−1] R2 Mean SD Rms

logs bo bRHOB bPHIN bU bDT bVSH [per cent]

A47 1 –3.30 +2.361 ρb 0.364 17.6 13.2 22.0
A48 1 3.41 –4.83 ϕN 0.511 15.4 11.2 19.0
A49 1 2.14 +0.029 U 0.004 23.0 16.2 28.1
A50 1 4.81 –0.00974 �T 0.376 17.5 12.0 21.2
A51 1 3.60 –2.31 Vsh 0.455 17.0 12.5 21.1

A52 2 2.52 +0.331 ρb –4.38 ϕN 0.513 15.3 11.2 18.9
A53 2 –5.70 +4.364 ρb –0.335 U 0.628 13.7 10.6 17.3
A54 2 1.14 +1.117 ρb –0.00578 �T 0.396 17.2 12.2 21.0
A55 2 –1.28 +1.974 ρb –2.02 Vsh 0.703 12.6 9.7 15.9
A56 2 4.03 –5.17 ϕN –0.077 U 0.536 15.1 11.5 19.0
A57 2 1.01 –10.87 ϕN +0.01474 �T 0.578 14.4 11.1 18.2
A58 2 4.17 –3.89 ϕN –1.78 Vsh 0.762 11.0 8.8 14.1
A59 2 6.20 –0.126 U –0.01170 �T 0.435 16.7 12.4 20.7
A60 2 2.90 +0.115 U –2.52 Vsh 0.513 15.9 11.8 19.8
A61 2 5.59 –0.00840 �T –2.05 Vsh 0.730 11.7 9.3 15.0

A62 3 –3.87 +3.577 ρb –1.15 ϕN –0.293 U 0.634 13.5 10.4 17.1
A63 3 –6.93 +2.226 ρb –12.64 ϕN +0.02662 �T 0.650 13.0 10.3 16.6
A64 3 2.54 +0.609 ρb –3.03 ϕN –1.81 Vsh 0.771 10.8 8.6 13.8
A65 3 0.94 –10.95 ϕN +0.003 U +0.01498 �T 0.578 14.4 11.1 18.1
A66 3 4.08 –3.82 ϕN +0.013 U –1.81 Vsh 0.763 11.0 8.7 14.0

C
la

st
ic

ro
ck

s
(n

=
15

1,
02

1)

A67 3 3.66 –5.13 ϕN +0.00293 �T –1.70 Vsh 0.764 11.0 8.7 14.0
A68 3 5.76 –0.018 U –0.00870 �T –2.01 Vsh 0.731 11.7 9.3 15.0
A69 3 3.34 +0.681 ρb –0.00600 �T –2.03 Vsh 0.737 11.6 9.2 14.8
A70 3 –7.95 +5.097 ρb –0.360 U +0.00270 �T 0.633 13.7 10.6 17.3
A71 3 –3.14 +3.187 ρb –0.186 U –1.49 Vsh 0.761 11.2 9.0 14.3

A72 4 –10.01 +4.361 ρb –8.55 ϕN –0.226 U +0.02145 �T 0.717 12.0 9.5 15.3
A73 4 0.36 +1.685 ρb –2.09 ϕN –0.100 U –1.59 Vsh 0.781 10.6 8.6 13.6
A74 4 –1.55 +1.386 ρb –6.81 ϕN +0.01152 �T –1.53 Vsh 0.790 10.4 8.1 13.2
A75 4 –1.06 +2.491 ρb –0.155 U –0.00230 �T –1.58 Vsh 0.765 11.0 8.9 14.2
A76 4 2.94 –6.00 ϕN +0.038 U +0.00551 �T –1.73 Vsh 0.768 10.8 8.5 13.8

A77 5 –3.60 +2.416 ρb –5.84 ϕN –0.097 U +0.01133 �T –1.32 Vsh 0.800 10.2 8.1 13.0

Note: Equations are formulated with unstandardized regression coefficients. R2 is calculated on the synthetic regression set; mean, sd, and rms are calculated
on the synthetic testing set. Reduced number of equations for evaporites is induced by non-correlation of VSH to the set of evaporites. For abbreviations see
the Appendix D. Multiple regression equations are basically read as: α = b0 + bRHOB · RHOB + bPHIN · PHIN + bU · U + bDT · DT + bVSH · VSH. Bx

are unstandardized regression coefficients listed in the appendix, greek letters are well-log values. Where a specific regression coefficient is not noted, the
associated well-log type is not included in the regression.
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Eq. # No. of logs Bulk-TD-prediction equations [TD in 10−6 m2 s−1] R2 Mean SD Rms

bo bRHOB bPHIN bU bDT bVSH [per cent]

B1 1 2.09 −0.27 ρb 0.005 61.9 68.5 92.0
B2 1 2.49 −4.35 ϕN 0.728 25.2 27.9 37.5
B3 1 −1.25 +0.27 U 0.417 42.6 33.5 54.0
B4 1 1.91 −0.00180 �T 0.009 60.7 63.0 87.2

B5 2 4.94 −1.01 ρb −4.84 ϕN 0.843 21.8 23.5 31.9
B6 2 0.14 −0.69 ρb +0.29 U 0.470 43.1 36.0 56.0
B7 2 8.50 −1.90 ρb −0.01065 �T 0.132 60.5 79.3 99.2
B8 2 1.70 −3.83 ϕN +0.07 U 0.742 25.3 26.8 36.7
B9 2 1.78 −4.71 ϕN +0.00321 �T 0.764 26.8 28.9 39.3
B10 2 −1.69 +0.28 U +0.00135 �T 0.421 42.3 32.9 53.5

B11 3 4.10 −1.03 ρb −4.26 ϕN +0.07 U 0.861 20.8 22.4 30.4

E
va

po
ri

te
s

(n
=

28
6)

B12 3 7.83 −1.75 ρb −4.65 ϕN −0.00499 �T 0.870 19.6 19.5 27.6
B13 3 4.14 −1.65 ρb +0.27 U −0.00642 �T 0.513 43.9 45.4 63.0
B14 3 0.80 −4.12 ϕN +0.08 U +0.00345 �T 0.783 25.6 28.0 37.8
B15 4 6.86 −1.70 ρb −4.16 ϕN +0.06 U −0.00457 �T 0.883 19.0 19.6 27.2

B16 1 −2.67 +1.58 ρb 0.614 16.1 13.3 20.9
B17 1 1.83 −2.95 ϕN 0.769 12.4 9.2 15.5
B18 1 0.57 +0.07 U 0.089 27.0 19.4 33.3
B19 1 2.79 −0.00687 �T 0.734 12.7 9.0 15.5
B20 1 1.45 −0.75 Vsh 0.226 25.8 17.3 31.0

B21 2 0.86 +0.36 ρb −2.46 ϕN 0.778 12.0 9.1 15.1
B22 2 −3.61 +2.37 ρb −0.13 U 0.757 13.1 10.3 16.7
B23 2 2.41 +0.12 ρb −0.00645 �T 0.735 12.7 9.1 15.6
B24 2 −2.11 +1.42 ρb −0.35 Vsh 0.657 15.8 11.7 19.7
B25 2 2.34 −3.37 ϕN −0.06 U 0.809 11.4 9.2 14.7
B26 2 2.19 −2.01 ϕN −0.00239 �T 0.780 11.8 8.7 14.6
B27 2 1.89 −2.76 ϕN −0.21 Vsh 0.784 12.1 8.9 15.1
B28 2 3.62 −0.07 U −0.00821 �T 0.790 11.6 8.4 14.3
B29 2 1.14 +0.04 U −0.67 Vsh 0.248 24.7 17.2 30.1
B30 2 2.88 −0.00632 �T −0.44 Vsh 0.809 10.9 7.8 13.4

B31 3 −0.39 +1.18 ρb −2.14 ϕN −0.11 U 0.879 9.1 7.2 11.6
B32 3 1.58 +0.18 ρb −2.04 ϕN −0.00168 �T 0.782 11.7 8.8 14.7
B33 3 0.96 +0.34 ρb −2.29 ϕN −0.21 Vsh 0.793 11.8 8.8 14.7
B34 3 0.53 +1.09 ρb −0.11 U −0.00505 �T 0.827 10.7 7.9 13.3

C
ar

bo
na

te
s

(n
=

15
,7

64
)

B35 3 −3.00 +2.23 ρb −0.14 U −0.43 Vsh 0.821 11.4 8.4 14.2
B36 3 4.01 −0.34 ρb −0.00750 �T −0.48 Vsh 0.814 10.7 7.7 13.2
B37 3 3.01 −1.99 ϕN −0.07 U −0.00376 �T 0.835 10.5 8.1 13.3
B38 3 2.47 −3.18 ϕN −0.06 U −0.27 Vsh 0.832 11.1 8.6 14.0
B39 3 2.59 −0.90 ϕN −0.00442 �T −0.36 Vsh 0.816 10.8 7.8 13.3
B40 3 4.02 −0.09 U −0.00797 �T −0.57 Vsh 0.906 7.9 6.9 10.5

B41 4 −0.39 +1.18 ρb −2.13 ϕN −0.11 U −0.00002 �T 0.879 9.1 7.2 11.6
B42 4 −0.37 +1.23 ρb −1.87 ϕN −0.12 U −0.30 Vsh 0.908 8.0 6.4 10.3
B43 4 3.45 −0.24 ρb −0.73 ϕN −0.00561 �T −0.41 Vsh 0.818 10.6 7.7 13.2
B44 4 2.12 +0.65 ρb −0.11 U −0.00609 �T −0.52 Vsh 0.919 7.1 6.4 9.6
B45 4 3.89 −0.33 ϕN −0.09 U −0.00725 �T −0.54 Vsh 0.907 7.9 6.9 10.5

B46 5 1.59 +0.75 ρb −0.70 ϕN −0.11 U −0.00429 �T −0.45 Vsh 0.922 7.1 6.2 9.4
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(Continued.)

Eq. # No. of logs Bulk-TD-prediction equations [TD in 10−6 m2 s−1] R2 Mean SD Rms

bo bRHOB bPHIN bU bDT bVSH [per cent]

B47 1 −2.42 +1.44 ρb 0.437 21.7 17.7 28.0
B48 1 1.69 −3.09 ϕN 0.675 15.7 11.3 19.4
B49 1 0.84 +0.02 U 0.009 31.1 23.8 39.2
B50 1 2.68 −0.00659 �T 0.559 18.2 13.3 22.6
B51 1 1.54 −0.97 Vsh 0.261 27.2 20.1 33.8

B52 2 1.66 +0.01 ρb −3.07 ϕN 0.675 15.7 11.3 19.4
B53 2 −3.79 +2.58 ρb −0.19 U 0.714 15.6 12.2 19.8
B54 2 2.43 +0.08 ρb −0.00633 �T 0.559 18.2 13.4 22.6
B55 2 −1.64 +1.29 ρb −0.78 Vsh 0.602 19.2 14.7 24.2
B56 2 2.04 −3.28 ϕN −0.04 U 0.700 15.3 11.3 19.0
B57 2 0.94 −4.99 ϕN +0.00465 �T 0.697 15.3 11.2 19.0
B58 2 1.95 −2.77 ϕN −0.00783 −0.60 Vsh 0.766 14.0 10.9 17.7
B59 2 3.56 −0.08 U �T 0.635 16.8 12.5 20.9
B60 2 1.17 +0.06 U −0.00608 −1.09 Vsh 0.314 25.6 19.5 32.2
B61 2 2.98 �T −0.79 Vsh 0.727 15.2 11.9 19.3

B62 3 −1.21 +1.48 ρb −1.62 ϕN −0.13 U +0.00760 0.754 14.1 10.8 17.8
B63 3 −1.03 +0.55 ρb −5.43 ϕN �T 0.711 15.0 11.1 18.7
B64 3 1.67 +0.10 ρb −2.63 ϕN +0.00248 −0.60 Vsh 0.767 13.9 10.9 17.7
B65 3 1.53 −4.23 ϕN −0.03 U �T 0.704 15.2 11.3 18.9
B66 3 2.06 −2.86 ϕN −0.02 U +0.00064 −0.55 Vsh 0.769 13.9 10.9 17.6

C
la

st
ic

ro
ck

s
(n

=
15

1,
02

1)

B67 3 1.84 −3.04 ϕN −0.00681 �T −0.58 Vsh 0.766 13.9 10.9 17.7
B68 3 3.41 −0.04 U −0.00641 �T −0.69 Vsh 0.746 14.6 11.7 18.7
B69 3 3.29 −0.09 ρb −0.00236 �T −0.79 Vsh 0.727 15.2 11.9 19.3
B70 3 −1.82 +1.94 ρb −0.17 U �T 0.728 15.0 11.6 18.9
B71 3 −3.21 +2.31 ρb −0.16 U +0.00493 −0.34 Vsh 0.737 15.2 11.9 19.4

B72 4 −2.62 +1.65 ρb −3.32 ϕN −0.12 U �T 0.768 13.8 10.4 17.3
B73 4 −0.08 +0.97 ρb −1.87 ϕN −0.08 U +0.00220 −0.43 Vsh 0.788 13.3 10.6 17.0
B74 4 0.89 +0.25 ρb −3.35 ϕN −0.00391 �T −0.55 Vsh 0.769 13.9 10.7 17.6
B75 4 0.31 +1.13 ρb −0.11 U −0.00060 �T −0.49 Vsh 0.768 14.0 11.2 17.9
B76 4 2.18 −2.62 ϕN −0.02 U +0.00205 �T −0.56 Vsh 0.769 13.9 10.9 17.7

B77 5 −0.79 +1.10 ρb −2.55 ϕN −0.08 U +0.01133 �T −0.38 Vsh 0.790 13.3 10.4 16.9

Note: Equations are formulated with unstandardized regression coefficients. R2 is calculated on the synthetic regression set; mean, sd, and rms are calculated
on the synthetic testing set. Reduced number of equations for evaporites is induced by non-correlation of VSH to the set of evaporites. For abbreviations see
the Appendix D. Multiple regression equations are basically read as: λ = b0 + bRHOB · RHOB + bPHIN · PHIN + bU · U + bDT · DT + bVSH · VSH. Bx

are unstandardized regression coefficients listed in the appendix, greek letters are well log values. Where a specific regression coefficient is not noted, the
associated well-log type is not included in the regression.
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Eq. # No. of logs Bulk-SHC prediction equations [SHC in J (kgK)−1] R2 Mean SD Rms

bo bRHOB bPHIN bU bDT bVSH [per cent]

C1 1 2973.7 −708.2 ρb 0.390 16.9 14.5 22.2
C2 1 1012.5 +1382.1 ϕN 0.473 15.6 13.8 20.7
C3 1 2412.5 −107.9 U 0.423 17.1 13.0 21.4
C4 1 54.1 +5.188 �T 0.693 13.0 9.9 16.2

C5 2 2312.9 −535.9 ρb +1123.3 ϕN 0.681 12.1 9.5 15.3
C6 2 3573.6 −578.7 ρb −90.0 U 0.673 12.2 10.0 15.8
C7 2 −1002.1 +305.0 ρb +6.607 �T 0.713 12.7 10.0 16.1
C8 2 1703.6 +920.9 ϕN −58.4 U 0.543 14.7 11.6 18.7
C9 2 80.7 +917.9 ϕN +4.213 �T 0.878 8.2 6.0 10.2
C10 2 991.1 −73.5 U +4.369 �T 0.873 6.9 7.1 9.9

C11 3 2919.7 −522.6 ρb +703.4 ϕN −54.0 U 0.741 10.4 8.7 13.6

E
va

po
ri

te
s

(n
=

28
6)

C12 3 −871.1 +274.8 ρb +908.6 ϕN +5.502 �T 0.895 7.5 6.6 10.0
C13 3 150.5 +237.2 ρb −72.0 U +5.490 �T 0.886 7.1 6.3 9.5

C14 3 640.4 +580.3 ϕN −44.7 U +4.074 �T 0.920 6.1 4.9 7.8
C15 4 −231.7 +245.2 ρb +585.8 ϕN −42.9 U +5.230 �T 0.933 6.0 4.5 7.4

C16 1 4771.7 −1463.9 ρb 0.688 11.6 10.7 15.8
C17 1 636.6 +2625.3 ϕN 0.797 9.4 8.1 12.4
C18 1 2014.5 −98.3 U 0.228 19.5 15.5 24.9
C19 1 −376.7 +6.747 �T 0.925 5.9 5.0 7.8
C20 1 1292.8 +30.9 Vsh 0.000 23.0 16.8 28.5

C21 2 1987.1 −496.4 ρb +1937.1 ϕN 0.821 8.9 7.6 11.7
C22 2 5138.0 −1769.2 ρb +49.6 U 0.716 11.1 10.0 14.9
C23 2 −1555.4 +361.4 ρb +8.044 �T 0.932 5.6 4.8 7.4
C24 2 5466.7 −1664.8 ρb −436.5 Vsh 0.775 10.0 9.0 13.4
C25 2 639.9 +2622.5 ϕN −0.4 U 0.797 9.4 8.1 12.4
C26 2 −411.5 −115.6 ϕN +7.005 �T 0.925 5.9 5.0 7.8
C27 2 796.8 +3136.0 ϕN −578.1 Vsh 0.943 4.7 4.4 6.5
C28 2 −654.7 +23.0 U +7.199 �T 0.933 5.5 4.8 7.3
C29 2 2194.5 −108.6 U −210.0 Vsh 0.249 19.2 15.2 24.5
C30 2 −316.7 +7.138 �T −312.8 Vsh 0.973 3.5 3.0 4.7

C31 3 2368.4 −747.0 ρb +1840.8 ϕN +32.9 U 0.833 8.6 7.2 11.2
C32 3 −1622.0 +366.7 ρb −163.7 ϕN +8.427 �T 0.933 5.5 4.8 7.4
C33 3 2247.4 −532.4 ρb +2404.4 ϕN −585.5 Vsh 0.970 3.4 3.1 4.6
C34 3 −1281.5 +220.4 ρb +15.4 U +7.840 �T 0.935 5.4 4.8 7.2

C
ar

bo
na

te
s

(n
=

15
,7

64
)

C35 3 5728.7 −1902.7 ρb +40.3 U −413.9 Vsh 0.793 9.6 8.5 12.8
C36 3 −551.7 +71.6 ρb +7.384 �T −304.6 Vsh 0.973 3.5 3.0 4.6
C37 3 −692.0 −122.8 ϕN +23.0 U +7.473 �T 0.933 5.4 4.8 7.3
C38 3 926.7 +3041.1 ϕN −13.8 U −590.3 Vsh 0.946 4.6 4.3 6.3
C39 3 60.7 +1186.1 ϕN +4.632 �T −422.5 Vsh 0.988 2.3 2.0 3.1
C40 3 −444.8 +10.4 U +7.324 �T −298.7 Vsh 0.975 3.4 3.0 4.5

C41 4 −1345.9 +227.0 ρb −150.1 ϕN +15.2 U +8.194 �T 0.935 5.4 4.8 7.2
C42 4 2421.2 −649.4 ρb +2349.6 ϕN +15.4 U −573.4 Vsh 0.973 3.3 2.9 4.4
C43 4 403.8 −98.0 ρb +1252.7 ϕN +4.154 �T −439.9 Vsh 0.988 2.3 1.9 3.0
C44 4 −363.7 −28.0 ρb +11.3 U +7.243 �T −300.8 Vsh 0.975 3.4 3.0 4.5
C45 4 −14.4 +1153.3 ϕN +5.2 U +4.795 �T −412.3 Vsh 0.988 2.3 2.0 3.0

C46 5 584.0 −194.4 ρb +1249.6 ϕN +10.9 U +4.025 �T −435.9 Vsh 0.990 2.2 1.8 2.8
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Thermal properties of sedimentary rocks 1999

(Continued.)

Eq. # No. of logs Bulk-SHC prediction equations [SHC in J (kgK)−1] R2 Mean SD Rms

bo bRHOB bPHIN bU bDT bVSH [per cent]

C47 1 4969.1 −1558.9 ρb 0.733 11.8 10.8 16.0
C48 1 579.9 +3007.8 ϕN 0.913 6.8 5.9 9.0
C49 1 1968.5 −101.8 U 0.225 21.3 17.6 27.7
C50 1 −592.0 +7.253 �T 0.964 4.3 4.0 5.9
C51 1 1228.9 +27.2 Vsh 0.000 25.1 19.1 31.5

C52 2 1815.8 −458.5 ρb +2372.0 ϕN 0.936 5.9 5.1 7.8
C53 2 5370.9 −1893.8 ρb +56.0 U 0.767 11.0 10.1 14.9
C54 2 −617.7 +7.8 ρb +7.281 �T 0.964 4.3 4.0 5.9
C55 2 5176.2 −1598.4 ρb −206.8 Vsh 0.750 11.5 10.4 15.5
C56 2 939.5 +2813.3 ϕN −44.5 U 0.952 5.0 4.4 6.6
C57 2 −411.2 +517.1 ϕN +6.088 �T 0.967 4.2 3.8 5.7
C58 2 755.3 +3225.8 ϕN −410.7 Vsh 0.975 3.5 3.3 4.8
C59 2 −507.2 −7.7 U +7.133 �T 0.965 4.3 3.9 5.8
C60 2 1898.3 −109.8 U +232.6 Vsh 0.245 21.0 17.4 27.3
C61 2 −517.5 +7.381 �T −196.3 Vsh 0.979 3.3 3.1 4.5

C62 3 708.5 +104.6 ρb +2930.8 ϕN −50.8 U 0.953 5.0 4.4 6.6
C63 3 −267.3 −40.4 ρb +549.3 ϕN +5.872 �T 0.967 4.2 3.8 5.7
C64 3 1820.9 −398.1 ρb +2664.2 ϕN −392.8 Vsh 0.992 2.0 1.9 2.7
C65 3 −16.6 +1022.3 ϕN −19.7 U +4.642 �T 0.971 3.9 3.5 5.2
C66 3 949.1 +3064.6 ϕN −27.9 U −336.7 Vsh 0.988 2.4 2.2 3.2

C
la

st
ic

ro
ck

s
(n

=
15

1,
02

1)

C67 3 59.3 +1535.8 ϕN +3.989 �T −302.1 Vsh 0.994 1.8 1.6 2.4
C68 3 −551.2 +3.3 U +7.438 �T −204.2 Vsh 0.979 3.3 3.1 4.5
C69 3 −403.0 −34.7 ρb +7.259 �T −197.7 Vsh 0.979 3.4 3.0 4.5
C70 3 −1029.5 +188.1 ρb −16.3 U +7.664 �T 0.967 4.2 3.9 5.7
C71 3 6243.8 −2294.3 ρb +106.7 U −508.2 Vsh 0.839 9.2 8.3 12.4

C72 4 −744.8 +289.8 ρb +1181.7 ϕN −34.9 U +5.072 �T 0.974 3.7 3.3 5.0
C73 4 1726.4 −351.6 ρb +2704.8 ϕN −4.3 U −383.4 Vsh 0.992 2.0 1.9 2.7
C74 4 891.3 −221.4 ρb +1804.4 ϕN +2.618 �T −329.5 Vsh 0.997 1.3 1.1 1.7
C75 4 14.3 −206.4 ρb +14.7 U +6.908 �T −239.8 Vsh 0.981 3.2 2.9 4.4
C76 4 319.3 +1853.0 ϕN −13.9 U +3.052 �T −290.9 Vsh 0.996 1.4 1.3 1.9

C77 5 814.6 −182.9 ρb +1840.7 ϕN −3.6 U +2.611 �T −321.8 Vsh 0.997 1.3 1.1 1.7

Note: Equations are formulated with unstandardized regression coefficients. R2 is calculated on the synthetic regression set; mean, sd, and rms are calculated
on the synthetic testing set. Reduced number of equations for evaporites is induced by non-correlation of VSH to the set of evaporites. For abbreviations see
the Appendix D. Multiple regression equations are basically read as: α = b0 + bRHOB · RHOB + bPHIN · PHIN + bU · U + bDT · DT + bVSH · VSH. Bx

are unstandardized regression coefficients listed in the appendix, greek letters are well log values. Where a specific regression coefficient is not noted, the
associated well-log type is not included in the regression.
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2000 S. Fuchs, N. Balling and A. Förster

A P P E N D I X D : N O M E N C L AT U R E

Subscripts:
b bulk
fl fluid
i index of point
lab laboratory
ma matrix
max maximum
mea measured
min minimum
p pore
pred predicted
sh shale
Tinv inverted temperature log
z depth level

Statistics:
ame arithmetic mean error
Bsi standardised beta coefficients for input variable i
cv coefficient of variation
df degree of freedom
F F-value
n number of samples
p significance level
rms root mean square error
R2 coefficient of determination
SD standard deviation
T tolerance

Well logging:
�T sonic interval transit time (DT), [µs m−1]
γ (natural) gamma ray (GR), [API]
gradT temperature gradient, [◦C km−1]
MLR multiple linear regression
φN neutron porosity (hydrogen index, PHIN), [p.u.]
NLR non-linear regression
p pressure, [MPa]
Pe photoelectric factor log, [pe]
ρb bulk density (RHOb), [g cm−3]
ρma matrix density (RHOma), [g cm−3]
RHP, H radiogenic heat production, [µW m−3]
SLR simple linear regression
SHC, c specific heat capacity, [J (kg K) –1]
T temperature, [◦C; K]
TC, λ thermal conductivity, [W (m K)−1]
TD, α thermal diffusivity, [m2 s−1]
U photoelectric absorption index, [barns cm−1]
VP sonic velocity, [km s−1]
Vsh volume fraction of shale, [–]

Other:
NPB Northern Permian Basin
SPB Southern Permian Basin
NGB North German Basin
DB Danish Basin
ML Molasse Basin

Conversion:
Thermal conductivity 1 W (m K)−1 = 2.388 mcal (cm s K)−1

= 0.578 Btu (hr ft F)−1

Thermal diffusivity 1 m2 s−1 = 104 cm2 s−1

Specific heat capacity 1 J (kg K) –1 = 0.2388 10−3 cal (g−◦C)−1

Sonic interval transit time 1 µs ft−1 = 304.799 kms−1
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