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Applicability and Bias of Vp/V Estimates by P and S Differential

Arrival Times of Spatially Clustered Earthquakes

by Mauro Palo, Frederik Tilmann,” and Bernd Schurr

Abstract Estimating small-scale Vp/V variations at depth can be a powerful
tool to infer lithology and hydration of a rock, with possible implications for fric-
tional behavior. In principle, from the differential arrival times of P and S phases
from a set of spatially clustered earthquakes, an estimate of the local V/V can be
extracted, because the V/Vy is the scaling factor between the P and S differential
times for each pair of earthquakes. We critically review the technique proposed
by Lin and Shearer (2007), in which the mean value over all stations is subtracted
from the differential arrival times of each pair of events in order to make the method
independent of a priori information on origin times. The demeaned differential P and
S arrival times are plotted on a plane, and the Vp/V g ratio is estimated by fitting the
points on this plane.

We tested the method by both theoretical analysis and numerical simulations of
P and § travel times in several velocity models. We found that the method returns exact
values of Vp/V only in the case of a medium with homogeneous Vp/Vg, whereas,
when a Vp/V gradient is present, the estimates are biased as an effect of systematic
differences between P and S takeoff angles. We demonstrated that this bias arises from
the demeaning of the arrival times over the stations. In layered models with V,/V de-
creasing with depth, we found that V,/V is overestimated or underestimated, respec-
tively, for takeoff angles larger or smaller than 90°. Moreover, we calculated analytically
the dependence of this bias on the takeoff angles.

Our simulations also showed that the difference between the calculated and the ex-
pected Vp/ Vs is reduced for simple horizontally layered velocity structures (< 0.06),
whereas it is 0.27 in a more realistic velocity model mimicking a subduction zone.

Introduction

The ratio between the seismic velocities of P and S
waves (y = Vp/V hereafter) is a useful physical parameter
to define the lithological properties of crustal and mantle
rocks (e.g., O’Connell and Budiansky, 1974; Christensen,
1996; Hacker et al., 2003; Wang et al., 2012). This parameter
is also very sensitive to the presence of fluids, which at crustal
depths are often present in the form of high-pressure water-
filling pores and fractures in the rock (e.g., Lachenbruch,
1980; Shearer, 1988; Audet et al., 2009; Peacock et al., 2011).
Fluids can also affect the frictional properties of faults, thus
determining different regimes of failure (strike-slip, stable-
creeping, and slow-slip events) (e.g., Lay and Kanamori, 1981;
Scholz, 1998; Schwartz and Rokosky, 2007).

On a small scale, estimates of y are usually inferred by
mechanical experiments on rock samples (e.g., Eberhart-
Phillips et al., 1989) or from drill logs (e.g., Hickman and

*Also at Freie Universitit, Fachrichtung Geophysik, Berlin, Germany.

Ellsworth, 2010). Under certain conditions, it was proposed
that y can be estimated in situ from the differential P and S
travel or arrival times of pairs of events of a spatially clus-
tered set of earthquakes (Lin and Shearer, 2009; Dahm and
Fischer, 2014). Here we test the method proposed by Lin and
Shearer (2007) with a set of synthetic cases, extending the
scenarios examined in the original paper and thus further de-
scribing the limitations and the range of applicability of the
technique.

Method

Theoretical Background

Lin and Shearer (2007) proposed a method that returns
an estimate of y in the area of a spatially clustered set of
earthquakes. In this method, it is assumed that (a) the events
of the cluster are close together enough that the seismic
velocity is locally constant; (b) the P and S reciprocal wave-
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front from each event to the stations can be approximated as
planar; and (c) P and S ray paths are coincident. Under these
assumptions, given the differential arrival times between
pairs of events detected at a network of sensors, an estimate
of the local y can be inferred by the following equation:

8t — Stg = y (5t} — 8tp), (1)

in which 67}, (or 6ry) is the difference between the arrival
times of the P phases (or S phases) of a pair of events re-
corded at the ith station, whereas Jtp (or dtg) is the mean
value of the differential P (or S) arrival times of the pair, aver-
aged over all the stations. Following Lin and Shearer (2007),
we define the demeaned differential arrival times as

(Ast;.S = 5t;;qs - 6[}375. (2)
Thus, equation (1) becomes
5t = yoth,. (3)

Therefore, in ideal conditions, from the demeaned arrival
times of all the pairs of events composing the cluster, the local
y can be inferred. Specifically, the points in the St} Versus ;31"5
plane lie on a line through the origin, whose slope is y. In real
cases, noise and errors on the phase readings lead to scattered

points in the Stp versus Sts plane, and y must be inferred
through a fitting procedure.

The relation between the differential travel times and
arrival times at the ith station for a pair of events is

étj;’s = 6T},S + 0T, (4)

in which 5T§)_ ¢ 1s the difference in travel times and 67 is the
difference in origin times between the two events of a pair.
When 6T # 0, the differential arrival times for a pair of
events lie on a line that does not cross the origin, as at the
ith station:

Sty = yotl, + 8To(1 — ). (5)

Subtracting the mean P and S differential arrival times from
equation (5), 6T disappears because the relation between P
and S mean differential arrival times is

St = ydtp + 6To(1 — 7). (6)

We remark that, whereas in the synthetic cases 6T, is con-
trolled a priori and thus the travel times are straightforwardly
linked to the arrival times, in reality the origin times are
mostly unknown or scarcely constrained and therefore the
demeaning is essential.

Lin and Shearer (2007) tested the technique with a syn-
thetic example consisting of a cluster of 27 earthquakes lo-
cated at a depth of 10 km and contained within a cube of
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0.2 km x 0.2 km x 0.2 km and 20 sensors randomly distrib-
uted on the free surface and located at epicentral distances
<32 km from the cluster. The (differential) travel times were
obtained adopting a 1D velocity model with both P and S
velocity linearly increasing with depth but with different gra-
dients, leading to a y smoothly decreasing with depth (roughly
from 1.8 to 1.6 in the 0-20 km depth range; see fig. 7 in Lin
and Shearer, 2007). The results show that the slope in the 6¢p
versus Otg plane for one pair of events is different from the
expected y because the P and S takeoff angles are not the
same, violating one of the assumptions of the method. Never-
theless, the authors argued that such a bias tends to average out
when the directions of the vectors connecting pairs of hypo-
centers within the earthquake cluster (intrahypocenter direc-
tions) are randomly distributed, resulting in a properly
recovered y value in their test when taking into account all
possible event pairs. The method was then applied to the P and S
arrival times of a real cluster of Californian earthquakes mostly
located at depths of 5-10 km.

Synthetic Testing

Here we carry out further tests of the Lin and Shearer
technique, applying it to an extended set of simulated differ-
ential P and S travel times. In detail, we adopt three 1D
velocity models: (1) a homogeneous half-space model (HM),
(2) a model similar to that proposed by Lin and Shearer
(2007) defined in the 0-20 km range by a linearly decreasing
y and by a homogeneous model at larger depths (linear model
[LM]), and (3) a model with three y discontinuities (DM).
Three subcases of DM are considered, distinguished by the
magnitude of the y discontinuities: 0.1 for DM1, 0.05 for
DM2, and 0.02 for DM3. P- and S-wave velocity and corre-
sponding y of all models are shown in Figure 1a—d. In addi-
tion, we adopt a 3D velocity model simulating a simplified
subduction zone, in which y is 1.7 above the plate interface
and 2 below it (subduction model [SM]; see Fig. le—g).

For each model, we fixed the position of a cluster of 55
events, whose hypocenters are randomly distributed in a cube.
For HM, we center the cluster at a depth of 10 km with a spatial
extent of 1 km x 1 km x 1 km. For LM, the cluster is cen-
tered at depths of 7.75,9.75, 11.75, 15, and 25 km, with events
contained in a cube of 0.5 km x 0.5 km x 0.5 km. In DM, the
cluster is centered at depths of 25, 40, and 100 km and has a
spatial extent of 1 km x 1 km x 1 km. In SM, the cluster is
composed of 55 events representing selected aftershocks of
the Tocopilla earthquake (14 November 2007, M, 7.7, North
Chile; Fuenzalida et al., 2013). The hypocenters are centered
at a depth of about 48 km within the oceanic plate and form a
spatial cluster with an extent of ~3 km in all directions, with
earthquake locations exactly as in the real aftershock sequence
(see Figs. le-h and 2). All settings and corresponding results
are summarized in Table 1. We fix the origin times of all
events of the cluster at + = 0, thus 6T, = 0 by design, and
the differential travel times will coincide with the differential
arrival times.
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Figure 1. (a)b) P and S velocity and y as function of depth for the 1D velocity models half-space model (HM) and discontinuity model
(DM). (c,d) Same as (a,b) but for linear model (LM). For depths larger than 20 km, Vp, Vg, and y uniformly assume the values at 20 km.
(e-h) Sections of (e,f) P and S velocity and (g) y for subduction model (SM) along a profile of constant latitude (23° S) (see Fig. 2). The circles
show cluster of events (h). Zero on the x scale is fixed at 72° W. The color version of this figure is available only in the electronic edition.
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Table 1

Results of Synthetic Tests Analyzed with Demeaning (Stp,éts) and without
Demeaning (6tp, Otg)

Scenario Velocity Model ~ Depth Cluster (km)  Expected y  y with Demeaning  y without Demeaning
HM-10 HM 10 1.81 1.81 1.81
LM-8 LM 7.75 1.735 1.671 1.717
LM-10 LM 9.75 1.715 1.674 1.731
LM-12 LM 11.75 1.696 1.660 1.699
LM-15 LM 15 1.667 1.651 1.676
LM-25 LM 25 1.620 1.635 1.625
DM1-25 DM1 25 2.0 2.011 1.995
DM1-40 DM1 40 1.90 1.933 1.899
DM1-100 DM1 100 1.80 1.861 1.807
DM2-25 DM2 25 1.95 1.960 1.952
DM2-40 DM2 40 1.90 1.919 1.905
DM2-100 DM2 100 1.85 1.882 1.854
DM3-25 DM3 25 1.92 1.924 1.921
DM3-40 DM3 40 1.90 1.908 1.901
DM3-100 DM3 100 1.88 1.893 1.880
SM-48 SM 48 2.0 1.734 2.051

Bold values mark the y estimates with discrepancies, with the expected value larger than 0.03. HM, half-space

model; LM, linear model; DM, discontinuity model.

The theoretical travel times are computed using a set of
32 stations from the permanent Integrated Plate Boundary
Observatory (IPOC) network (International Federation of
Digital Seismograph Networks [FDSN] network code: CX)
and a temporary network (Task Force network—FDSN code:
Y9) deployed in 2007 (see Fig. 2). We thus used a real station
setting in order to establish the applicability of the technique
in realistic conditions. The position of the event clusters for
the scenarios HM, LM, and DM on the map is fixed as the
barycenter of the station network.

Travel times from each station are computed on a
2 km x 2 km x 2 km grid using the finite-difference eikonal
equation solver introduced by Vidale (1988), as implemented
in the NonLinLoc package (Lomax et al., 2000). The grid is
large enough to contain all station and event locations. Final
travel times are then determined by linear interpolation to the
event location and rounded with a precision of 0.001 s.

Following Lin and Shearer (2007), we compute the best
fit in the 3tp versus Sts and 6tp versus Otg planes by an iter-
ative procedure. At the first iteration, the slope of the best fit is
fixed to 3. At each iteration, in order to make the errors equal
along the x and y axes, the y axis is divided by the slope of the
best linear regression. The best fit is obtained by a least-
squares (L2) approach, minimizing the sum of the squared
orthogonal distances without fixing the intercept. Because
our simulations do not include any artificial noise on the travel
times, we assign the same weights to all points of the stp ver-
sus Sts and Ot p versus d¢g planes; this is different from Lin and
Shearer (2007), who weighted the outliers with an L1 metric.
For the same reason, we calculate the arithmetic mean of the
differential travel times at all stations to calculate 6tp 5. The
fitting procedure is repeated until convergence of the best
fit, and the final value is assumed as an estimate of y.

To ensure the stability of the procedure, we tried differ-
ent values of the initial slope of the best-fitting line in the 1-5
range. In all cases, the numerical procedure converged to the
same y. Similarly, we verified that the results do not depend
critically on the metric used for fitting. Indeed, using an L1
metric leads to the same y as the value obtained with the L2
norm in most cases, or the difference in y between the two
metrics is well below the difference between the estimated
and the real y.

Results

In Figure 3a,c we show two examples (scenarios LM-10
and DM 1-40; see Table 1) of the fitting procedure in the re-
duced dtp versus 6t plane. In Figure 3b,d, we plot the points

in the reduced Slp Versus SIS plane for the same scenarios,
together with the best-fitting line. From the figure, it is clear
that the slopes of the points before and after removing the
mean values are different and that the value obtained before
the demeaning is closer to the expected value than the slope

in the Stp versus 3t5 plane. This behavior occurs in all cases
investigated (see Table 1).

Comparing Figure 3a,c and 3b,d, it can be observed that
the demeaning procedure shifts the points of the 67p versus

Otg plane in a way that, on the 3tp versus Sts plane, they
occupy a segment with reduced width. The reason is that
the demeaning tends to overlap all the points from each pair
of events, which actually lay on lines whose slopes mismatch
the real y. This can be seen in Figure 4c,d, where we have
plotted the distribution of the slopes of the lines fitting the
points of each pair of events of the scenarios LM-10 and
DM1-40 in the 6tp versus dtg plane. The slopes mostly mis-
match the expected y. Therefore, as the final slope roughly
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Figure 2.  Assumed station distribution (triangles) and locations
of event clusters. The diamonds mark the positions of the earthquake
clusters for DM, LM, and HM scenarios, whereas the circles show the
epicenters adopted for SM. The dotted horizontal line marks the pro-
file adopted to obtain the sections of Figure 1e-h. The color version
of this figure is available only in the electronic edition.

matches that of the points from the differential travel times of
the individual pairs, it is not surprising that the final estimate
of y will not match the expected y.

As mentioned by Lin and Shearer (2007), such a bias in
the y estimates comes from the different takeoff angles of
P and S waves, which in turn leads to different paths of the
two seismic phases, breaking one of the conditions on which
the technique is based. This appears any time a y gradient is
introduced in the velocity model and is the reason why the
only case in which the correct y can be recovered also in the
3tp versus Sts plane is the trivial case of a velocity model
with homogeneous y (see scenario HM-10 in Table 1).

Lin and Shearer (2007) argued that, as long as the intra-
hypocenter directions are randomly distributed, the differ-
ence of the P and S takeoff angles, and thus also the
consequently biased differential travel times, averages out.
However, this averaging effect is only effective for the points
in the dtp versus d¢g plane and not for those in the Stp versus

Sts plane. Indeed, in the original paper by Lin and Shearer

(2007), the authors appear to have processed the nondemeaned
differential travel times from the synthetic simulations, rather
than the demeaned ones, with a nonhomogeneous velocity
model. The effect of the mean removal is further demonstrated
in Figure 4. The distributions of the 8¢/t ratios for scenar-
ios LM-10 and DM1-40 are wide but broadly centered on the
expected y values of 1.715 and 1.90, respectively (Fig. 4a,b),
explaining why the slopes of the best-fitting line in the 67p
versus Ot plane are close to the expected values. On the other

hand, the corresponding distributions in the 3tp versus Sts
plane (Fig. 4c,d) show that the slope of the differential arrival
times for the individual pairs is mostly lower than 1.715 for
LM-10 and larger than 1.90 for DM1-40. In other words, on
average the differential P and S arrival times are in the ex-

pected ratio, but, in the Stp versus Sts plane, they are distrib-
uted in a way that the mean ratio for each event pair is mostly
lower or larger than expected.

The source of this bias can be understood by considering
a simplified example consisting of a layered medium in
which both Vp and Vg are increasing with depth but V/V
is decreasing (in the following, we distinguish the true veloc-
ity ratio Vp/V from its estimate y). Without loss of general-
ity, we define a coordinate system in which the first event of a
pair is at the origin and the second is in the x—z plane (Fig. 5).
Vector e with length a (interevent distance) and subtending
angle a with the z axis points from the first to the second
event. The directions of emitted P and S rays, ap and ag,
are described by azimuths ¢p 5 and takeoff angles 0p . Be-
cause we assume a layered medium, both azimuths are the
same, ¢ = ¢p = ¢b5. Further we define 8 = fp and takeoff
angle difference § = 0p — 6. In order for Vp/V to be de-
creasing with depth, the S gradient with depth must be larger
than the P gradient. Thus S ray paths will be more strongly
curved, and the takeoff vector of S rays will be steeper than
that of P waves for the same distance, that is § will be pos-
itive for the assumed negative gradient in Vp/V5.

In Cartesian coordinates, we have

ap = (sinfcos ¢, sin@sing, —cos ), (7)

ag = [sin(@ — 8) cos ¢, sin( — &) sin ¢, — cos(0 — )],
(8)
and
e = a(sina, 0, cos a). 9)

The differential arrival time is simply the interevent distance
projected along the P or S takeoff vector (that is, the dot
product of e and ap ), scaled by the respective velocity:

Stp = = i(sinocsin@cosqb —cosacosd) (10)
V)  V,

and
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Figure 3. (ab) Best-fitting line (continuous line) for the scenario LM-10 in the (a) &tp versus 6tg — 1.76tp and (b) tp versus

Sts - 1.73tp planes. The slope corresponding to the real y is plotted as a dashed line. (c,d) Same as (a,b) but for DM1-40 and in the
(c) otp versus Ots — 1.96tp and (d) 6tp versus 6tg — 1.95tp planes. The color version of this figure is available only in the electronic edition.

£as_2 [sin asin(f — J) cos ¢ — cos acos(f — 5)].
Vg Vg
(11)

Demeaning will remove the influence of differences in origin
time according to equation (6) but can also affect the y es-
timate. We consider the case of perfectly even azimuthal cov-
erage for a given narrow range in the takeoff angle 6. The
mean value of P will then be given by

5[5 ==

E:Vi(sinasin9<cos¢> —cosacosf), (12)
P

in which the angle operator implies averaging over all stations.
The first term disappears in the mean because < cos¢ >= 0
for perfectly balanced azimuthal coverage, thus

Sty = — - cosacos (13)
Ve
and finally
Stp =5tp—$=visinasinﬁcos¢. (14)
P

Equivalently,

Sty = Visin asin(@ — 8) cos ¢. (15)

s
By definition, the demeaned differential arrival times lie on a
line through the origin; and, by equation (3), we can thus cal-
culate y from any station by

B % _Ve (sin(@ - 5))

Stp TV sin @
:E sinﬁcosé.— cos@siné ’ (16)
Vg sin @

in which the second part of the identity makes use of standard
trigonometric identities. If we additionally assume the gradient
of Vp/Vg to be small, P and S will have similar takeoff angles
and 6 will consequently be small. By approximating, to first
order in J, sind = J, and cos 6 = 1, we finally obtain a simple
approximate expression:

_Vp dcosf
r= Vg (1 sin @ ) 7)

For downgoing rays (takeoff angles 8 < 90°), the factor
in the parentheses is less than 1 and y underestimates the true
Vp/ Vg value. The reverse is true for upgoing rays; that is, for
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Figure 5.  Sketch displaying the intrahypocenter vector (e) and the
P and S takeoff vectors (ap g). The interevent vector e is in the x-z plane
and forms an angle of a with the z axis. ap and ag have takeoff angles
of 8p = 6 and Oy = 6 — 9, respectively, and the same azimuth ¢.

these observations, y will overestimate the true Vp/ V5. If the
Vp/Vy ratio is increasing with depth, then § < 0° and the
opposite biases result. Notably, expressions (16) and (17)
do not depend on the interevent directions, meaning this bias

cannot be reduced by having a good distribution of interhy-
pocenter directions.

Returning to the synthetic scenarios, P and S takeoff an-
gles are both <90° for scenario LM-10 and the resultant y is
underestimated, whereas the takeoff angles are mostly > 90°
for DM1-40 and y results overestimated. The bias on y as
function of the takeoff angles is investigated further in Fig-
ure 6, which shows P and S mean takeoff angles for all sta-
tions for scenarios LM-8, LM-15, and LM-25. For LM-8 and
LM-15, the takeoff angles are mostly between 50° and 90°
and y is underestimated, whereas in scenario LM-25 the take-
off angles are mostly between 90° and 130° and y is overesti-
mated. The bias due to the effects of the different P and S
takeoff angles would be reduced if (1) the takeoff angles are
concentrated around 90°%; (2) there is a good balance of takeoff
angles below and above 90°, resulting in partial cancellation of
the biasing effects on y; or (3) the difference between P and S
takeoff angles is =0. However, in nearly all realistic settings,
in which seismic stations generally are confined to the surface
or near surface, such a balance of up- and downgoing rays is
almost impossible to achieve.

Although both demeaned and nondemeaned data will
result in biased results, the averaging out of the biasing ef-
fects due to paths experiencing opposite effects works much
better for nondemeaned data, as can be appreciated by com-
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Figure 6. Mean takeoff angles (averaged over the 55 events of the cluster) of the P and S ray paths connecting the cluster with all stations
in the LM velocity model. The results for scenarios LM-8, LM-15, and LM-25 are plotted. 0° means a ray emitted downward, 180° means a
ray emitted upward. As expected, P takeoff angles are always larger than S takeoff angles, and the discrepancy decreases as the cluster
becomes deeper. The color version of this figure is available only in the electronic edition.

paring the demeaned and nondemeaned results presented in
Table 1. This difference is especially pronounced in the more
realistic scenario SM-48, in which the estimated y value was
off by nearly 0.27, too large to allow any meaningful inter-
pretation of the result, even though for this test a complete and
noise-free dataset was assumed. Unfortunately, as pointed out
above, the estimate of y from the fitting of the points in the 6¢p
versus Oty plane can be done only in the cases in which the
exact origin times of the events are known (as in our simula-
tions, in which all earthquakes occur simultaneously at t = 0);
however, in real cases, the origin times are unknown or known
with large errors, such that demeaning cannot be avoided. Be-
cause the number of earthquake pairs (and thus mean values)
is much larger than the number of unknown origin times, one
might expect that explicitly solving for origin time corrections
rather than demeaning would result in a situation closer to the
nondemeaned case. However, we tested this approach for
some scenarios and found that it did not result in improved
estimates of y.

We remark also that real cases normally show more
complex conditions than those included in the simulations
performed here. For example, we processed all possible dif-
ferential travel times (rays from each event to each station).
This is normally not the case, because the arrival times at the
furthest stations are often unclear (if even visible). Moreover,
the hypocenters often occur in linear or planar spatial distri-

butions, following the geometries of the seismogenic struc-
tures, thus not fulfilling the condition of well-distributed
interevent directions. In addition, we excluded the presence
of noise in our tests.

Conclusions

Both theoretical considerations and synthetic tests in
simple models with benign geometries (layered models
and cubic event clusters) indicate that the technique proposed
by Lin and Shearer (2007) returns biased estimates, even
where interevent direction vectors are well distributed. This
bias originates from the difference between P and S takeoff
angles, which is an inevitable consequence of depth-depen-
dent Vp/V ratios. When demeaning is applied, the slope in
the otp versus Otg plane is independent of the interevent di-
rections such that the event distribution does not contribute to
effective averaging. Instead, in order to avoid bias, takeoff
angles would have to be well distributed between 0° and
180° (down- and upgoing rays) or all be near horizontal, a
situation rarely found in typical seismological datasets. In the
synthetic tests, differences between true and estimated y val-
ues were up to 0.06 for simple geometries and 0.27 for a
more realistic case including an elongated cluster and a dip-
ping layer in the velocity model. In reality, the fidelity of the
y estimates is likely to be further degraded by missing ob-
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servations, uneven azimuthal coverage, and measurement
uncertainty.

Given a 3D distributed cluster of earthquakes and a set
of stations surrounding the cluster, better estimates of y
could theoretically be obtained if the differential travel
times 67 p ¢ could be computed, which implies that the ori-
gin times of the events must be fixed by independent con-
straints. In this case, the demeaning can be avoided and the
effects of the different P and S takeoff angles average out
more effectively. Although the method of Lin and Shearer
(2007) might work in narrow circumstances (e.g., where
borehole measurements provide the required wide sampling
of takeoff angles), results derived with this method have to
be treated with caution, and we recommend avoiding it for
typical local seismic network geometries.

Data and Resources

Data processing was mostly performed by MATLAB
(www.mathworks.com/products/matlab, last accessed April
2016). Figure 2 has been made using Generic Mapping Tools
v.4.5.13 (http://www.soest.hawaii.edu/gmt/, last accessed April
2016; Wessel and Smith, 1998). Travel times of synthetic tests
were computed using the NonLinLoc package (Lomax ef al.,
2000). Earthquake hypocenters of Figure le-h were obtained
by relocating (by a double-difference technique) a subset of
aftershocks of the Tocopilla event (Fuenzalida et al., 2013).
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