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Abstract we investigate theoretical limits on detection and reliable estimates of source characteristics of
small earthquakes using synthetic seismograms for shear/tensile dislocations on kinematic circular ruptures
and observed seismic noise and properties of several acquisition systems (instrument response, sampling
rate). Simulated source time functions for shear/tensile dislocation events with different magnitudes, static
stress drops, and rupture velocities provide estimates for the amplitude and frequency content of P and S
phases at various observation angles. The source time functions are convolved with a Green’s function for a
homogenous solid assuming given P, S wave velocities and attenuation coefficients and a given instrument
response. The synthetic waveforms are superposed with average levels of the observed ambient seismic
noise up to 1 kHz. The combined seismograms are used to calculate signal-to-noise ratios and expected
frequency content of P and S phases at various locations. The synthetic simulations of signal-to-noise ratio
reproduce observed ratios extracted from several well-recorded data sets. The results provide guidelines on
detection of small events in various geological environments, along with information relevant to reliable
analyses of earthquake source properties.

1. Introduction

Recent increase in the number and spatial density of seismometers at regional and local scales [e.g., Okada
et al.,, 2004; Lin et al., 2013], coupled with improved sensors and processing techniques, provide unprece-
dented opportunities for detecting and analyzing source properties of smaller events. This can increase
the monitoring resolution and improve understanding on earthquake physics in natural and human-related
activities (e.g., reservoirs, geothermal and oil production, and mines). High-quality regional seismic networks
such as those in Japan, Taiwan, and parts of the U.S. routinely detect events with moment magnitude My,
close to zero [e.g., Hauksson et al., 2012]. Spatially dense array data recorded by surface sensors allow for
detection and possible analysis of source characteristics of subzero events [e.g., Ben-Zion et al., 2015; Inbal
etal., 2015]. In special situations involving deep mines or borehole arrays, with seismic sensors in 3-D volumes
around target events, earthquakes with M, < — 4.0 involving seismic sources of <1 dm size are detected and
analyzed [Kwiatek et al., 2010, 2011; Plenkers et al., 2010].

Clarifying the theoretical limits on event detection and reliable analysis of earthquake source properties is
important for multiple reasons. Such knowledge can help in optimizing the design of seismic networks for
different purposes. It can also help in assessing whether reports on event detection and derived source
properties are consistent with expected propagation of information from sources to receivers. This can con-
tribute to several topics of ongoing debate, such as whether reported deviations of earthquake properties
from self-similarity may be genuine or are consequences of observational limitations [e.g., Ide et al., 2003;
Kwiatek et al., 2011]. Another important issue is the possibility of providing observational evidence for a mini-
mum earthquake size related to frictional sliding [e.g., Dieterich, 1992; Ben-Zion, 2003], given detection limita-
tions. A related topic is whether conflicting reports on precursory seismic activity of small events [e.g.,
Bouchon et al., 2013; Wu et al., 2014] reflect detection limits in different environments or may be related to
natural variability. As a final example, analyses of earthquake-triggering processes can benefit from improved
understanding of limits on detection and resolution of source properties. It is clear that denser networks clo-
ser to the target sources have higher detection capabilities, but the limits to detection in various circum-
stances are not well established because of the complex interaction between source characteristics,
propagation effects, and the acquisition system. Similarly, the limits on data requirements for reliable analysis
of source properties of small earthquakes recorded with finite bandwidths are not fully appreciated. Some
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Figure 1. The waveform modeling scheme used in this study together with to address general basic aspects
parameters considered at each simulation step. The key parameters are affecting event detection and abil-

typed with a bold face. The source is described by seismic moment Mg,
(potency Pg) static stress drop Ao (strain drop Ae) and rupture velocity V. . . . . .
The moﬁmnt rate function Mo(t) of P and S waves vary with the angIZ properties in various situations.
from the fault normal ® and the amplitudes are further modified by the The study is based on synthetic cal-
radiation pattern Rc(®, 0). Path effects are described by the source-receiver culations of seismic radiation from
distance r and intrinsic attenuation Qc. Seismic noise N(t) is added to syn- circular kinematic sources, with
thetic seismograms and recorded waveforms are affected by the transfer
function of the sensor T{(f).

ity to analyze earthquake source

consideration of the ambient seis-
mic noise and properties of several
common recording systems.

We begin by considering the amplitude and frequency content of waveforms generated by sources that have
different properties (size, rupture velocity, stress drop, and shear versus tensile type), examined at observa-
tion points in a purely elastic solid. We then analyze modifications to the amplitude and frequency content
of the waveforms associated with geometrical spreading and intrinsic attenuation between the seismic
source and receiver, as well as instrumental effects and the ambient noise. Properties of P waves are illu-
strated in the main text and the corresponding properties of S waves are given in the supporting information.
We set the detection threshold at a level where the signal-to-noise (S/N) ratio equals 1 (0 dB). This is a natural
limit value, although standard network detection often involves S/N ratio > 5 while using matched-filter pro-
cessing (templates) techniques allows detections at S/N ratio < 0.1 [Gibbons and Ringdal, 2006; Shelly et al.,
2007]. Plots of S/N ratios of P and S waves in relation to various variables quantify the detectability of events
in different situations. The results demonstrate the key influence of magnitude, attenuation, and source-
receiver distance on earthquake detection. The results also indicate that the static stress drop and acquisition
system properties have significant impact on the detectability of events. The S-to-P wave amplitude ratios are
shown to decrease with decreasing magnitudes and to be correlated with the attenuation coefficients of
both phases. Together with amplitude and S/N ratio investigations, the expected frequency content of the
waves is analyzed and discussed in the context of reliable assessment of source parameters. The presented
results provide useful information for design of seismic monitoring networks and for studies concerned with
earthquake source physics and scaling relations.

2. Methods

Recorded seismograms can be interpreted as convolutions of source, path, and sensor effects superposed
with the ongoing ambient seismic noise. To clarify the limits on detection and seismic source analysis of
earthquakes, we model synthetic seismograms using the scheme summarized in Figure 1, add to the gener-
ated seismograms random motion based on a defined noise model, and calculate the S/N ratio of P and S
waves. In the following subsections we examine how different sets of source, path, sensor, and noise charac-
teristics affect the amplitude and frequency content of seismic waveforms. Synthetic results produced for
various values of the parameters listed in Figure 1 are used to assess the likelihood of detecting small events
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in different circumstances, as well as to provide bounds on the ability to estimate source properties of the
detected events.

2.1. Source Effects

2.1.1. Source Time Function

We simulate source time functions (STFs) using the Sato-Hirasawa (SH) kinematic circular source model [Sato
and Hirasawa, 1973; Sato, 1978], where rupture initiates at a point and spreads radially with a constant rup-
ture velocity Vg. The rupture stops abruptly at some radius L resulting in a static strain drop Ae. The circular
geometry of the SH model is convenient for describing small earthquakes that are the primary target of this
study. The SH seismic source is completely specified by three parameters: the seismic moment My, static
stress drop Ao, and rupture velocity Vz. An equivalent parameterization independent of the shear modulus
G at the source is the seismic potency Py (Mo/G), strain drop Ae (Ao/G), and Vg. For any assumed seismic
moment, static stress drop and rigidity in the source region (or just strain drop), the source radius L used
for modeling the STFs can be calculated from the formula of Eshelby [1957], Ao =(7/16)MoL™ 3 The source
radius is related to the corner frequency through L= c V/(2zfc) where V¢, fc, and cc are, respectively, wave
velocity, corner frequency, and model-dependent constant for either P or S waves. We note that the static
stress drop values discussed in this study apply strictly to the SH model. Different models lead to different
inferred stress drops from the same corner frequency and seismic moment, since they have different con-
stants in the formula connecting the moment and corner frequency to the stress drop. For example, a static
stress drop of 1 MPa in the adopted SH model corresponds to 0.62 MPa assuming the model of Brune [1970,
1971] and to 3.4 MPa assuming the source model of Madariaga [1976]. See Kaneko and Shearer [2015] for
additional examples associated with other models.

Figure 2 presents the STF or moment rate (Figure 2, left), which is proportional to the far-field amplitude of
ground displacement seismograms, and the corresponding source spectra (Figure 2, right) for events with
different seismic moments, rupture velocities, and static stress drops. The STFs are shown for receivers
located at 30° from the normal to the fault plane and the calculations assume a purely elastic solid (attenua-
tion effects will be examined later). Figures 2a and 2b show the amplitude and frequency content of wave-
forms for different moment magnitudes. The area below each STF is equal to the seismic moment and
corresponds to the amplitudes of the displacement spectrum at low frequencies or the spectral level Q(0).
As expected, larger magnitudes result in larger amplitudes of the STF, higher Q(0) levels and lower corner fre-
quencies. Effects of rupture velocity on the source properties are illustrated in Figures 2c and 2d. With increas-
ing Vg, the STF becomes narrower with higher amplitudes but maintains the same area (reflecting the
assumed seismic moment). Similarly, the spectral levels measured at low frequencies in Figure 2d are iden-
tical, but increasing rupture velocity leads to somewhat higher frequency content. However, for changes of
rupture velocities in the range 0.5 — 0.9 Vs, the effect on spectral shape is not major. Figures 2e and 2f display
effects of variable static stress drops for a fixed moment on the STF and frequency content. Increasing stress
drops lead to narrower and higher STFs along with higher corner frequencies. These effects are similar to but
more pronounced than what is produced by increasing rupture velocity. This is related to the fact that the
variability of stress drop values is much larger than that of rupture velocity (factor of 2 for the rupture velocity
versus order of 2 for the stress drop).

2.1.2. Observation Point Directionality

Since the rupture front in the SH model propagates radially with constant velocity, the source has no direc-
tivity effects (no asymmetric rupture propagation) and the shape of the STF remains the same for locations
with different azimuths in the fault plane. However, the STF shape depends on the observation angle given
by the angle ® between the normal to the fault plane and the receiver. We distinguish this effect from rupture
directivity and refer to it as observation point directionality. In the coordinate system used, ® =0° corre-
sponds to observation direction normal to the fault and ®=90° corresponds to observation point located
in the fault plane.

Figures 2g and 2h present the influence of observation angle ® on the amplitude and frequency content of
the STF. Similarly to previous considerations, the area below the STF does not change, but higher observation
angles produce wider STF with lower amplitudes. Noteworthy, for observation angles located close to the
fault normal, the SH model predicts significant deviation from ®? source model with ground displacement
spectral fall off exponent equal to 1 (cf. Figure 2h). However, in typical scenarios most recorded data involve
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Figure 2. Effects of (a, b) magnitude, (c, d) rupture velocity, (e, f) static stress drop, and (g, h) observation angle on the shape of STF (left) and its spectral properties
(right). In each panel source time functions and spectra are plotted for variations of a single parameter (indicated in the top right corner of each panel) and other
parameters corresponds to the generic source (M), =4.0, Vg=0.9 Vs, and Ac =1 MPa, observed at ® = 30° off the fault normal). The spectra in Figure 2h follow the
w2 source model except for (statistically uncommon) observation angles close to the normal where the spectra falls as & T

observation angles ® > 30°and only about 30% of the data are associated with ® < 30° [Sato and Hirasawa,
1973]. This is because in typical monitoring situations only a limited number of stations are located in the
narrow zone above the earthquakes.

2.1.3. Radiation Pattern

The radiation pattern modifies the amplitudes of observed seismograms. It is typically described by a correc-
tion factor that depends on the faulting geometry and observation point described by azimuth to the station
and takeoff angle (note that the takeoff angle follows the standard seismological convention with values
between 0° and 180° for downgoing and upgoing rays, respectively, and is different from the directionality
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(a) (b) parameter @ described in the pre-
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Pure shear Shear with tensile component source, the radiation patterns for P
\ and S waves may be averaged
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known [Boore and Boatwright,

f 1984]. In this study we use

‘ extended radiation pattern formula

for a more general shear/tensile

source model [Vavrycuk, 2001; Ou,

\ 2008; Kwiatek and Ben-Zion,

(C) Tensile angle: 90° 2013]'. In this model, .the S(?urce is

Pure tensile opening described by the strike, dip, and

rake on the fault plane, along with

a tensile angle o between the

slip vector and its projection on

the fault surface. The tensile angle

<+ | allows simulating nondouble-

couple faulting mechanisms that

are frequently reported for small

earthquakes. The value a=90° cor-

responds to pure tensile opening,

0.=—90° corresponds to pure ten-

Negative 0 Positive sile closing, and &= 0° corresponds

P-wave amplitude-:- to pure shear along the fault

plane. Three example radiation

patterns of P waves are given in
Figure 3.

Figure 3. Map view of the radiation pattern of P phase (strike/dip/rake = 0°/
90°/0°) for three values of the tensile angle a: (a) Pure shear source (a=09),
(b) shear source with a tensile opening component (o =20°), and (c) pure Figure 4 illustrates STFs for several
tensile opening failure (a=90°). The colored Iqbes and their distance from source tensile angles and various
the fault (black line) reflect the expected amplitude of P phase observed at - .
different azimuths. The relative motions of two faces of the fault plane are locations  of the observation
shown with black arrows. The assumed Poisson’s ratio is v = 0.25 [see point. The maximum amplitude of
Vavrycuk, 2001; Kwiatek and Ben-Zion, 2013 for details]. the source pulse increases with
increasing tensile angle regardless
of the observation point. We note that for each tensile angle the maximum amplitude occurs at a different
observation angle.
2.1.4. Average Effect of Source, Directionality, and Radiation Pattern
It is evident that the maximum amplitude of the STF (and thus the earthquake detection) depends primarily
on the earthquake magnitude. However, as seen in the forgoing results, the static stress drop, rupture velo-
city, tensile angle, and radiation pattern modify both the amplitude and spectral characteristics of the STF. To
reduce the number of variables in the subsequent parameter-space study, we now investigate the effects of
static stress drop, rupture velocity, and faulting type on the maximum pulse amplitude averaged over all
observation points and all possible focal mechanisms.

For given rupture velocity and static stress drop (Ac=0.1, 1,170 MPa) we generate a set of 10,000
STFs {STF()}i—1 10000 Observed at randomly sampled observation angles ®; and azimuths ®; using
a sampling procedure based on the Monte Carlo approach [Sato and Hirasawa, 1973; Boore and
Boatwright, 1984]. The generated STFs are corrected for radiation pattern through multiplication with
a radiation pattern correction coefficient Rp(®;6,). Here we consider two end-member focal mechan-
isms—pure shear faulting (¢=0° and pure tensile opening (¢=90°—and randomly sample the
remaining fault plane parameters. For each calculated case we extract the maximum amplitude of
the STF derivative, v/,
city. The set of maximum velocity amplitudes, parameterized by the rupture velocity, static stress
drop, and tensile angle is used to calculate the root-mean-square (RMS) of the maximum amplitude

= max(STF/(t)), which is proportional to the maximum far-field ground velo-
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Figure 4. Comparison of STFs including radiation pattern correction at various observation points (@ =2° 15°, 30°, 45°,
60°, 75° 88°) for different tensile angles: (a) Pure shear source (¢ =0°, (b) shear source with tensile component
(a=20°), and (c) pure tensile failure (o =90°).

max

observation points and focal mechanisms.

yms rms({vgax}iﬂ“_wmo). This effectively gives the maximum RMS amplitude averaged over all

Figure 5 presents the dependency between the rupture velocity and RMS of maximum P wave amplitude.
Each curve is parameterized by different static stress drops and end-member faulting types. The RMS maxi-
mum amplitudes are scaled to that of a standard source defined as a seismic shear source with Ac = 1 MPa
and Vz=0.9 Vs (black circle in Figure 5), essentially making the results magnitude independent. The results
show average variations of expected maximum ground velocity with respect to that of the standard source.
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Figure 5. Dependence between rupture velocity and maximum STF deri-
vative amplitude (proportional to far-field ground velocity) RMS averaged
over all focal mechanisms and observation angles. The values are scaled to
the maximum RMS amplitude observed for a standard source with
Vr=0.9 Vs and Ao = 1 MPa (open black circle). The curves are parame-
terized by different static stress drop (0.1-10 MPa) and failure model (pure
shear, pure tensile faulting). See text for details.

For example, for a pure shear event
with rupture velocity Vz=06 Vs
and stress drop Ac=10 MPa, we
may expect on average nearly 2 times
larger maximum ground velocity
regardless of  particular  focal
mechanisms and observation points.
Similarly, for pure shear event with
rupture velocity Vg=0.5 Vsand static
stress drop of Ac = 0.1 MPa we expect
on the average 17 times lower maxi-
mum ground velocity compared to
the standard source. These results
indicate that assuming a pure shear
source and reasonable ranges of
static stress drop (0.1-10 MPa) and
rupture velocity (0.5-09 Vg), the
maximum ground velocity may vary
between —23dB and +14dB
regardless of focal mechanism and
observation point. For a pure tensile
source (gray curves in Figure 5), the
P wave amplitudes are persistently
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107 Since we are concerned here with
body waves in the far field, we
assume that the amplitude of the
source waveform is diminished by
a factor of 1/r, where r it the
source-receiver distance.

2.2.2. Intrinsic Attenuation

The intrinsic attenuation account-
ing for deviations from pure
: elasticity can affect significantly
the amplitude and frequency con-

\
\
—— STF (r=10km, no attenuation) \
10" b +eere r=10km Q=400 \‘
\
\
S

Ground displacement spectral amplitude [m/Hz]

2 i tent of recorded waveforms. We

F Dk (=200 b assume that the intrinsic attenua-

1072 = 1k Q‘F’=100 | \ tion depends on the wave type (P
10" 10° 10' 10° 10° or S) but is frequency independent.

Frequency [Hz] In the frequency domain, the

attenuation operator takes the form

f
Qc(f) = exp (— V:(;J , (M

Figure 6. (a) Time and (b) frequency domain illustrations of attenuation
effects. The STF at the 10 km distance and not affected by attenuation is
shown as thick black line. The remaining curves display low-pass filtering
attenuation effects at 10 km distance assuming Qp=400, 200, and 100.

where V¢ and Q¢ are the velocity

and dimensionless quality factor
of either P or S wave, respectively. To implement the attenuation effects, we use the time-domain represen-
tation of the attenuation operator [Futterman, 1962]. The effects of attenuation are illustrated in Figure 6 in
the time and frequency domains using an example STF and several Qp values for sensors located 10 km away
from the hypocenter. It is evident that the attenuation reduces significantly the amplitude and high-
frequency content of waveforms away from the source.

2.3. Instrumental Effects

Recorded ground motions are convolved with the instrument response (transfer function) and are sampled
at a given sampling interval. Both of these effects act essentially as a band-pass filter, reducing the
amplitude of frequencies below the natural frequency of the sensor and above a limiting frequency that
is somewhat below the Nyquist frequency of the sampling rate. The resulting reductions in amplitude
and frequency content of recorded waveforms diminish further the event detectability. We investigate
the instrumental effect on earthquake recordings for the following three different sensors: SM6 short-
period sensor with natural frequency f,=15 Hz, OYO Geospace short-period geophone GS11D with
f,=4.5 Hz, and Trilium Compact broadband sensor with f,=0.008 Hz. The amplitude transfer functions
of these sensors are shown in Figure 7.
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Figure 7. Transfer functions of sensors used to simulate the instrumental the Peterson’s noise model with
effects on recorded ground motions.
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data from the following instru-

ments and locations (Table 1): two
short-period borehole sensors located about 500 m and 1100 m below the surface in the Berlin Geothermal

Field, El Salvador [Kwiatek et al., 2014], high-frequency geophone at a depth of 4km in the Gross
Schoenebeck, Germany [Moeck et al., 2009; Kwiatek et al., 2010], short-period and broadband surface sensors
at The Geysers geothermal field [Kwiatek et al., 2015]; short-period sensors installed in Rudna Copper Mine,

Poland, and data recorded by a spatially dense array of 10 Hz geophones on the San Jacinto fault zone
[Ben-Zion et al., 2015].

Figure 8 presents noise recorded at the sites listed in Table 1 up to 1000 Hz together with the high and low
noise models of Peterson and the geometrical mean of the noise data. Two features of the noise above 10 Hz
are notable. First, the noise levels differ with generally (but not always) higher and lower noise levels
observed at surface and borehole stations, respectively. The noise level recorded by surface instruments at
the San Jacinto fault with heavily damaged rocks [Allam et al., 2014; Zigone et al., 2015] is lower than the levels
observed with some borehole and underground sensors, probably because of the larger attenuation around
the San Jacinto Fault. In addition, the noise level appears to decrease with frequency at some sites, while at
others it remains similar up to a few hundreds of hertz. In the subsequent analysis we use the geometrical
mean from the available noise data (marked in Figure 8 as a thick black dotted line). Amplitude power
spectral density given by this line is combined with random-phase information to generate noise traces in

the time domain by means of inverse Fourier transform. These noise traces are used to perturb the synthetic
seismograms in the subsequent results.

2.5. Event Detection

The source, path, instrument, and noise effects are combined to generate synthetic seismograms and mea-
sure the signal-to-noise ratio (cf. Figure 1). The STF is parameterized by the seismic moment M, (potency Py),
stress drop Ao (strain drop Ae) over the fault and rupture velocity Vg. The amplitude of the STF is modified by
the P or S wave radiation pattern Rc(®, 0) averaged over all fault plane parameters and observation points. We

Table 1. A Summary of Sensor Characteristics Used to Investigate Noise Levels

Site Sensor Location Sampling Rate (Hz)
Gross Schoenebeck, Germany HS-11 15 Hz Borehole (4 km) 1000
The Geysers, California GS11D 4.5 Hz Surface 500
Trilium Compact 0.008 Hz Surface 200
Rudna Copper Mine, Poland GS11D 4.5Hz Underground (1 km) 500
San Jacinto Fault Zone ZlLand 10 Hz Surface 500
Berlin Geothermal Field, El Salvador  IMS sensors 1 Hz, 4.5Hz, 5.5Hz  Boreholes (0.5-1.1 km) 500-3000
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Figure 8. Comparison of noise levels recorded at different sites with borehole or surface sensors. The low and high
Peterson noise models are shown with solid black lines. The noise model used in this study combined from low- and
high-frequency noise information is denoted by the thick dotted line.

consider two end-member faulting types: pure shear with & =0° and pure tensile opening with a=90°. For
the pure shear source, the amplitude of the STF is modified by average factors R,=0.52 and Rs=0.63 for
the P and S waves, respectively [Boore and Boatwright, 1984]. For the pure tensile source, the P wave radia-
tion in enhanced considerably leading to average correction factor Rp=1.75, while the radiation of S waves
increases slightly and is associated with Rs=0.73 [Kwiatek and Ben-Zion, 2013]. The resulting radiated
source pulse is subjected to geometrical spreading and intrinsic attenuation associated with a quality factor
Qc. The pulse shape is affected further by the sensor’s transfer function and the sampling rate of the
acquisition system. In the final step of producing synthetic data, a noise trace generated from the
power spectral density of the average noise model of Figure 8 is added to the pulse wavelet. The medium
is assumed isotropic with the following parameters: P wave velocity Vp = 5000 m/s, Poisson’s ratio
v=0.25, shear modulus G=30 GPa, and Vs = Vp/\/§. These values are representative for crustal rocks.
The values of the attenuation coefficients are specified below.

To simulate waveform preprocessing, the resulting synthetic seismograms are filtered by a fourth-order
1-1000 Hz band pass Butterworth filter to remove low-frequency oscillations and high frequencies. The
low-frequency limit of the filter is reasonable if one focuses on detection of earthquakes with My, < 4.0.
The high-frequency corner accounts for antialiasing filter of acquisition system operating at relatively high
sampling frequencies. After filtering, the noise level is measured on the synthetic ground velocity wave-
form as the standard deviation of the record preceding the arrival from the source. The amplitude of the
earthquake signal is measured as the maximum ground velocity amplitude in the synthetic seismogram.
The S/N ratio is calculated from these two parameters as

max(V(t))

rms(N(t)) ’ @

S/N[dB} = 20log o

where V(t) and N(t) are the ground velocity seismogram and noise in the time domain, respectively. For each
set of parameters describing the source, path, and sensor effects, the S/N ratio is calculated 100 times using
randomly selected noise traces added to the synthetic signal and then averaged. An S/N ratio of 20 dB sig-
nifies an amplitude of recorded source arrival that is 10 times higher than the noise level. For an earthquake
detection threshold, we require the maximum amplitude of the source arrival to be equal to that measured in
the preceding noise level, i.e., an S/N ratio of 0dB.

In addition to the S/N ratio, the observed corner frequency of either the P or S signal is calculated using the
following integrals [Andrews, 1986; Snoke, 1987]:
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Moment magnitude

Figure 9. Dependence between moment magnitude and S/N ratio assuming
standard shear source (Vg =0.9Vs and Ao =1 MPa) including sensor
characteristics of GS11D sensor (cf. Figure 7). Solid, dashed and dotted lines
correspond to low, medium, and high attenuation with Qp =400, 200, 100,
whereas red, green, and blue colors correspond to increasing source-receiver
distances r=1 km, 10 km, 50 km, respectively. The filled circles mark
observed corner frequency. The bulge in all curves around My, 3.0 reflects
the increased sensitivity of GS11D sensor around 1 Hz natural frequency
(cf. Figure 7). The thick gray lines emphasize data points where S/N ratio
may be affected by near-field effects (see text for details).

3. Results
3.1. Earthquake Detection

Figure 9 presents S/N ratios of the
observed P wave pulse in velocity
seismograms for synthetic earth-
quakes with different moment
magnitudes, assuming a standard seismic source with rupture velocity Vzx=0.9 Vs and stress drop
Ao=1 MPa. The curves are parameterized by different source-receiver distances (r=1, 10, and 50 km)
and different quality factors of P waves (Qp=100, 200, 400). To simulate the acquisition system we use
the transfer function of GS11D sensor (cf. Figure 7). The applied band-pass filter affects slightly the ampli-
tudes for the largest and the smallest earthquakes. Corresponding results for S waves, other sensors types,
rupture velocities, and stress drops are provided in the supporting information. The presented results focus
on the far field where r» L and r» /. with L and 4 being source dimension and wavelength of interest [e.g.,
Ben-Zion, 2003]. Although most seismometers are in the far field, data recorded by local networks include
near-field terms that can enhance the ability of extracting information from the data [e.g.,, McGarr, 1991;
McGarr and Fletcher, 2002]. Since near-field terms are not accounted for in our results, we do not consider
locations with r < L and highlight in Figure 9 and following figures, data points that may be affected by
near-field terms with thick gray lines.

As expected, the source-receiver distance and attenuation are major effects governing the recorded S/N
ratios, with attenuation having an increasing effect at larger source-receiver distances. At 50 km distance,
events with moment magnitude My, < 1.5 are not detectable for Qp < 200. For comparison, at 1 km distance
earthquakes with My, =—2.0 are hardly detectable for Qp~200, while for Qp=100 only events with
My, > — 1.6 have P pulse signal above the noise level. The visible bulge in all curves around M,3.0 is related
to increased sensitivity of GS11D sensor at its natural frequency.

Although Figure 9 corresponds to specific source properties, it may be combined with Figure 5 to provide
approximate estimates of S/N ratios for other source characteristics. In general, earthquakes with higher
stress drops and rupture velocities excite narrower STFs with larger amplitudes, leading generally to higher
S/N ratio, although the precise values depend on source-receiver distance, attenuation, and sensor effects.
These parameters affect the frequency content as well. Earthquakes with larger tensile component excite
larger P waves (in this case the frequency content is not affected) so pure tensile events have approximately
4 times larger P wave amplitudes than corresponding shear events (cf. Figure 5). This increases the S/N ratio
of P waves by approximately +12dB, and in consequence leads to tensile events being more easily
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Figure 10. Event detection capability of a shear source using P waves and GS11D sensor. The color scale corresponds to S/
N ratio of the ground velocity first P wave pulse in (dB) with white color (S/N <0 dB) marking the assumed detection
level. Each column corresponds to different seismic source and path properties including source-receiver distance,
attenuation, stress drop, and rupture velocity. The stress drop is labeled H, M, and L for 10 MPa, 1 MPa, and 0.1 MPa static
stress drops, respectively. The rupture velocity is ordered in each subcolumn of H, M, and L, from 0.9, 0.7, and 0.5 Vs. Similar
figures for other sensors and S phases are presented in the supporting information.

detectable. However, earthquakes with pure tensile opening are unlikely and the expected enhancement of
S/N ratio due to realistic tensile components is likely considerably below 12 dB. Large tensile components are
only observed in underground explosions or small earthquakes associated with, e.g., mining or fluid injection
activity. However, even in such cases a is generally expected to be below 40°, producing approximately 80%
non-double-couple component of the seismic moment tensor [Vavrycuk, 2001].

Figure 10 summarizes detection results for pure shear events with various static stress drops, rupture
velocities, propagation distances, and P wave attenuation coefficients assuming GS11D sensor. The S/N ratios
(color scale) reflect the detectability of events with different sets of source and path characteristics. At 1 km
hypocentral distance, with the assumed acquisition system and preprocessing, M, > — 1.6 events are detect-
able in far-field environment with Qp > 100 using P waves. For 10 km source-receiver distance, the detection
level increases on average to My, 0.5 events. Within these relatively close source-receiver distances the effects
of attenuation, stress drop, and rupture velocity are not very significant, but they become important at larger
distances. For 50 km hypocentral distance, the detection level of events characterized by low static stress
drop and rupture velocity in high-attenuation solid can differ by more than a full magnitude unit from that
of events with high stress drops and high rupture velocity in low-attenuation medium. For example, a
My2.0 earthquake with 0.1 MPa static stress drop and low rupture velocity (Vz=0.5 Vs) in a solid with
Qp=100 is barely detectable at 50 km using P waves and GS11D sensor, while the same magnitude event
with Ao =10 MPa and high rupture velocity is easily detectable in a solid with Qp=400.

3.2. Frequency Content and Reliable Assessment of Source Parameters

Figure 11 presents relations between the observed P wave corner frequency and the S/N ratio assuming a
standard shear source with rupture velocity Vg=0.9 Vs and stress drop Ac =1 MPa and neglecting sensor
effects. Each curve is parameterized by different source-receiver distances r=1, 10, and 50 km and P wave
quality factors Qp=100, 200, 400. The observed corner frequency is calculated following equation (3). The
results illustrate the expected dominant frequency of the signal that may be observed in isotropic solid for
the ranges of assumed parameters. This may be used to assess the most desirable sensor characteristics to
efficiently capture and analyze earthquakes in a certain magnitude (or equivalent frequency) range.
Recording data in a frequency band from near zero to 3 times the corner frequency is essential for a reliable
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Figure 11. Dependence between observed corner frequency calculated
from P waves and S/N ratio for a standard shear source (Vg =0.9Vs and

Ao =1 MPa). Each curve is parameterized by different values of source-
receiver distance and quality factor. Instrumental effects are not considered
so the corner frequency depends on source effects, geometrical spreading,
and attenuation. The moment magnitude is given by the color scale. The
thick gray lines emphasize data points where S/N ratio may be affected by
near-field effects (see text for details).

assessment of source parameters
[Abercrombie, 2015]. Similar plots
for other source characteristics
(stress drop, rupture velocity) are
presented in the supporting infor-
mation. As an example, consider a
region characterized by Qp=200
and earthquakes with static stress
drops of 1MPa. If the target
magnitude range is 0.0-2.0 and
the monitoring distance range is
1-10km (black-dotted polygon in
Figure 11), the expected observed
frequency range is 10-100 Hz and
sensors should record effectively
at least up to 300 Hz. This suggests
using in this case short-period
sensors with sampling rates
exceeding 600 Hz.

Figure 12 displays similar results to
those of Figure 11, with the added
incorporation of the transfer func-
tion of GS11D sensor (similar plots
for other source characteristics

and sensors are presented in the supporting information). The results illustrate how the high-pass filtering
properties of the GS11D sensor affect the low-frequency content of the observed waveforms. This leads to
a significant bias in the observed corner frequencies of events larger than about My, = 3.0. The instrumental
event cutoff is larger for the SM6 sensor which has higher natural frequency (see supporting information).
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Figure 12. Dependence between observed corner frequency calculated
from P waves and S/N ratio for a standard shear source (Vg =0.9Vs and

Ao = 1TMPa) in calculations assuming instrument effects of the GS11D sensor.
Each curve is parameterized by different values of source-receiver distance
and quality factor. The moment magnitude is color coded. The light gray
dotted lines denote S/N ratios without accounting for sensor characteristics
(cf. Figure 7). The thick gray lines emphasize data points where S/N ratio may
be affected by near-field effects (see text for details).

Comparing Figure 12 (and related
plots in the supporting information
for other sensors) with Figure 11
provides first-order information at
which frequencies/magnitudes
we may expect a bias in
quantities derived from seismo-
grams associated with different
source, path, and acquisition sys-
tem characteristics.

In typical analyses of source para-
meters, the calculated ground
velocity or displacement spectra
are corrected for the sensor charac-
teristics. This leads to enhance-
ment of the recorded signals at
frequencies below the natural
frequency of the sensor, which
could have allowed in the absence
of noise for correct estimates
of corner frequencies, seismic
moment/potency and other source
characteristics (cf. Figures 11 and
12). However, certain frequencies
are masked by the noise so not
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Figure 13. Differences between S/N ratios of S and P waves for standard the SH circular shear source model,
seismic sources with different moment magnitude assuming (a) Qs =4/ Es/Ep = 24.4 for V=09 Vs and E/
9 Qp and b) Qs = Qp. Sensor effects are not incorporated. Triangles and Ep=17.8 for Vg< 0.7 Vs. However,
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color reflecting the S/N ratio of either the S or P amplitude.

model, the Es/Ep=1.1, regardless

of the rupture velocity [Sato, 1978]

and rock fracturing generating
damage-related radiation [Ben-Zion and Ampuero, 2009] may lead to Ep > Es. The radiation patterns of P
and S waves are different leading to altered average radiation pattern correction coefficients (see overview
by Kwiatek and Ben Zion [2013]). The amplitude differences between the P and S waves are accompanied
by slight changes in the frequency content of recorded seismograms. The corner frequency of S waves in
the SH and other standard models is lower than that of P waves with fp/fs ratios ranging 1.29-1.39 for rupture
velocities in the range Vp=0.5 — 0.9 Vs [Sato and Hirasawa, 1973] (see also overview in Kwiatek and Ben-Zion
[2013]). Faulting associated with rock damage and/or tensile source components may produce fp/fs ratios
higher than 2 [Yang and Ben-Zion, 2016].

Another important factor affecting the amplitude and frequency content of recorded seismograms is
attenuation. It is typically assumed that S waves are more attenuated than P waves. If there is no dissipation
in pure compression, the theoretical ratio between quality factors of P and S phases is [Knopoff, 1964;
Burdick, 1978]
2

% _3Vp @

Qs 4vs
For a Poisson solid with A1=u, equation (4) predicts Qp that is 2.25 higher than that of Qs [Burdick,
1978]. However, observations frequently provide considerably lower Qp/Qs ratios [Olsen et al., 2003;
Hauksson and Shearer, 2006; Kwiatek et al, 2011, 2015] assumed to reflect effects of pore fluids on
the attenuation.

As both amplitude and frequency content of S waves are different from those of P phases for same source
parameters (seismic moment, static stress drop, and rupture velocity), we perform identical modeling for
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Figure 14. Comparison of S/N ratios estimated from real ground velocity meterized for different source-

waveforms (dots) with theoretical predictions of S/N ratio (dashed lines) for
four different data sets, plotted as a function of the moment magnitude (cf.
Figure 9). The theoretical curves were calculated using available information
on source (stress drop), path (attenuation), and sensor parameters that cor- results assuming Qs = Qp.
res.pond best to the spec.iﬁc sitfe (framed colored texts). The observgd .S/N The most interesting feature visible
ratios were calculated using seismograms of earthquakes located within a

certain distance interval from hypocenters to match the synthetic S/N ratio regardless of whether Qs=4/9 Qp
curves (+10% of indicated distance). or Qs=Qp has been used is the

persistent decrease in the differ-
ence between the S/N ratios of S and P waves with decreasing moment magnitude (or equivalently reduced
S/P amplitude ratio with decreasing moment magnitude). The S/N ratio difference saturates at 20 dB for
higher moment magnitudes regardless of the source and path properties. The observed saturation level cor-
responds to radiated energy ratio Es/Ep= 24, which is expected for the SH shear source [Sato and Hirasawa,
1973]. The saturation at 20dB S/P amplitude ratio is faster for shorter source-receiver distances and lower
attenuation (cf. parameterization of different curves in Figure 13). The S/P ratio is also observed to saturate
at 20 dB earlier at higher magnitudes for sources with lower rupture velocity and lower stress drop (support-
ing information). The decrease in S/P amplitude ratio is clearly attributed to the low-pass filtering properties
of the attenuation operators of P and S waves with respect to the radiated frequency content from the seis-
mic source. Lower frequency content of the generated waves (larger magnitudes, lower stress drop, and
lower rupture velocity), combined with shorter source-receiver distances and lower attenuation, results in
less severe dropdown in S/P amplitude ratio from the generic 20 dB value. Interestingly, cases with Qs =4/
9 Qp sometimes lead to theoretical predictions of P amplitudes larger than those of S waves (circles in
Figure 13a) even for shear sources, with P but not S amplitudes above the noise level. However, when
Qs=Qpis used, the S wave amplitudes are never below the P wave amplitudes (Figure 13b) and they saturate
at lower magnitudes at approximately 7 dB.

receiver distances and attenuation.
Figure 13b provides corresponding

3.4. Comparison of Synthetic and Observed S/N Ratios

To perform a basic validation of the theoretical results, we compare the synthetic predictions of S/N ratios
with corresponding results based on observed ground velocity recordings in different geological environ-
ments (Figure 14). For that purpose we use high-quality microseismic data from four different sites where
source parameters were analyzed previously: (a) Berlin Geothermal Field, El Salvador [Kwiatek et al., 2014],
(b) Gross Schoenebeck Geothermal Laboratory, Germany [Kwiatek et al., 2010], (c) The Geysers Geothermal
Field, United States [Kwiatek et al., 2015], and (d) Rudna Copper Mine, Poland [Orlecka-Sikora et al., 2009].
Depending on data availability, we pick the ground velocity first pulse amplitudes of either S (data sets
a—c) or P (data set d) waves, and calculated the S/N ratio using recorded noise. We select seismograms for
which source-to-receiver distances are close to 4000 m for data sets a, ¢, and d, and 1000 m for data set b.
For each earthquake, the amplitudes of first P or S wave pulses observed at the different stations are averaged

KWIATEK AND BEN-ZION

LIMITS ON DETECTION OF EARTHQUAKES 5911



@AG U Journal of Geophysical Research: Solid Earth 10.1002/2016JB012908

and plotted versus the moment magnitude of the event (dots in Figure 14). The synthetic S/N ratio curves in
Figure 14 employ data set-specific information on attenuation, static stress drop, and sensor characteristics
from Orlecka-Sikora et al. [2009] and Kwiatek et al. [2010, 2014, 2015]. In all simulations we assume
Vzr=0.9Vs due to lack of information on the rupture velocities.

As seen from Figure 14, our synthetic simulations of S/N ratios reproduce statistically the observed S/N
ratios over a broad magnitude range. This is especially the case for data sets (a, ¢) for which the uncertain-
ties could be reduced due to the availability of many high-quality stations. Even the observed S/N ratios
extracted from a single downhole sensor installed in Gross Schoenebeck fit well the synthetic predictions,
likely because the close source-receiver distances result in clear waveforms. In the case of Rudna Copper
Mine we note that the observed S/N ratios are overall lower than the predicted ones. This is likely related
to the generally increased noise level in the mine due to exploitation. Also, the network in the Rudna
Copper Mine consists of vertical sensors located at the level of exploitation where the seismicity also
occurs. This results in high incidence angles of waves to the vertical sensors, which diminish the amplitudes
and reduce the observed S/N ratios.

4. Discussion

We investigate theoretical time domain and spectral properties of Pand S seismic signals in relation to source,
path, and sensor effects, in an effort to clarify limits to event detection and analyses of earthquake source
properties. The study is based on a large parameter-space study involving over 59,000 simulated cases
(Table S1 and Figures S1-S69 in the supporting information) covering broad ranges of earthquake
magnitudes, static stress drops, rupture velocities, and two end-member faulting styles (pure shear and pure
tensile faulting). The synthetic P and S source waveforms are convolved with Green’s functions associated
with several sets of attenuation coefficients, combined with expected ambient seismic noise up to 1kHz
(Figure 8), and convolved with transfer functions of three different common sensors. The simulated results
provide a platform for identifying with far-field seismic data the predominant factors affecting the quality
of seismic signals for analysis of source properties and detection of earthquakes in various circumstances.

The S/N ratios of Pand S waves and spectral characteristics of the signals at various source-receiver distances in
various structural models are presented in a number of summary plots (Figures 9-13). The overall characteris-
tics of the predicted S/R ratios reproduce well statistically observed S/R ratios extracted from seismograms
recorded in four different test regions (Figure 14). However, not all source-structure-sensor characteristics
and their effects on seismic signals could be presented, to keep reasonable level of generality. First of all, to
discuss earthquake detection and analysis of source properties we assumed constant upper and lower limits
of the recorded frequencies by imposing band-pass filter of 1-1000Hz. The applied filter was set up to
efficiently handle the broad magnitude range discussed in the paper, but it diminishes slightly the S/N ratio
of larger earthquakes with My, > 4.0 as well as smaller events with My, < — 3.0. Also, the recorded waveforms
depend clearly on a predefined sampling rate of the acquisition system, which constrains the upper frequency
limit of the recorded frequencies. If the sampling rate is too low, the high-frequency content of small events will
be filtered out lowering the S/N ratio and limiting the ability to derive source parameters. The used acquisition
system must allow for covering the expected frequency band of the target earthquakes. This is especially
important for analyses involving reliable estimation of static (seismic moment, corner frequency) and dynamic
(radiated energy) source properties [Baig and Urbancic, 2010; Viegas et al., 2012].

If the monitoring conditions are not optimal with respect to the target magnitude/frequency range of
(expected) earthquakes, the data will allow for reduced detection and may lead to errors and biases in the
analysis of source properties. A simple example is the apparent breakdown of self-similarity of earthquake
source processes for small earthquakes due to the limited upper frequency band or inappropriate corrections
for attenuation [Ide et al., 2003; Kwiatek et al., 2011, 2014; Abercrombie, 2015; Harrington et al., 2015]. The
radiated energy and corner frequency estimates are especially affected, as they require recording of high
frequencies. Ideally, the sensor should record reliably as broad a range of frequencies as possible. In an
extreme case, to capture 90% of the seismic energy of a given event, the sampling rate should be at least
10 times higher than its corner frequency [Ide et al., 2003]. For example, an event with My, = — 2.0 may have
observed corner frequency of 500 Hz. Analysis of source properties of such events requires a frequency band
up to 5000 Hz, which theoretically necessitates 10 kHz sampling rate! Also, depletion in the low-frequency
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content (e.g., due to the use of short-period sensors) leads to reduced detection capabilities of the seismic
network for large events. More importantly, ignoring the low-frequency depletion leads to underestimation
of magnitudes [Baig and Urbancic, 2010]. The information in Figures 11 and 12 allows deducing the optimum
frequency range of the acquisition system with respect to the targeted magnitude range of seismicity.

Another factor affecting the detection and analyses of source properties is the rupture directivity. The
assumed SH source model accounts for the variability of the STF with the directionality of the observation
angle, but it has no directivity due to radial symmetry of the rupture propagation. Directivity enhances the
S/N ratios and corner frequencies of the P and S waves at observation points in the direction of rupture
propagation and decreases them in the opposite direction. This may balance out overall for detection pur-
poses, perhaps with somewhat reduced signal quality because of the azimuthal variations of amplitudes
and frequency content, and it can lead to errors in derived stress drops if not accounted for [e.g., Calderoni
et al., 2012].

Our detection analysis was based on the average radiation from pure shear and pure tensile faults associated
with various focal mechanisms and all observation points, rather than focusing on individual focal mechan-
isms (and source-receiver angles). This means that the presented results are representative for any fault,
assuming the focal sphere is sufficiently covered by the seismic network. For pure shear and pure tensile
sources, the P wave amplitude involving particular focal mechanism and observation angle may vary by a fac-
tor of approximately 2 (6 dB) and 1.7 (x5 dB), respectively, compared to the presented results based on the
average radiation pattern. A similar range of variations holds for the S waves. However, in the case of P waves
it is overall more likely that for a given observation point and random focal mechanism the recorded
amplitude will be lower than the average radiation coefficient (=0.52) due to existence of radiation nodes.
This is opposite for S waves, where it is overall more likely to have slightly larger amplitudes for a particular
observation point and random focal mechanism compared to the averaged radiation (0.63) used in this
study. The faulting type (pure shear/tensile) does not affect significantly the S wave radiation, but it
does affect the P wave radiation. The presented theoretical results suggest that detection of tensile seismic
events using P waves would be easier than shear events (+12dB in amplitude of P waves) due to the
enhanced P radiation. This can be relevant primarily for detection of explosions, since only small tensile
opening/closing components are expected for earthquakes. However, we note that resolving tensile
components of earthquakes is still important for improved understanding of source processes [e.g.
Kwiatek and Ben-Zion, 2013; Boettcher et al., 2015; Ross et al., 2015].

We considered source-receiver distances of up to 50 km. At these distances direct waves may be accompa-
nied by refracted and surface phases, and in some locations also basin and trapped waves with amplified
motion. In such cases the S/N ratios are generally expected to be higher leading to increase in detection limits
at larger distances. In addition, near-field terms ignored in our simulations may enhance the S/N ratio at very
short distances. On the other hand, some factors such as strong site effects or significant scattering may
reduce the S/N ratio in some situations. We also note that S/N ratios in individual stations are relevant for
the first stage of event detection and additional processing steps (e.g., association of signals at multiple sta-
tions and successful location) are needed to declare event detection. Nevertheless, the results presented in
this paper may be considered overall conservative, especially in cases with good coverage of the focal sphere
and situations with lower ambient noise levels (e.g., when using borehole sensors).

From Figures 9-12 it is evident that to capture My, < — 3.0, the monitoring networks must be located very
close to earthquakes to suppress the effects of attenuation and geometrical spreading and preserve the
high-frequency content of the waveforms. This must be combined with adjustments to the acquisition
system to handle high frequencies enabling the detection and reliable analysis of source properties. At a
certain frequency this requires a change from standard seismic sensors to acoustic emission monitoring sys-
tems. For example, Plenkers et al. [2011] and Kwiatek et al. [2011] analyzed nanoseismicity and picoseismicity
catalog of seismic events with My, ranging from —5.0 to —1.0, recorded in Mponeng deep gold mine, South
Africa. They found that to capture My, — 4.0 earthquakes with seismic source of centimeter size and corner
frequencies of up to 10 kHz [Kwiatek et al., 2011] sensors must be closer than 100 m from the hypocenters,
while detection of My, — 5.0 events requires source-receiver distances no more than a few tens of meters.
The actual required distance for such small events also depends strongly on sites effects, e.g. in the
Mponeng deep gold mine location of fracture zones or tunnels [Plenkers et al., 2009, 2010].
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It is somehow intuitive to assume that it is easier to detect earthquakes using S waves rather than P phases,
due to the fact that radiated energy of S waves is typically larger than that of P waves. In the case of the SH
source model used here, the S/N ratio of S phases is approximately 10 times (+20 dB) higher than that of P
phases when the path and sensor effects are neglected. However, different attenuation coefficients for P
and S waves between the source and receiver can modify the relative S/N ratio of the waves, with high
frequencies being most seriously affected. When the quality factors of P and S waves are comparable, the
S amplitudes are always higher than the P amplitudes for the same set of source characteristics, regardless
of magnitude. However, for the classical relation Qs=4/9 Qp and small events generating high frequencies,
the amplitude of S waves is lower than that of P wave beyond some propagation distance (Figure 13). The
situation may be more complex in cases of frequency-dependent attenuation not considered in this work.
The observed relative depletion in S wave amplitude relative to that of P waves with increasing distance
and decreasing magnitude should be considered if using detection strategies based only on S waves. The
examples shown illustrate that it is important to attempt detection using both P and S waves, especially
for small events.

5. Conclusions

Our analysis of waveform properties of earthquakes with M, between —3.0 and 5.0, corresponding to source
corner frequencies between 7 kHz and 0.5 Hz and source sizes between 1 dm and 1 km, lead to the following
conclusions:

1. For typical values of static stress drops (0.1-10 MPa) and rupture velocities (0.5-0.9 Vs), and all focal
mechanisms, faulting types and observation points, the maximum amplitudes of the STF derivative
(proportional to the far-field ground velocity) vary between —23 dB and +14 dB with respect to a source
with Vp=0.9 Vsand Ac=1 MPa (referred to as standard source in this work). The P wave amplitudes of a
pure tensile source may be enhanced by +12 dB.

2. The amplitude and frequency content of seismic waveforms are primarily affected by the earthquake
magnitude and static stress drop. Higher magnitudes generate higher ground motions; lower magnitudes
generate higher-frequency waves, and larger stress drops (for a given magnitude) generate higher
ground motions and frequencies. The rupture velocity, radiation pattern, and faulting type (shear/tensile)
have secondary effects on the waveforms, which are not essential for considerations of earthquake
detection but may be important for analyses of source properties.

3. The geometrical spreading and intrinsic attenuation produce clear limits to both detectability of events
and analyses of earthquake source properties.

4. The S amplitudes generated by earthquake sources are always larger than the P amplitudes. However,
stronger attenuation of S waves can lead to significant decrease of the S/P amplitude ratio for small
events, and in some cases even produce P amplitudes larger than those of the S waves.

5. Inappropriate frequency band of the sensor and/or sampling frequency of the acquisition system can
seriously affect the detectability and ability to analyze source properties of both small and large
earthquakes.
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