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S U M M A R Y
In order to improve our understanding of hazardous underground cavities, the development
and collapse of a ∼200 m wide salt solution mining cavity was seismically monitored in the
Lorraine basin in northeastern France. The microseismic events show a swarm-like behaviour,
with clustering sequences lasting from seconds to days, and distinct spatiotemporal migration.
Observed microseismic signals are interpreted as the result of detachment and block breakage
processes occurring at the cavity roof. Body wave amplitude patterns indicated the presence
of relatively stable source mechanisms, either associated with dip-slip and/or tensile fault-
ing. Signal overlaps during swarm activity due to short interevent times, the high-frequency
geophone recordings and the limited network station coverage often limit the application of
classical source analysis techniques. To overcome these shortcomings, we investigated the
source mechanisms through different procedures including modelling of observed and syn-
thetic waveforms and amplitude spectra of some well-located events, as well as modelling of
peak-to-peak amplitude ratios for the majority of the detected events. We extended the latter
approach to infer the average source mechanism of many swarming events at once, using
multiple events recorded at a single three component station. This methodology is applied
here for the first time and represents a useful tool for source studies of seismic swarms and
seismicity clusters. The results obtained with different methods are consistent and indicate
that the source mechanisms for at least 50 per cent of the microseismic events are remarkably
stable, with a predominant thrust faulting regime with faults similarly oriented, striking NW–
SE and dipping around 35◦–55◦. This dominance of consistent source mechanisms might be
related to the presence of a preferential direction of pre-existing crack or fault structures. As
an interesting byproduct, we demonstrate, for the first time directly on seismic data, that the
source radiation pattern significantly controls the detection capability of a seismic station and
network.

Key words: Controlled source seismology; Earthquake source observations; Computational
seismology.

1 I N T RO D U C T I O N

A series of catastrophic subsidence and ground failure events oc-
curred in the 1990s in the iron-ore basin of the Lorraine region in
northeastern France. Decades of intensive excavation mining ac-
tivity have left vast underground rooms and pillars beneath urban
areas some of which have collapsed (e.g. Didier 2008). To pre-
vent these disasters in the Lorraine region and other post-mining
districts, current research aims to better understand the governing

failure mechanisms and dynamics and to improve the efficiency
of local microseismic and geodetic monitoring, which represents a
major instrument of the French post-mining risk management (e.g.
Couffin et al. 2003; Didier 2008; Contrucci et al. 2010).

In this context, the ‘Cerville–Buissoncourt’ multiparame-
ter research project was carried out by the research Group
for the Impact and Safety Of underground workS (GISOS,
http://gisos.ensg.inplnancy.fr/gisos-info-en/gisos-info-en/) in the
Lorraine basin. During the period 2004–2009, an evolving, ∼200 m
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Figure 1. Study site setting and databases used in this study. (a–d) Eight of nine stations are shown; location of missing station 1 can be seen in Kinscher et al.
(2015). (a,b) Data set of 74 classically located microseismic events examined in Sections 2 and 4.1–4.3. 54 events were taken from Kinscher et al. (2015) and
20 events were selected in this study (Appendix), which have exclusively hypocentres below stations 6.1–6.3. Profiles A and B represent the exploitation well
profiles of the ‘channel and drilling’ solution mine where along fresh water is injected and brine extracted (e.g. Kinscher et al. 2015). Northing and easting
are given in meters relative to a reference point X = 892 900 and Y = 116 000 defined by the Lambert 1 Nord (NTF, Paris) coordinate system. (c) Data set of
∼6000 microseismic events of the 2008 crisis examined in Section 4.2. All events have been detected by three component stations 3, 5 and 6.2. (d) Data set
of ∼15 000 events (∼66 per cent) of the 2008 crisis (grey stars) and ∼7500 events (∼57 per cent) of the collapsing period in 2009 (red stars) (see the text)
detected by station 6.2. Locations in panels (c)–(d) were determined by using the swarming adapted location approach of Kinscher et al. (2015).

wide salt solution mining cavity initiated by brine pumping (Fig. 1)
was monitored until its final, controlled collapse in February 2009
(Klein et al. 2008; Mercerat et al. 2010; Contrucci et al. 2011;
Lebert et al. 2011; Jousset & Rohmer 2012; Kinscher et al. 2015).
The salt deposit was exploited by solution mining using the chan-
nel and drilling technique along two exploitation profiles A and B

(Fig. 1). The local geology is part of the Triassic salt formation of the
Paris Basin, which consists of subhorizontal submarine sediments,
including a thin and stiff Dolomite layer at 119 to 127.5 m depth
(Fig. 1, Table 1), which is supposed to significantly control the me-
chanical stability of the salt cavity (Daupley et al. 2005; Mercerat
2007). During the project period, a huge microseismic data set of
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Table 1. Improved version of the velocity model introduced by Mercerat et al. (2010), used for synthetic seismogram calculations. See
Appendix for the procedure of elastic parameter estimation.

Geological layers Depth VP VP/VS QP QS P
(m) (km s−1) (g cm−3)

Marls and sands 0–60 1.69 2.3 10 10 2.5
Marls and sands 60–118 2.9 2.3 40 20 2.5
Dolomite 118–130 5.0 1.73 40 20 2.89
Anhydritic marls 130–185 4.0 1.83 40 20 2.657
Salt 185–300 4.2 1.8 40 20 2.15

about 50 000 triggered event files, was recorded by a microseismic
network containing nine 40 Hz geophones (Contrucci et al. 2011)
mainly installed in boreholes (Fig. 1).

Understanding the source mechanisms associated with the micro-
seismic data is of particular interest to evaluate existing mechanical
models and to understand the governing ground failure dynamics.
However, the application of adequate, full-waveform based source
analysis tools, like automatic moment tensor inversion approaches
(e.g. Dahm et al. 1999; Sen et al. 2013), is challenging and limited
for the Cerville data set. The microseismic events appear prelimi-
nary in the form of swarms (∼80 per cent), where individual events
often cannot be clearly isolated from each other (Fig. 2; Kinscher
et al. 2015). Moreover, the high-frequency data show the presence
of strong propagation effects, in particular strong refractions at the
Dolomite layer (Kinscher 2015; Kinscher et al. 2015), which are
difficult to model with sufficient accuracy, and thus strongly affect
the robustness of such inversion approaches. In addition, a stable
source inversion is hindered by the limited number and azimuthal
coverage of three component stations (Fig. 1).

We present a comprehensive and unconventional source analysis
study constraining the governing source mechanisms for almost
the entire microseismic data set. The analysis is a continuation of
Kinscher et al. (2015), who addressed the detection and location
problem of microseismic swarms at Cerville. Kinscher et al. (2015)
analysed a data set corresponding to a microseismic crisis lasting
from March to May 2008, which was related to a significant upward
migration of the cavity roof by about 50 m. The location results
showed that microseismic swarms represent systematic epicentre
migration sequences (lasting from seconds to days), which were
interpreted as dynamic detachment and block breakage processes
at the cavity roof. In addition, they reported an apparent systematic
source effect on the body wave amplitude pattern, documenting an
apparent similarity in source mechanisms for most recorded events,
whose detailed analysis is the main interest of this study.

The paper is organized as follows: first, we present the main
features of the microseismic records, some previous source analysis
attempts, and the characteristics of the observed systematic source
effect (Section 2). Section 3 introduces the different used data sets.
Section 4 provides details of the adopted source inversion approach,
and the inversion results. The multiple source inversion results are
discussed in Section 5, where we propose a preliminary model to
explain the apparent stability in source mechanisms.

2 P R E V I O U S S O U RC E S T U D I E S A N D
I N D I C AT I O N S F O R A S Y S T E M AT I C
S O U RC E E F F E C T

At the Cerville–Buissoncourt study site, microseismic swarming
events have been classified in two major event groups (Fig. 2):
(i) isolated events, where single events are distinguishable and
(ii) tremor-like events, which represent quasi-continuous signals

formed by interlaced seismic events (Mercerat et al. 2010; Kinscher
et al. 2015). Despite this formal difference in the signal appearance,
the event location results suggested that the two microseismic event
types represent fracturing and breakage processes at the cavity roof
(Kinscher et al. 2015). Moreover, no differences in the spectral
characteristics could be observed among the two families of signals
from the recordings of high-frequency instruments. The spectral
content for both event types is dominated by frequencies in the
range 10–150 Hz (Fig. 2), which agrees with the expected range for
shearing and detachment cracking at the cavity roof (Wust-Bloch &
Joswig 2006; Malovichko et al. 2010).

Mercerat et al. (2010) studied the source spectra of eight events
occurring in both isolated and tremor-like swarming sequences in
the project period 2005–2007, without finding any significant dif-
ference in source parameters. Using an omega-squared (ω2) model
(Aki 1967) and Brune’s scaling approach for S-wave spectra (Brune
1970), the authors found moment magnitudes in the range Mw −2
to 0, source radii of a few to several tens of meters (6–31 m) and
relatively low stress drops compared to natural earthquakes rang-
ing from 10−3 to 10−2 MPa. Furthermore, the authors suggested the
presence of tensile source components indicated by low S/P-wave
displacement spectral plateau ratios �S/�P of <4, which are in-
consistent with the radiation pattern of a pure shear crack model
(Walter & Brune 1993). In addition, laboratory tests indicated ex-
tremely low tensile strengths with respect to some Marl samples,
located at the cavity roof (Souley et al. 2008; Mercerat et al. 2010).

Recently, Kinscher et al. (2015) suggested the presence of an
apparent source effect by means of S/P-wave amplitude ratio in-
spection of 54 selected events of the 2008 crisis. They observed
that S/P-wave amplitude ratios became systematically smaller for
smaller station incidence angles, so that one observes comparatively
very strong P compared to S waves when the receiver is located di-
rectly above the event. Here, we confirm this tendency for 20 more
selected events of the 2008 crisis (Appendix), all located below
stations 6.1–6.3 (Fig. 1a). The waveform example of event 1 in
Fig. 3 shows a dominant P-wave amplitude on the vertical compo-
nent, while significantly smaller S waves barely can be seen on the
horizontal components.

This consistent finding suggests that analysed events had very
similar source mechanisms, which are in agreement with a source
model of predominant tensile faulting with a horizontal plane, with
dominant P wave upwards and dominant SV-wave radiation at 45◦

(Kinscher et al. 2015; Fig. 4). However, Kinscher et al. (2015) found
also a clear evidence for the presence of significant SH-wave energy,
supporting the presence of shearing mechanisms, that is, dip-slip
faulting (Fig. 4). Most of the visually inspected events, including the
54 events of the training set (Kinscher et al. 2015) and the 20 events
below stations 6.1–6.3 (Appendix), demonstrated clearly positive
upward P-wave polarities as shown for event 1 (Fig. 3). No event
with clear negative P polarity was observed, which is consistent with
the tensile source model with horizontal plane, but also fitting with a
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Figure 2. Example of a typical microseismic swarm example recorded during the microseismic crisis of 2008. The figure is taken from Kinscher et al. (2015).

dip-slip mechanisms associated with thrust faulting. Consequently,
when referring to a dip-slip mechanism, we generally refer to a pure
thrust fault mechanism.

3 DATA

The microseismic event catalogue used in this study was generated
by using the swarming adapted detection and location approaches of
Kinscher et al. (2015). Automatic detection was performed by using
a polarization approach providing P-wave phase arrival detection
and P-wave polarization angles, that is, incidence and backazimuth
angle. The polarization approach is only applied to three compo-
nent stations 3, 5 and 6.2. Locations were then obtained by using

the polarization angles and an amplitude based location approach
(Fig. 1). While epicentre locations are well resolved, source depth
estimations remain uncertain.

In total, the catalogue considered here contains ∼35 000 events.
Around 23 000 events have been detected in 2008 with ∼15 000
events during the March to May microseismic crisis and ∼8000
events during the subsequent aftershock sequence lasting until the
end of December 2008. From January 2009 to February 12, 2009,
10:00 a.m., we detected further ∼13 000 events which correspond
to the initial phase of the induced cavity collapse and the failure of
the stiff Dolomite layer in the overburden (Contrucci et al. 2011;
Lebert et al. 2011; Jousset & Rohmer 2012).

We selected four different event data sets from this event cata-
logue, which were chosen for specific reasons associated with the
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Figure 3. Event example called event 1 located below stations 6.1–6.3.
Event 1 is associated with a short duration and a dominant P-wave amplitude
compared to S waves, what is consistently observed for all the 20 events
located below stations 6.1–6.3 (Fig. 1, Appendix).

performed source analysis (Fig. 1). Dataset 1 represents the 74
classically located events which have more reliable source depth
estimations (Figs 1a and b). Dataset 2 contains ∼6000 events of
the microseismic crisis in 2008 and the subsequent aftershock se-
quence. This data set includes the strongest events of this period
and include those events detected by all three component stations
3, 5, and 6.2 and thus where P-wave polarization angle could be
determined (Fig. 1). Datasets 3 and 4 represent those events de-
tected by station 6.2 in 2008 and 2009. Dataset 3 contains ∼15 000
events detected during the crisis and the aftershock sequence in
2008 (∼66 per cent of all events in 2008). Dataset 4 contains all
events of Dataset 3 plus ∼7500 events detected during the initial
collapsing phase in 2009 (∼57 per cent of all events in 2008 and
2009). Incidence angles measured at station 6.2 for Dataset 4 are
in average higher as compared to Dataset 3 as probably due to
the increasing microseismic activity in the overburden at shallower
source depth. Datasets 2–4 sample both isolated and tremor-like
event types (Fig. 2).

4 S O U RC E A NA LY S I S A N D R E S U LT S

We present a comprehensive source analysis, constraining the
source mechanisms for the 2008 data. Our analysis is based on
(i) qualitative observations (Sections 4.2 and 4.5) and (ii) quantita-
tive source inversions (Sections 4.3 and 4.4) based on specific data
sets (Section 3).

In Section 4.2, we constrain the origin of the observed systematic
source effect (Kinscher et al. 2015) by using different observed and
synthetic peak-to-peak body wave amplitude ratios. We examine
T/ZR ratios to assess the relative SH-wave energy compared to P
and SV waves, which provides an appropriate criterion to distinguish
between shear source, that is, a double couple (DC) model, and non-
shear models, such as a tensile crack model or an isotropic source
(Fig. 4). At vertical ray incidence, SH-wave energy is zero for the

tensile crack model and the dip-slip DC model, however it increases
for the latter model for more horizontal incidence angles. For this
reason, we analyse T/ZR ratios as a function of incidence angles. For
this analysis we consider Dataset 1, because the incidence angles for
all three component stations are relatively well known from reliable
source depth. Then, we discuss the distribution of T/ZR ratios for
Dataset 2, where it is assumed that locations are homogenously
distributed over the cavity zone. Another important reason for the
choice of T/ZR instead of S/P ratios is that no incidence angle are
required for its calculation, which are uncertain for station 3, 5, and
63 (Kinscher et al. 2015).

As shown by Fig. 4, P-, SV- and SH-wave radiations are radially
symmetric for the tensile crack model; they change significantly
for the dip-slip model, where they depend on the fault orientation.
This distinction provides another criterion to discriminate among
these models. To this goal, we analyse SV/P and SH/SV ampli-
tude ratios at station 6.2 using Dataset 3. Station 6.2 is the most
appropriate for this analysis, since it provides the full range of back-
azimuth angles (0◦–360◦) and refracted signals are less pronounced,
so that estimated incidence angles approximate relatively well the
true source-receiver direction (Kinscher et al. 2015).

The quantitative source analysis relies on two inversion ap-
proaches. The first approach (Section 4.3) models observed am-
plitude spectra at different stations to resolve the best source model.
The inversion is performed for a single, selected event (event 1,
Fig. 3) of Dataset 1, located directly below stations 6.1–6.3 (Fig. 1).
It is then examined if the observed dominant vertical P-wave radi-
ation observed for low incidence angles can be explained by one
of the two source models, either DC or tensile crack. Our results
show that, in the given monitoring conditions, this approach is not
robust and therefore not appropriate to analyse source mechanisms
for several events. Robustness and results stability are generally
limited by the poor azimuthal coverage of three component stations
(Fig. 1), the fit of high-frequency data (>20 Hz) and the presence
of strong refraction effects (Kinscher et al. 2015).

A more convenient source inversion approach, used for
∼66 per cent of the entire 2008 catalogue, is provided by
inversion 2 (Section 4.4), where peak-to-peak amplitude ratios of
station 6.2 for Dataset 3 are modelled as a function of backazimuth
and incidence angles. The approach assumes that the source mecha-
nism remains constant for all considered events, which is supported
by the systematic source effects observed by Kinscher et al. (2015)
for the March–May 2008 activity, and interpreted in terms of focal
mechanism similarity. We will show that if this assumption holds, it
is then theoretically feasible to use the microseismic data of several
events observed at one single station to constrain a common source
mechanism. This technique will provide the statistically dominant
mechanism, if the latter is not the same for all events.

Finally, we investigated the ability of using the single station
P-wave detection capability to determine the predominant source
mechanism (Section 4.5). For this analysis station 6.2 and Dataset
4 were used. The inclusion of the data of the collapsing period in
2009 improves the resolution of the detection performance for high
incidence angles.

4.1 Velocity model and synthetic seismogram calculation

Prior to our inversion attempts, Green’s functions and synthetic seis-
mograms were calculated using the QSEIS code (Wang 1999). To
get reliable source mechanisms from the comparison of observed
and synthetic data, it is important to use a well constrained 1-D



Source mechanisms of microseismic swarms 701

Figure 4. Radiation pattern and maximum radiation coefficients for SH (RSH), P (RP) and SV (RSV) waves for four potential source models following Boore
& Boatwright (1984) for DC sources and Vavrycuk (2001) for a pure tensile source with a tensile angle of 90◦.

velocity model. Inclusion of signals strongly affected by 3-D prop-
agation effects, such as scattering, and multipathing at the 3-D cavity
structure should be avoided. We used the velocity model shown in
Table 1, which is based on the Mercerat et al. (2010) model and
includes improved shallow structure estimation due to inclusion of
new, precise estimates of P and S-wave velocities and Q factors
for the sedimentary units located between stations 6.1–6.3 (Fig. 1).
The elastic parameters (VP, VS, QP and QS) were estimated using
a cross-correlation and spectral amplitude ratio approach for the
20 events from Dataset 1 located below receivers 6.1–6.3 (Fig. 1a).
S-wave velocities and Q factors have only been determined for the
sedimentary layer between station 6.2 and 6.3. Resulting VP/VS and
QP/QS ratios have then been used to determine S-wave parameters
for the shallower layers between station 6.1 and 6.2. Elastic param-
eters for the Dolomite layer and deeper sedimentary units have been
adapted from the model of Mercerat et al. (2010). Details of this
procedure can be found in Appendix.

As shown below, observed and synthetic waveforms, amplitude
spectra and peak-to-peak amplitudes are systematically compared
for each station. In this context, a Green’s function database com-
puted using the Kiwi tools (Heimann 2011) allowed a quick com-
putation of synthetic seismograms for different receiver depths
(Fig. 1).

4.2 Constrains from peak-to-peak amplitude ratios

Previous studies showed that the fit of body wave amplitude ratios
is an appropriate method to determine source parameters of weak
and moderate earthquakes associated with short source durations

(e.g. Kisslinger 1980; Julian & Foulger 1996; Rau et al. 1996;
Hardebeck & Shearer 2003). This approach was already applied
to microseismicity related to solution mining (Godano et al. 2012).
We used the amplitude ratios to investigate the apparent consistency
among source mechanisms by examining the four elementary source
models shown in Fig. 4.

Peak-to-peak amplitudes (Fig. 3) were measured for a fixed
frequency range of 30–90 Hz, where signals are most energetic
(Fig. 2), and in accordance with the frequency range proposed by
Malovichko et al. (2010). Synthetic peak-to-peak amplitudes were
estimated from full waveform synthetic seismograms for the same
frequency band. T/ZR amplitude ratios were calculated from hor-
izontally rotated seismograms (RTZ radial-coordinate system). SH
amplitudes are estimated from the T components. P and SV ampli-
tudes are contained in the R and Z components. P/SV and SV/SH
ratios were calculated by full ray oriented component rotation into
the LQT coordinate system (e.g. Plesinger et al. 1986).

The synthetic T/ZR ratios were calculated for four elementary
source models (Figs 4 and 5b): a strike-slip fault (ss), a dip-slip
fault (ds), a tensile source (tc) with horizontal crack geometry and
an explosion (iso). Before ratio calculation we added Gaussian noise
to the synthetic seismograms to simulate an S/N-ratio equal to 10,
which correspond to the minimum S/N-ratio observed for Dataset 1
and 2 (Fig. 5). As a result, for source models where SH-wave energy
is zero (generally for tc, iso but also in some cases for ds and ss), the
T component peak-to-peak amplitude is not exactly zero, but equal
to the level of background noise.

For each of the four source models and each three component
station the synthetic T/ZR ratios were calculated for a 20 m grid
of epicentre source locations covering homogeneously the entire
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Figure 5. Observed T/ZR peak-to-peak amplitude ratios. (a) Observed ratios for Dataset 1. Station incidence angle were calculated based on the estimated
source depths, which are relatively uncertain and need to be regarded with caution (Kinscher et al. 2015). (b) Synthetic T/ZR ratios calculated for four potential
source models (Fig. 4), assuming 0◦ strike for the two DC models. Selected source locations considered for the synthetic T/ZR calculation were defined by
a 20 m grid covering homogenously the entire cavity zone (Fig. 1) for a fixed source depth of 150 m, providing the full range of expected incidence angles
0◦–70◦ and backazimuth angles with 0◦–360◦ at stations 62 and 63.

cavity zone, while keeping the source depth fixed at 150 m (Fig. 5).
In this way, synthetic ratios can be consistently compared to both
Datasets 1 and 2. Strike for the ds and ss model was assumed to
be constant at 0◦ (Fig. 5). The influence of constant strike on the
results is negligible for stations 6.2 and 6.3, where backazimuth
angle range from 0◦–360◦ for each considered incidence angle.
Results for stations 3 and 5 are more sensitive to the choice of
strike, since only a limited backazimuth angle range of <90◦ is
provided for each incidence angle. Nonetheless, using a strike of
0◦, synthetic T/ZR ratio generally provide the maximum expected
SH-wave radiation compared to P and SV waves at both stations for
the ss and the ds model, being at a backazimuth of 135◦ at station 3
and at 305◦ at station 5 (e.g. Fig. 4).

Fig. 5 shows the observed and synthetic T/ZR ratios for Dataset 1
(Fig. 1). The observed T/ZR ratios are relatively stable with values
between −1 and 1 over the entire range of station incidence angles
(Fig. 5a). The comparison with the synthetics shows that the ds
model reproduces best the observed amplitude ratio distribution.
To show that these results are also valid for the strongest events in
2008, Fig. 6 shows the T/ZR ratios for the Dataset 2. Figs 6(a)–(d)
shows that the range of T/ZR ratios for all events also falls in the
range from −1 to 1. Again, the comparison to the synthetic T/ZR
ratios for the four investigated source models supports a simple
ds DC source model. The tc and iso source models only explain
some of the lowest observed T/ZR ratios, but do not explain well the
majority of observed events. The ss model agrees well with T/ZR
ratios for stations 3 and 5, but most of the T/ZR ratios observed at
stations 6.2 and 6.3 cannot be explained by this model.

Further evidence for a ds mechanism comes from an increase in
the averaged T/ZR ratio with increasing average incidence angles
(Figs 6e and f), as partially observed by Kinscher et al. (2015) for
Dataset 1. A relative increase of SH-wave energy with increasing
incidence angle indicates a ds mechanism, as shown by the relation
of source radiation coefficients RP,SV,SH (e.g. Boore & Boatwright
1984) for P, SV, SH waves in Fig. 6(f). For smaller incidence angles,
the wavefield is dominated by P and SV waves, while SH-wave
energy becomes more important for higher incidence angles as it is

mainly radiated in the horizontal plane, where SV-wave radiation is
smallest (Fig. 4).

The highest average T/ZR amplitude ratio is observed for
station 3, for which the average incidence angle is larger than for
the other three component stations (Figs 6e and f). Conversely, the
lowest average T/ZR ratio is observed for station 6.2, where the av-
erage incidence angle is smallest (Figs 6e and f), since it is located
right above the centre of the cavity structure (Fig. 1a). We note that
the absolute incidence angles in Fig. 6e and f may have large un-
certainties because the estimated source depths are highly uncertain
(e.g. Kinscher et al. 2015). Nonetheless, the relative difference of
the average incidence angles observed at each station is likely to be
well represented by the distributions shown in Fig. 6(e).

In contrast to stations 3, 5 and 6.2, observations from station 6.3
deviate from this trend: T/ZR ratios and SH-wave energies are lower
compared to the other stations, although the average incidence angle
is higher. This behaviour is due to significant refraction effects at
the Dolomite layer interface, which can lead to a decrease in the
T/ZR wave amplitude ratio (Kinscher 2015). In addition, near-field
effects might also play a role.

The incidence-angle dependence of peak-to-peak amplitudes
suggests a dominant ds source model. To examine azimuthal de-
pendent ds radiation pattern, in Fig. 7, we projected the P/SV
and SH/SV ratios of Dataset 3 to the lower station hemisphere of
station 6.2. The SV/P and SH/SV ratios are distributed in a system-
atic manner, consistent with the source radiation pattern of a pure
ds fault striking approximately N150◦–330◦ (Fig. 7).

The observed SV/P and SH/SV amplitude ratios qualitatively re-
produce the trend predicted by the synthetics. However, observed
extreme ratios underestimate theoretical prediction for a pure ds
model (Fig. 7), likely due to errors and limited resolution in the
estimated polarization angles (±10◦). Moreover, the observed am-
plitude ratios probably do not represent distinct ray phases directly
comparable to the ray-theoretical radiation pattern, but consist of
several seismic phases and rays, as well as scattering effects, which
are not reproduced by the synthetics. Smoothing to the synthetic
amplitude ratios was applied to 10◦ steps (from 2◦ grid points) to
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Figure 6. Observed and synthetic T/RZ amplitude ratios for station 3 (a) 5 (b) 62 (c) 63 (d) and the four potential source models (Figs 4 and 5). Synthetic
T/RZ ratios are the same as shown in Fig. 5. Backazimuth angles obtained from station 62 were generally used for the T/ZR amplitude ratio calculation at
station 63.(e) Station incidence angles for the Dataset 2 (Fig. 1b) corresponding to source depths determined by Kinscher et al. (2015), which are uncertain
(see the text). (f) (left panel) The ratio RSH/RP,SV of the radiation coefficients for SH waves to P and SV waves (Boore & Boatwright 1984) is shown as a
function of incidence angle for all four tested source models (thick dashed lines). The ratio was calculated by RSH/RP,SV = log10(RSH) −1/2 log10(RP RSV)
where bold marked radiation coefficients represent the average over the full backazimuth angle range (0◦–360◦) for each incidence angle. (f) (right panel) The
average T/ZR amplitude ratios for all stations (a–d) shown as a function of the average incidence angle (e).

reduce extreme values for the synthetics to the same range as the
observed ones (Fig. 7).

Both amplitude ratio investigations indicate that the Cerville–
Buissoncourt sources consists of remarkably stable NW–SE strik-
ing ds mechanisms. However, a mixed source model, combining
a dominant DC component with minor tc and/or iso components,
cannot be excluded. A dominant DC component seems to contra-
dict results by Mercerat et al. (2010), which reported the presence
of significant tensile source components suggested from very low
P/S-wave displacement spectra ratios. However, our new estima-

tions for the elastic parameters (Table 1, Appendix) suggest that
seismic wave velocities and Q factors for S waves are less than half
of the P-wave values, which implies that Mercerat et al. (2010)
significantly underestimated S-wave attenuation in their spectral
analysis, assuming QS = QP and VP/VS = 1.73. Assuming an expo-
nential attenuation law for body waves (e.g. Kinscher et al. 2015),
a signal frequency of 30 Hz and a hypocentral distance of 200 m
(corresponding to the average distance at Cerville), the amplitude
loss of S relative to P waves is two times smaller when using the pa-
rameters of Mercerat et al. (2010) rather than our new parameters.
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Figure 7. Body wave amplitude ratios for station 62 for the Dataset 3 compared to synthetics ratios calculated for a ‘trial’ ds model. Station lower hemisphere
plots and SV/P and SV/SH amplitude ratios shown as a function of the incidence and backazimuth polarization angles. From left to right, (i) observed individual
amplitude ratios for each event (coloured points), contours of the observed (ii) and (iii) synthetic averaged amplitude ratios (colour shaded contours) smoothed
for discrete incidence and backazimuth angles in 10◦ steps (see the text). To simulate multipathing effects in the observed ratios as well as limited resolution
of the used polarization angles (±10◦), the synthetic ratios were smoothed by averaging the amplitude ratios for 2◦ grid points to 10◦ grid points. Observed
averaged amplitude ratios have been calculated for incidence angles ≥10◦ only, since backazimuth estimation is uncertain at these angles (Kinscher et al. 2015),
and thus component rotation and wave amplitude determination becomes erroneous. (iv) The top view of radiation pattern (Fig. 4) for the ‘trial’ ds model.

Using the new elastic parameters would increase the �S/�P ra-
tio found by Mercerat et al. (2010) by a factor of two and make
them compatible with a DC source model (Walter & Brune 1993).
Source mismodelling is unfortunately common in microseismic
high-frequency studies where S attenuation is often poorly known
(e.g. Eisner et al. 2011).

4.3 Inversion 1: using conventional event-receiver
configuration and amplitude spectra

We perform a full waveform moment tensor inversion for the micro-
seismic event 1 (Figs 1a and 3), assuming a DC constraint (Fig. 4).
The selected event is part of Dataset 1 and one of the 20 events
directly located below stations 6.2 and 6.3 (Appendix) as well as
one of the largest events with Mw ∼ 0 in the beginning of the 2008
microseismic crisis (Kinscher 2015).

The inversion was performed by fitting full waveform displace-
ment amplitude spectra in the frequency range 20–90 Hz. Amplitude
displacement spectra are computed for four three component sta-
tions (3, 5, 6.2 and 6.3) as well as three one component stations
(2, 7 and 8) (e.g. Fig. 1). Station 6.1 was not used as data was
affected by significant site effects (Kinscher et al. 2015); its data
does not provide crucial supplementary information compared to
the data of stations 6.2 and 6.3. Since the difference in S–P travel-
times are generally very small (≤0.02 s), P and S waves were not
separated for the inversion: we fitted whole waveforms amplitude
spectra for the Z, N, E components. Amplitude spectra fits are in-
dependent of phase shifts between calculated Greens functions and
observed seismograms due to potential errors in traveltimes, source
time origin and mislocation (Dahm & Krüger 1999; Dahm et al.
1999; Cesca et al. 2006; Domingues et al. 2013).

We find the best DC model by a direct grid search over strike,
dip and rake with 10◦ grid intervals. For each focal mechanism
we first invert for the scalar moment and then compute the misfit
between observed and synthetic amplitudes using the l2-norm. To
correct for surface amplification effects, significant at surface sta-
tions 7 and 8 (Kinscher et al. 2015), the best-fitting scalar moment
was determined for each station separately. For each focal mecha-
nism, we obtain an overall misfit, by summing station misfits upon
the best-fitting scalar moments. Station dependent apparent scalar
moments were used to assess the spectral fit at different stations.
In the results we found that the average moment scalars estimated
for all considered focal mechanisms differed in average by a factor
two among deeper stations. However, scalar moments at surface sta-
tions 7 and 8 were respectively seven and ten times higher compared
to deeper stations. This result is consistent with the magnitude of
ground amplification as observed from average spectra in Kinscher
et al. (2015). The inversion results are summarized in Fig. 8. To
estimate solution uncertainty we show the misfit contours for 2-D
model subspaces of the entire model space spanned by the grid of
strike, dip and rake (Fig. 8a). Contours present the misfit increase
of 5 per cent, 10 per cent and 25 per cent from the minimum misfit
relative to the entire misfit range. For each grid point of the shown
2-D model spaces, the best misfit value was considered for contour
calculation. Grey colours of the grid points itself represent the mean
misfit value for each grid point.

Fig. 8(a) shows that the inversion result converges towards a
ds faulting mechanism with two preferred solutions (Figs 8a and
b). The minimum misfit is found for a source depth of 180 m; it
increases significantly for deeper sources (Fig. 8c). The preferred
source depth of 180 m slightly differs from the source depth of
216 m found from S minus P wave arrival times (Figs 1a and 8c,
Appendix). The first solution (solution 1) indicates a ds faulting with
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Figure 8. Results for inversion 1. (a) Misfit contours represent the misfit increase in percentage for strike-rake (upper left panel), strike-dip (lower left panel)
and dip-rake (upper right panel) 2-D modelling subspaces (see Section 4.3). Grey colours of grid points indicate the mean misfit (colour bar) for each grid
point. (b) Two best solutions (beach-ball: compression = black, dilation = white) and 25 next best solutions (grey lines). (c) Misfit and best DC solutions as a
function of assumed source depth. Misfits in (a) and (b) are shown for the best fitting source depth of 180 m.
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Figure 9. Amplitude spectra and waveforms for solution 1 at 180 m depth of inversion approach 1 with respect to event 1 (Fig. 1a). (a) Observed (black lines)
and synthetic (red shaded areas) amplitude spectra. (b) Observed (black lines) and synthetic (red lines) waveforms.

a NE–SW strike of 50◦ and 230◦, while the second one (solution 2)
is striking NW–SE with 130◦–310◦, which is consistent with the
‘trial’ ds mechanism of Fig. 7.

Both solutions do not differ significantly in terms of misfit; hence,
both solutions reproduce the observations similarly well. The quality

of the fit for amplitude spectra and waveforms for solution 1 is
shown in Figs 9(a) and (b), respectively. Visual fits for solution 2
are of the same quality as for solution 1, and are therefore not shown
here. The best fit with respect to waveforms and amplitude spectra
is obtained for the Z components of stations 6.2 and 6.3, where
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Figure 10. Inversion setting and source–receiver configurations for source inversion approaches 1 and 2 presented in Sections 4.2–4.4. Right panel: illustration
of the reversed event-receiver source inversion setting. In the case of a single source mechanism for events A–G, these events can be considered as stations
equivalents (A′–G′) to determine their common source mechanism.

the largest amplitudes are dominated by P-wave energy. The fit of
these components becomes significantly worse when using the ss
models shown in Fig. 8(c) for source depths ≤150 m, supporting
the preferences for a ds DC model documented in the previous
Section. Waveform and amplitude spectra at the other stations fit less
well illustrating the challenges of inverting local, high-frequency
data. The ambiguity in the strike direction of the ds source model
(Fig. 8a) likely results from high-frequency noise, uncertainties in
the assumed propagation model, and the limited azimuthal coverage
of three component stations.

Our results show that the dominant P-wave radiation in the
vertical direction can be explained by a ds source model. More-
over, it is demonstrated that the ‘trial’ ds mechanism observed
for most of the considered events in 2008 (Fig. 7) is confirmed
when analysing one single event observed from different station
observations. Accordingly, we consider solution 2 as the preferred
model. In supplementary modelling we tried to improve ampli-
tude spectra fit of solution 1 and 2 by adding a minor tensile
source component, which however could not improve the fit. Also
a pure tensile source model (0 per cent DC) was tested, but led
to a higher misfit of ∼0.69 as for solution 1 and 2 (∼0.61).
These results are consistent with observation from Section 4.2,
indicating that tensile source components represent only a minor
component for the considered events. Nonetheless, regarding the
limited quality of amplitude spectra we think that the exact quan-
tity of the tensile component cannot be precisely determined from
this data.

4.4 Inversion 2: using a reversed event-receiver
configuration and peak-to-peak amplitudes

We propose a new approach, which uses the observations of several
events at one station in order to derive a common focal mechanism
based on the theorem of seismic reciprocity (Fig. 10). We assume
that seismicity is characterized by a common focal mechanism (Sec-
tions 4.2 and 4.3, respectively). If this condition holds, the observed
signal patterns for one event A at a single station (see Fig. 10, right
panel) will depend on the scalar moment, the focal mechanism, and

their relative location. If we only consider relative observations, for
example, the amplitude ratio among different components, we re-
move the dependency of the observation on scalar moment, which
is different for each event. Since we have removed moment de-
pendency and the mechanism is the same for all sources, we can
consider the true source locations as that of fictive stations, and the
true station locations as the location of one single fictive source
recorded at these fictive stations. Indeed, each fictive couple source-
station has the same geometry as the real geometrical station-source
pair configuration. While in the starting setup, we had the problem
of retrieving the source model with data from a single station, in
the final setup we have a much improved network geometry and az-
imuthal coverage, potentially having as many receivers as recorded
similar events.

Fig. 11 shows observed amplitude ratios for Dataset 3 at station
6.2 as a function of incidence and backazimuth angles used for
source inversion. Shown are the N/E, the T/ZR, and the R/ZT ampli-
tude ratios. The amplitude ratios have been chosen, since systematic
dependencies on the backazimuth and incidence angles could be ob-
served, with local minima and maxima at distinct backazimuths, in-
dicating the presence of a statistically dominant source mechanism
(Fig. 11).

The significant dependence of the N/E ratio on the backazimuth
angle indicates a predominance of radial wave field components,
that is, P and SV waves, for low incidence angles (≤30◦) (Fig. 11)
which is consistent with a ds model radiation pattern (e.g. Fig. 4).
A more randomly distributed N/E ratio with backazimuth would be
expected for strike slip radiation pattern associated with dominant
SH waves in the horizontal components.

The T/ZR ratio reflects the relative energy of SH compared to P
and SV waves, while the R/ZT ratio reflects the relative quantities
of P and SV wave amplitudes in the radial and vertical components.
The inclusion of the T component in the R/ZT provided slightly
better results as compared to a simpler R/Z ratio. We suggest that the
inclusion of the T component allows for more accurate simulation of
the observed amplitude ratio, since it contains valuable information
on the refraction related propagation effects which significantly
affects the SH/SV, P ratio, as found from synthetic seismogram
modelling (Kinscher 2015).
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Figure 11. Observed amplitude ratios for station 62 used for inversion 2. Coloured points indicate the average ratio with respect to a distinct grid of incidence
and backazimuth angles. Each set of amplitude ratios, that is, each type N/E, T/ZR and R/ZT, averaged or not, is normalized by division of its absolute maximum
value (see the text).

The inversion is set up to fit the coloured points in Fig. 11,
which represent the average of 4 incidence angles at 0◦, 10◦, 20◦

and 30◦ and 36 distinct average backazimuth angles for the range
0◦–350◦ using 10◦ intervals and ±10◦ overlap as consistent with
uncertainty in polarization angle determination. As a result, each
observed amplitude ratio data set (N/E, T/ZR, R/ZT) is represented
by 144 mean amplitude ratios. Synthetic amplitude ratios were then
determined from full waveform synthetic seismograms for the grid
of DC models defined in Section 4.3, while for each of these models
the theoretical source was placed at 144 different locations, corre-
sponding to the binned backazimuths and incidence angles for a
fixed source depth of 150 m. Source depth was defined based on
sonar data measurements conducted before and after the crisis in
2008, documenting a cavity roof growth of 50 m with final roof
heights ranging from 120 to 200 m and a mean height of around
150 m (Kinscher et al. 2015). Other source depths in this range have
been tested, but had no significant impact on the results.

The fit between the observed and synthetic amplitude ratios was
estimated by using the l1-norm. Before misfit calculation, we nor-

malized each of the three observed and synthetic amplitude ratios
by division of the absolute maximum value before misfit calcu-
lation (Fig. 11). The aim of this normalization was to secure the
identification of the mechanism that best fits the observed relative
trends in amplitude ratio as a function of backazimuth and inci-
dence angle. Modelling and misfit calculation based on the true
ratios did not always provide stable results, since observed extreme
ratios are smaller than synthetics. The lower extreme ratios in the
observed data are due to errors and limited resolution in the es-
timated polarization angles, the presence of scattering and multi-
pathing effects and to the presence of events that differ in source
mechanism.

The grid search results (Fig. 12) are consistent with the re-
sults of inversion 1 (Fig. 8), and the ‘trial’ ds solution (Fig. 7).
The misfit contours indicate, similarly to inversion 1 (Fig. 8), the
preference for a dip slip faulting mechanism (Fig. 12). Again,
two possible solutions representing almost pure ds faulting with
NE–SW and NW–SE striking are found. However, in contrast
to inversion 1, the shape of misfit contours and the 25 best
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Figure 12. Results for inversion 2. (a) Misfit contours represent the misfit increase in percentage for strike-rake (upper left panel), strike-dip (lower left panel)
and dip-rake (upper right panel) 2-D modelling subspaces (see Section 4.3). Grey colours of grid points indicate the mean misfit (colour bar) for each grid
point. (b) Two best solutions (beach-ball: compression = black, dilation = white) and 25 next best solutions (grey lines).

solutions show a clear preference to the NW–SE striking model
(Fig. 8).

To check the stability of these results and examine possible viola-
tions of the a priori assumption of a consistent source mechanism,
we applied a Jack-knife approach. We divided Dataset 3 into four
subsets that provide the calculation of all 144 ratios. The subsets
correspond to the four classified periods of microseismic activity in

2008 as defined by Kinscher et al. (2015), with three periods in the
crisis from March to May and one long lasting aftershock period
from May to December. Subsets contain a total of 2708, 3803, 4209
and 4499 events, respectively. All subsets have been analysed in the
same manner as Dataset 3 and showed very similar misfit contours
to the ones shown in Fig. 12, with a minimum misfit for solution 1.
This analysis further underlines the robustness and reliability of the
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Figure 13. Amplitude ratio fit for inversion 2. Comparison of observed (dashed lines) (Fig. 11) and synthetic (coloured points) average amplitude ratios for
solution 1 (a) and solution 2 (b). Like in Fig. 7, the synthetic ratios were smoothed by averaging the amplitude ratios for 2◦ grid points to 10◦ grid points to
simulate multipathing effects in the observed ratios. Each set of observed and synthetic amplitude ratios, that is, each type N/E, T/ZR and R/ZT, is normalized
by division with its absolute maximum value (see the text).

performed inversion and that the a priori assumption seems to be
valid independent of time.

The comparison of observed and synthetic ratios, for both so-
lutions, explains the observed trends and dependencies with back-
azimuth and incidence angle, while the qualitative fit seems better
reproduced for solution 1 (Fig. 13). For both solutions, the ratio
fit is slightly worse for lower incidence angle ≤10◦, which results
from erroneous backazimuth angle determination and amplitude
ratio calculation at vertical incidence angle (Kinscher et al. 2015).
Additional tests showed that weighting or excluding these ratios
during inversion does not affect the results.

Solution 1 is clearly in better agreement with the ‘trial’ ds model
and the P/SV and SH/SV amplitude ratios presented in Fig. 7, and
is thus our preferred model. Quantitatively, we estimated that about
80 per cent of Dataset 3 agrees well with the NW–SE striking ds
model (Fig. 12), if we allow for a 20◦ uncertainty in strike. These
results were found in a supplementary modelling approach, where
we analysed the data-model misfit for solution 1 combined with dif-
ferent quantities of random ds mechanisms. The misfit significantly
decreased when assuming a proportion of 20 per cent of random
ds mechanisms, instead of a unique solution 1 ds mechanism or
higher proportions of random ds mechanisms. In contrast, the mis-
fit for solution 2 could not be improved from analogue modelling
attempts and remained more than twice as large as the improved
misfit obtained for solution 1. Consequently, we suggest that so-
lution 1 (NW–SE) is the dominant ds faulting mechanism while
random strikes mixed with some unknown proportion of solution 2

(NE–SW) would represent the remaining 20 per cent of
mechanisms.

In summary, we showed that events of Dataset 3 can be explained
by a common source mechanism using peak-to-peak amplitude es-
timates from a single three component station. The approach might
be an efficient alternative to event-wise source inversion procedures,
when studying source mechanisms of seismic clusters and swarms
from sparse networks and very local, high-frequency recordings.
Instead of using amplitude ratios, Kinscher (2015) showed that also
multiple event amplitude spectra of the components of one single
station can be used to infer the common source mechanism. Results
of this approach are consistent with the results found in this study,
but required a seismic moment normalization procedure making it
more inconvenient compared to the usage of amplitude ratios. It
should be noted that the current approach is designed for the usage
of one single station only, which might be a drawback, when more
than one station and data is available. One solution of this prob-
lem might be the implementation of probability density function
conjunctions for all involved stations.

4.5 Influence on the detection capability

For automatic event detection a trigger value was used to detect
well polarized P-wave energy. Assuming a constant seismic noise
level, the detection performance is controlled by the P-wave am-
plitude, and an event is detected only when the P-wave amplitude
exceeds a given threshold at different stations. The recorded P-wave
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Figure 14. Comparison between number of detected P waves of Dataset 4 with radiation coefficients (RP) for the NW–SE and SE–SW striking ds models. (a,b)
The number of detected P-wave phases from station 62 as a function of incidence (a) and backazimuth (b) angles. (c,d) RP shown as a function of incidence
and backazimuth angles.

amplitude depends on source location, the event magnitude and its
focal mechanism. If the station is located close to a nodal plane,
even a relatively large event could be missed. The large Cerville data
set and the characteristic repeated focal mechanisms provide an op-
portunity to investigate whether the detection capacity is affected
by the source radiation pattern.

Fig. 14 shows the radiation coefficient for P-waves (RP; Boore
& Boatwright 1984), calculated for the ds mechanisms striking
NW–SE and NE–SW using a Poisson’s ratio of ν = 0.379 (cal-
culated from elastic parameters of Table 1), and compares it to
the number of detected P-wave phases as a function of the back-
azimuth and incidence angles observed from station 6.2. The de-
tected P-wave phases correspond to the events of Dataset 4. The
number of detected P-wave phases increases with decreasing inci-
dence angles as consistent with the RP values of both ds models
(Figs 14a and c). The number of P-wave detections and RP values
correlate also well as function of backazimuth angle when using
the ds mechanisms striking NW–SE, but are anti-correlated for the
NE–SW ds model (Figs 14b and d). Effects from attenuation or
spatially confined zones of seismicity can widely explain the cor-
relation with incidence angles, but are rather unlikely to produce
the obvious correlation with backazimuth angles. Hence, these re-
sults demonstrates that the NW–SE striking ds mechanism controls
the number of detected P-wave phases at the considered station
as a function of backazimuth and incidence angle, what in turn

supports the hypothesis of source mechanisms consistency for the
microseismic events. The anti-correlated pattern observed for the
NE–SW ds model further supports our preference to the NW–SE ds
model.

These results highlight that the detection capability of single sen-
sors, and consequently of a seismic network, can be significantly
affected by the source mechanisms. This observation might be of
significant relevance for methods used to assess the performance of
(micro)seismic monitoring networks but also to evaluate the qual-
ity and representativeness of seismic catalogues. The analysis of
seismic catalogues are often based on determining the magnitude
of completeness (MC), which is the lowest magnitude at which
100 per cent of the events in a space-time volume are detected (e.g.
Rydelek & Sacks 1989; Woessner & Wiemer 2005). Usually the
most important parameters for MC seem to be event-receiver dis-
tance and event magnitude (e.g. Schorlemmer & Woessner 2008).
The simplified model may not always hold, since the detection prob-
ability may additionally depend on the direction of incoming wave,
mostly depending on the cavity geometry and structural hetero-
geneities (Plenkers et al. 2011; Maghsoudi et al. 2013). However,
few studies (e.g. Stabile et al. 2013) have considered the influence
of source radiation pattern so far. Our results support the notion
that radiation pattern may in some cases significantly impact detec-
tion performance, and that MC may depend on faulting style and
source-receiver geometry.
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Figure 15. Model illustrating a possible relationship between pre-existing fault structures and the observed consistency in source mechanisms. (a) Regional
tectonic map was modified from Andre (2003). The orientation of the maximal horizontal compressive stress SH (blue arrows), with ∼N150◦, was taken from
measurements obtained at the ANDRA (French national radioactive waste management agency) study site (blue square) (Wileveau et al. 2007; Heidbach
et al. 2010; Cornet & Rockel 2012; Gunzburger & Magnenet 2014), around 100 km east of Cerville (white square). (b,c) Suggested pre-existing structures at
Cerville that were reactivated as thrust fault planes when vertical compressive stress was significantly reduced during underground excavation.

5 D I S C U S S I O N

We demonstrated that the microseismic events recorded in 2008
have similar source mechanisms. The results of the two independent
inversion approaches (Figs 8 and 12) are remarkably consistent and
indicate dominant ds faulting with dips ranging from 35◦ to 55◦

and slip directions (rake) from 80◦–100◦, while two dominant strike
directions trending NE–SW and NW–SE exists. P/SV and SH/SV
amplitude ratios (Fig. 7), the results of inversion 2 (Fig. 12) and the
number of detected P-wave phases as a function of backazimuth
(Fig. 14) suggested a preference to the NW–SE (±20◦) striking
ds model, which explains the amplitude ratios for ∼80 per cent
of Dataset 3, and thus 53 per cent of the entire event catalogue
recorded in 2008.

The hypothesis that the entire 2008 microseismic data set is dom-
inated by thrust faulting implies that the minimal principal stress
is vertically oriented (σ 3 = SV). The dominance of thrust fault-
ing above underground openings is not new and was frequently
observed in shallow mines (e.g. Horner & Hasegawa 1978), but
also in fluid-filled underground cavities at larger depth (∼2000 m).
For instance, Godano et al. (2012) found evidence for thrust fault-
ing induced from solution mining in the Arkema-Vauvert salt field
(France), which occurred mostly along pre-existing fault structures.
In addition, Bardainne et al. (2008) documented dominant thrust
faulting above a gas filled anticline structure in the Lacq gas field
(France).

In contrast, the role of NW–SE oriented thrust faulting at Cerville
is not clear. Even though we cannot fully resolve the orientation, we
suggest that the observed consistent thrust fault orientation results
from the presence of pre-existing fault structures at the study site
(Fig. 15). A regional tectonic map (Fig. 15a) shows two major fam-
ilies of fault structures, oriented NW–SE (green lines) and NE–SW
(reddish lines), consistent with the orientation of our two ds fault
models, with the NW–SE fault family dominating in the study re-
gion, consistent with our preferred NW–SE oriented ds fault model.
In addition, one local fault segment, oriented NW–SE, has been
reported about 1 km SE from the Cerville cavity structure (Xavier
Daupley, personal communication). We suggest that the vertical-to-
horizontal differential stress before the exploitation start at Cerville
was probably very small (Byerlee law), which was then significantly
increased by the creation of the salt cavity, activating pre-existing
fault structure (Figs 15b and c). Thus, the dominant compressive
stress is horizontal compression, whose main axis depends more on
the structure of the cavity than on the orientation of the pre-cavity
stresses. In other words, the activated fault structures seem to be
due to the inherited structures and the growth of the cavity rather
than to the present regional stress field.

The dominance of the NW–SE striking ds model thus might in-
dicate that either the NW–SE fault population dominates at the
study site or the cavity generates a strongly NE–SW directed hor-
izontal stress field. However, considering the complex 3-D shape
of the fluid filled cavity, which is significantly evolving with time
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(Kinscher et al. 2015), it seems unlikely that the cavity geome-
try alone can produce a distinct alignment of the local maximal
compressive stress SH in agreement with one or both observed
ds fault models. Consequently, we suggest that the distribution of
pre-existing structures is the determining factor of predominantly
NW–SE oriented thrust faulting.

6 C O N C LU S I O N S

We analysed the source mechanisms of microseismic swarms at
the Cerville-Buissoncourt study site and presented innovative ap-
proaches to overcome difficulties in source analysis arising from
event waveforms overlapping in swarms, high-frequency geophone
recordings of weak events, and a limited network station coverage.

Source mechanisms were investigated in three steps. First, distinct
trends in observed waveform amplitude ratios were discussed and
compared to synthetics. The results showed that the mechanisms
for at least 50 per cent of the detected events can be approximated
by a ds DC source model. Second a DC constrained moment tensor
inversion was performed through modelling of amplitude spectra
for one well located event. Third, we introduced a new method to
investigate the common source mechanisms of swarm events, using
peak-to-peak amplitude ratios observed from only one single three
component station. Under the hypothesis that focal mechanisms are
very similar, we show that the inverse problem is equivalent to a
single event with multiple recordings. This approach may be useful
for future source studies of local seismic swarms and clusters.

The three procedures provide independent results that are consis-
tent with a stable source mechanism for most microseismic events.
The mechanism is dominated by a thrust faulting regime with faults
oriented NW–SE, and dipping around 35◦–55◦, likely related to
a preferential orientation of pre-existing fault structures. As an
interesting by-product, we show that the source radiation pattern
significantly controls the detection capability of a seismic station.
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A P P E N D I X : C O N S T R A I N T S O N
S E I S M I C V E L O C I T I E S A N D Q FA C T O R S

20 events of Dataset 1 were used to determine seismic velocities
and attenuation factors for P and S waves. Precise estimation of the
elastic parameters is important for accurate Green’s functions, re-
quired for seismic source inversion. The 20 events occurred through-
out the March–May 2008 microseismic crisis and were located di-
rectly below stations 6.1–6.3 (Fig. 1a). Their location was inferred
using P-wave polarization angles and manually picked S minus
P traveltime differences.

The major benefit of choosing these events is that their P and S
waveforms are remarkably similar among stations 6.1–6.3 (Fig. A1),
where P waves are most dominant on the vertical components and
S waves on the horizontal ones (Fig. 3). The waveform similarity
allows a precise estimate on traveltime differences using cross-
correlation (e.g. Schaff & Waldhauser 2005). Then, seismic veloci-
ties for P and S waves between the stations 6 1–6.3 were calculated
using the differential traveltimes and the differences in receiver
depth for each station pair. The seismic velocities are calculated
as the mean for all 20 events, with uncertainty estimated by the
standard deviation (Table A1).

The velocities were then used to constrain the Q factors, as-
suming an attenuation law accounting for intrinsic attenuation and
geometric spreading (1/r) (e.g. Kinscher et al. 2015) and by ap-
plying the spectral amplitude ratio technique (e.g. Feustel 1998).
Q factors were determined from the slope of the linear regression
of the logarithmic amplitude spectral ratios for P and S waves for
the 20 events. The final QP and QS values and uncertainties (Table
A1) are average and standard deviation, respectively.

The elastic parameters show interesting features. (i) The resolved
P-wave velocity of 1.69 km s−1 between 6.1 and 6.2 is consis-
tent with results from high-resolution seismic tomography (Kosecki
et al. 2010), which is very low for the uppermost sedimentary lay-
ers (0–62 m depth). Such a low P velocity is likely related to the
presence of a groundwater aquifer at ∼30 m depth (e.g. Kinscher
2015). (ii) The S-wave velocities and Q factors are almost two times
smaller than for P waves at each depth (Table A1), documenting
abnormally high S-wave attenuation. Abnormally strong S attenua-
tion was already suggested by Kinscher et al. (2015), who observed
a significant decrease in S/P amplitude ratios for higher frequen-
cies. (iii) Even though the cavity structure was about to change
during the 2008 microseismic crisis, no systematic velocity nor Q
factor changes were observed in the overburden from analysis of the
20 events.
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Figure A1. Cross-correlation example. (a–d) Waveforms for one event A (Fig. 1a) below stations 6.1–6.3 shown for the vertical (Z) and horizontal (N, E)
station components. Waveforms for both stations of one considered station couple (black and grey lines) are aligned using the time lags obtained from the
maximum correlation coefficient.

Table A1. Estimated velocities and Q factors. First column indicates stations used for cross-correlation and spectral ratio approach.
Uncertainties for velocities correspond to standard deviation observed for all the 20 events, while velocity values correspond to the
mean. Uncertainties for Q factors correspond to the standard deviation of all Q factor values determined for the 20 events, while the final
Q factor values were determined by using the average spectrum of the 20 events. S-wave velocities and Q factors could be determined
only between three component stations (62 and 63) (Fig. 1).

Used station pairs Depth VP VS VP/VS QP QS

(m) (km s−1) (km s−1)

61 and 62 0–62 1.69 ± 0.05 6 ± 3
61 and 63 0–127 2.15 ± 0.05 11 ± 3
62 and 63 62–127 2.9 ± 0.1 1.3 ± 0.12 2.3 ± 0.3 42 ± 14 24 ± 7


