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Stochastic model refinements for GOCE 
gradiometry data

Abstract
In our approach to gravity field determination,
the GOCE data are processed sequentially on a
parallel computer system, iteratively via appli-
cation of the method of preconditioned conju-
gate gradient multiple adjustment (PCGMA),
and in situ via development of the functionals
at the actual location and orientation of the gra-
diometer. GOCE gradiometry (SGG) data are
auto-correlated  in their three components Vxx,
Vyy and Vzz so that one purpose of PCGMA is
the adjustment of the unknown stochastic
model of the gradiometer observations, descri-
bed by decorrelation filters. A sequence of Au -
to Regressive-Moving Average (ARMA) filters is
adjusted to the actual measurement noise to
remove these correlations from the observa-
tions. This adjustment is refined iteratively, as it
is embedded in the estimation of the gravity
field parameters. In this contribution we show
the effects of various filter complexities on the
final gravity field solution and the correspon-
ding error estimates based on two months of
GOCE data.

1. Introduction
The Tuning Machine, as part of ESA's High-
Level Processing Facility (HPF), was designed
with the purpose of tuning the stochastic
model of the gravity gradients observed by
GOCE's gradiometer and to obtain an inde-
pendent gravity field solution (cf. Pail et al.
2006, Brockmann et al. 2010, Schuh et al.
2010). Based on this gravity field model, the
final solution of the so-called time-wise appro-
ach (cf. Pail et al. 2006, Pail et al. 2010) is com-

puted at TU Graz. The gravity field solution is
determined by applying an iterative solver
based on the method of preconditioned conju-
gate gradients (cf. Schuh 1996, Boxhammer
2006) and the corresponding covariance ma -
trix by means of Monte-Carlo methods (cf. Al -
kha tib 2007).
In this paper we will demonstrate how the in -
formation content of the gravity gradient noise
is effectively taken into account with the time-
wise approach. In Sect. 2 we show the general
characteristics of the real-data noise, and in
Sect. 3 the effects of various approaches to
mo deling these characteristics by means of
digital filters on the gravity field solution and
its accuracies.

2. Characteristics of the gradiometer noise
To obtain a first impression of the gradiometer
noise characteristics we determined the diffe-
rence between mean- and GRS80-reduced
measured gravity gradients (light gray curve)
and mean- and GRS80-reduced gravity gra-
dients computed from an a priori gravity field
model (dark gray curve), see Fig. 1 This diffe-
rence (black curve) serves as a first estimation
of the unknown gradiometer noise (the three
diagonal components Vxx, Vyy and Vzz show a
very similar behavior, which is why only the
Vzz component is depicted here). This noise
estimate is seen to be of similar magnitude as
the measured gravity field signal and to have
low-frequency oscillations, indicating strong
autocorrelatedness. 
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These significant autocorrelations indicate that
the noise is generated by a colored noise pro-
cess, the details of which become more clearly
visible after transforming the autocorrelation
function of the noise time series into the spec-
tral domain (see dark gray curve in Fig. 2). 
Within the measurement bandwidth (MBW,
bet  ween 0.005 and 0.1 Hz), the power 
spectrum (PSD) is practically flat, i.e. white; bet -
ween 0 and 0.005 Hz the  spectrum is mainly
characterized by an inverse proportional de -
pendence (approx. 1/f) and a large number of

sharp peaks. This reflects exactly the expected
behavior, which was revealed by various case
studies carried out before the satellite's launch
(e.g. Schuh et al. 2006).

As the gravity field parameters are determined
via a rigorous least-squares adjustment, this
autocorrelation pattern must be taken into
account by including the known (or an estima-
ted approximation of the) data covariance
matrix. However, due to the huge number of
gradiometer data, this covariance matrix can-

Figure 1: Reduced (mean
and GRS80) measured
gravity field gradients of
GOCE for 3 hours and
computed gravity field
gradients from a gravity
field model and the diffe-
rence as a first estimation
for the gradiometer

Figure 2: Power spectrum
(PSD) of the gradiometer
noise for the Vzz compo-
nent, the gradient signal
and the measured gravity
gradients
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not be stored in light of memory requirements
of more than 20 PetaByte. An effective solu-
tion to this problem consists in a full decorrela-
tion (»whitening«) of the gradiometer data
before the adjustment is carried out. In the
next section we show how such a decorrela-
tion is performed through an application of di -
gital filters (cf. Schuh 1996, Siemes 2008 and
Kras butter 2009).

3. Modeling the gradiometer noise
The colored noise characteristics of the gradio-
meter is taken into account by filtering the
observations with a filter that has the inverse
spectral characteristics with regard to the esti-
mated noise charateristics as seen in the pre-
vious section. Such a filter acts as a decorrela-
tion filter and can be modeled by means of
cas cades of ARMA processes (Schuh 1995,
Schuh 1996 and Siemes 2008). As ARMA fil-
ters can be designed with an increasing num-

Figure 3: Coefficient statistics for all four presented gradiometer solutions with the four different filters. The shown
statistics are: differences to the ITG-Grace2010s model (left column) and estimated formal coefficient standard devia-
tions (right column)
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ber of free parameters to fit more and more
details of the power spectrum the question ari-
ses how much the gravity field solution gains
in accuracy when very detailed (and thus com-
putationally more demanding as well as nume-
rically more instable) ARMA filters are used in
comparison to simpler filters. This question is
investigated by fitting four types of ARMA fil-
ters to specific features of the spectrum.

3.1. Modeling of the MBW only
In the case that only the MBW is taken into
account within the decorrelation process, a
band-pass filter can be used (cf. Fig. 4), which
cuts out the entire information outside the
MBW. Gravity field determination with such a
kind of filter is possible, but has certain disad-
vantages, as demonstrated in the following. A
gradiometer-only gravity field solution compu-
ted with this filter is shown in terms of coeffi-
cient differences with respect to a GRACE-only
model based on seven years of data and resol-
ved up to degree and order (d/o) 180 ITG-
Grace2010s, cf. Mayer-Gürr et al. (2010). 
Fig. 3 (a) shows that these differences are very
large up to d/o 50 (the GRACE model is consi-
dered as a reference solution up to d/o 140, as
GRACE is more sensitive to the lower degrees
than GOCE gradiometry). In addition, large dif-

ferences occur for the sectorial coefficients
from d/o 50 up to d/o 100. This behavior of the
sec torial and near-sectorial coefficients is re flec -
ted by the estimated spherical harmonic coef-
ficient accuracies shown in Fig. 3 (b). For d/o
80 up to 140, the differences to the GRACE
model can be explained by the corresponding
GOCE accuracies.
Thus, using a band-pass filter as shown in Fig.
4 produces a useful gradiometer-only gravity
field and realistic estimates for the coefficient
variances, but has the disadvantage that gra-
diometer information in the lower frequencies
is ignored which affects the sectorial coeffi-
cients up to d/o 100.

3.2 Modeling the low-frequency part of
the spectrum
As the band-pass filter of Sect. 3.1 was seen to
produce systematic errors for the sectorial
coefficients, it is advisable to also model the
low-frequency noise characteristics. Such a fil-
ter should not completely filter out the low-fre-
quency part of the power spectrum, but reflect
its low accuracy when applied as a decorrela-
tion filter in gravity field determination. The
simplest filter of this kind is a differencing filter
(#1000) as shown in Fig. 5.

Figure 4: Noise power
spectrum and inverse
power spectrum of decor-
relation filter # 9295
(MBW band-pass filter)
w.r.t. the Vzz component
(the other components
show a similar behavior)
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A comparison of a gradiometer-only gravity
field solution using this filter with a GRACE
model is shown in Fig. 3 (c). It can be seen that
the lower degree differences (up to d/o 80) are
smaller than the corresponding degree diffe-
rences based on the solution with a band-pass
decorrelation filter (determined in  Sect. 3.1).
In addition,  Fig. 3 (d) shows that the sectorial
coefficients of d/o 20 and higher are determi-
ned more precisely in this case (compared to
Fig. 3(b)) which is a desirable consequence of

having taken into account the low-frequency
part of the power spectrum. However, as the
differencing filter does not reflect the MBW as
accurately as the band-pass filter, the variances
of the higher degrees and orders cannot be
estimated as realistically. To avoid the undesira-
ble features of the band-pass and the differen-
cing filter, both filter characteristics can be
combined as demonstrated in the following.

Figure 5: Noise power
spectrum and inverse
power spectrum of decor-
relation filter # 1000 (dif-
ferencing filter) w.r.t. the
Vzz component (the other
components show a simi-
lar behavior)

Figure 6: Noise power
spectrum and inverse
power spectrum of decor-
relation filter # 9024 w.r.t.
the Vzz component (the
other components show a
similar behavior)
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3.3. Simple modeling of the complete
spectrum
Combining the features of a band-pass and a
differencing filter yields a simple filter model
for the entire spectrum. Such a filter is repres-
ented by a sequence (cascade) of basic ARMA
filters. Fig. 6 (filter # 9024) shows the spectral
characteristics of a parsimonious cascade of
ARMA filters, which nevertheless represents an
apparently overall adequate fit to the noise
characteristics, but ignores the sharp peaks in
the low-frequency part of the spectrum.
The resulting gravity field solution (see Fig. 3
(e) and 3 (f)) combines the advantages of the
band-pass filter solution and the difference fil-
ter solution: both the low-degree and the sec-
torial coefficients are determined accurately
and the variances for the higher d/o coeffi-
cients are estimated more realistically than for
the filter models used in Sect. 3.1 and 3.2.

3.4. Detailed modeling of the complete
spectrum
Extending the ARMA filter cascade of the per-
vious Sect. 3.3 to also take into account the
sharp spectral peaks leads to a more complex
decorrelation filter as shown in Fig. 7. These
peaks are modeled by means of notch filters,
represented by 20 additional individual AR -
MA(2,2) filters.

Although such detailed modeling of the com-
plete spectrum does not lead to a significant
improvement of the solution (see Fig. 3 (g)), it
evidently leads to far more realistic accuracy
estimates (see Fig. 3 (h)). The error pattern
with stripes occuring for degrees 16, 32,...,
which is already clearly visible in the coefficient
differences with respect to the ITG-
Grace2010s solution (cf. Fig. 3 (g)), is now cor-
rectly mapped into the coefficients' covariance
matrix (cf. Fig. 3 (h)).

4. Summary and conclusions
Much effort has been put into the refinement
of the stochastic model of GOCE gradient
measurements and matching digital decorrela-
tion filters to obtain not only a realistic gravity
field solution but also a corresponding realistic
full covariance matrix. It must be stressed that
the estimated spherical harmonic coefficients
must be consistent with the corresponding
accuracy estimates in order to provide mean-
ingful GOCE-only gravity field information that
can be used in a multitude of applications e.g.
in geodesy, geophysics, and oceanography.
Filter # 9024, which represents a simple decor-
relation filter model for the entire gradiometer
noise power spectrum (as described in Sect.
3.3), was applied for the computation of the

Figure 7: Noise power
spectrum and inverse
power spectrum of decor-
relation filter # 9025 w.r.t.
the Vzz component (the
other components show a
similar behavior)
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global gravity field model GO_CONS_GCF_2_
TIM, which is based on the time-wise approach
and constitutes one of the first GOCE-only gra-
vity field models (Pail et al 2010).
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