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SUMMARY

Magnetotelluric and seismic methods provide complementary information about the resistivity
and velocity structure of the subsurface on similar scales and resolutions. No global relation,
however, exists between these parameters, and correlations are often valid for only a limited
target area. Independently derived inverse models from these methods can be combined using
a classification approach to map geologic structure. The method employed is based solely on
the statistical correlation of physical properties in a joint parameter space and is independent
of theoretical or empirical relations linking electrical and seismic parameters. Regions of
high correlation (classes) between resistivity and velocity can in turn be mapped back and re-
examined in depth section. The spatial distribution of these classes, and the boundaries between
them, provide structural information not evident in the individual models. This method is
applied to a 10 km long profile crossing the Dead Sea Transform in Jordan. Several prominent
classes are identified with specific lithologies in accordance with local geology. An abrupt
change in lithology across the fault, together with vertical uplift of the basement suggest the
fault is sub-vertical within the upper crust.

Key words: electrical resistivity, geostatistics, magnetotellurics, seismic structure, seismic

velocity, tomography.

1 INTRODUCTION

The interpretation of geophysical models derived by inversion is a
highly subjective part of any geologic study. Our incomplete knowl-
edge of the subsurface, the spatially-varying resolution of the mod-
els, and the non-uniqueness of the geophysical inverse problem make
it difficult to objectively interpret physical property models in terms
of geologic structure. The problem is exacerbated by the many-to-
many, or at best, many-to-one, relationship between geologic units
and their physical properties. It is thus commonplace to use multi-
ple methods to determine multiple physical properties over an area
of interest in order to discriminate between the range of possible
geologic/lithologic structures. The analysis of such complemen-
tary data, however, is rarely taken beyond a qualitative comparison.
Attempts at a quantitative comparison are, for the most part, centered
upon constitutive or empirical relations between physical properties,
which tend to be limited in scale and applicability.

Seismic and magnetotelluric (MT) methods are often favored for
crustal studies as they provide images of acoustic velocity (V,, V)
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and electrical resistivity (p), respectively, on similar scales and with
comparable spatial resolution (Jones 1987). By looking in tandem
at velocity and resistivity we retain the strengths of each method,
while lessening the susceptibility of our interpretation to their indi-
vidual weaknesses. Seismic refraction, for example, has difficulty
imaging vertical velocity contrasts. Along a similar vein, MT has
difficulty resolving structure beneath strong conductors due to the
large amount of energy dissipated within them. A properly formu-
lated joint interpretation must take these variations in resolution into
account, but unfortunately there exists no fundamental law linking
resistivity and velocity. The reason for this is that electrical resis-
tivity is most sensitive to minor fluid phases within a rock, while
acoustic velocity is equally sensitive to the rock matrix. This does
not suggest these methods are discordant, but rather that empirical
relations between p and V', at best hold locally, within a specific
lithology. A joint statistical interpretation can describe the correla-
tion between these physical parameters without imposing unrealistic
empirical constraints.

The methodology we explore is sketched in Fig. 1. Coincident and
independently-derived velocity and resistivity models are first inter-
polated onto a common grid. We stress that an inversion model can
be thought of as an ensemble of point values, each associated with
a particular location. Interpolating onto a common grid thus results
in a set of co-located model points, each identified with a velocity,
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Figure 1. Probabilistic approach to structure classification using independent geophysical models. Independent models are first interpolated onto a common
grid. The correlation between the models is subsequently examined and significant classes (localized regions of high correlation) are identified. Classes are

finally mapped back into onto the depth section.

resistivity, and spatial location. Together with error estimates of the
model parameters at each location, a probability density function
(pdf) is assembled in the joint parameter space. Classes are sub-
sequently identified as localized regions of enhanced probability
density and finally mapped back to the spatial domain (a depth sec-
tion) where their locations define geologic structures (under certain
assumptions to be discussed later). Our methodology is based on a
probabilistic approach developed by Bosch (1999). While this work
was aimed at joint inversion, we represent the plural geophysical
data as a pdf in the joint parameter space, in an analogous fashion
to this earlier work. This approach has been applied to lithology
classification, in particular by Bauer et al. (2003), who examined
models of seismic velocity and Poisson’s ratio, linking the resulting
classes to geologic structure through petrological constraints.
More commonly, scatterplots of independent physical property
models are examined, such as a study by Haberland et al. (2003b)
which combined models of electrical resistivity and seismic attenua-
tion to define regions of partial melting within the Altiplano plateau.
Bedrosian et al. (2004) applied a similar method to seismic and MT
models of the San Andreas Fault, delineating several tectonic and
hydrologic boundaries. These studies, however, are rather ad hoc in
their approach to classification and furthermore treat all data equally,
i.e. they ignore the effects of spatially-varying model resolution.
Maercklin (2004) similarly used scatterplots of resistivity and
seismic velocity to delineate lithologic structure surrounding the
Dead Sea Transform (DST). This work was subsequently integrated
with seismic scattering studies to characterize the DST in the near
surface (Maercklin et al. 2005). These preliminary studies are the
motivation for the present work. Using coincident geophysical mod-
els crossing the Dead Sea Transform in Jordan, this paper develops a
statistically-robust framework to extract structural information from
seismic and electric data. This approach fills a gap between qual-
itative comparison of independent models and joint inversion of
the underlying data (Bedrosian 2007); it is more rigorous than the
former and can be applied to existing models without renewed in-
version of the data. Furthermore, this work addresses topics which

arise in all joint geophysical inversions based on model structure
linkages (Haber & Oldenburg 1997; Gallardo & Meju 2003, 2004,
2007; Linde et al. 2006).

2 BACKGROUND AND MODELS

The left-lateral Dead Sea Transform (DST) accommodates the rela-
tive motion of the Arabian and African plates, stretching over 1000
km between the Taurus collision zone in the north and the Red Sea
rift in the south (inset, Fig. 2). The DST fault system has a Holocene
slip rate of 4 & 2 mm yr~!, and is estimated to have accumulated
~105 km of sinistral offset since its formation around 17-22 Ma
(Niemi ez al. 2001; Klinger et al. 2000; Garfunkel ez al. 1981; Bartov
et al. 1980; Freund et al. 1970). Aside from a compressional period
in the late Cretaceous (Syrian Arc phase, Bosworth ef al. 1999), the
region has remained stable since the early Mesozoic. Recent seis-
mic activity is concentrated along the DST, and to a minor extent on
the Central Negev Shear Zone (van Eck & Hofstetter 1990). Seis-
micity along the southern DST is most pronounced near tensional
features such as the Dead Sea and the Gulf of Aqaba/Elat, though
large historical earthquakes have occurred along the length of the
fault system (Amiran ef al. 1994; Klinger et al. 2000).

Basement in the region consists of late Proterozoic rocks com-
prising the Arabo-Nubian Shield (Stern 1994; Stoeser & Camp
1985; Bender 1968). A succession of Late Precambrian volcano-
sedimentary sequences overlie the basement throughout much of
the region with significant variations in thickness and coverage
(Weissbrod & Sneh 2002). Phanerozoic cover is predominantly
Cretaceous and Tertiary, underlain in places by Jurassic, Triassic,
and Permian sequences. To the east of the DST, these latter sequences
are generally absent, and Cretaceous rocks lie unconformably upon
sandstones of Ordovician and Cambrian age.

As part of the DESERT project, geological and geophysical data
were acquired along a profile centered on the DST, traversing Is-
rael and Jordan (Weber ef al. 2004; DESERT Research Group
2000). The profile crossed the Araba/Arava Fault (AF), locally the
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Figure 2. Site location map for the area of study (small red rectangle on the inset regional tectonic map). WRR = Wide-angle reflection/refraction profile;
NVR = Near-vertical reflection profile. MT site locations in main figure denoted by red diamonds; Black dots represent vibroseis source points along the NVR
profile. Surface geology consists of Quaternary alluvium except as marked. Qp, Quaternary sand dunes; Tm, Miocene Hazeva Fm.

expression of the DST, within the Araba/Arava Rift midway between
the Dead Sea and the Gulf of Aqaba/Elat (inset, Fig. 2). Geophysical
studies included a 100 km near-vertical-incidence reflection (NVR)
experiment, a 260 km wide-angle reflection/refraction experiment,
and a 150 km magnetotelluric transect. This study is concerned with
the innermost 10 km of the profile across the AF, focusing on the
coincident MT and NVR data.

2.1 Magnetotelluric modelling

Magnetotelluric data were first acquired in 2000 with sites spaced
every 100 m in the vicinity of the Araba/Arava Fault, expanding to
every 500 m at the profile ends (Fig. 2). Measurements were made us-
ing GPS synchronized SPAM MKIII instruments (Ritter ez al. 1998),
which recorded electric and magnetic field variations for a dura-
tion of 2 days. Vertical magnetic fields were recorded at all sites in
addition to traditional (horizontal field) MT data in order to further
constrain subsequent inversion. MT and vertical-field transfer func-
tions were estimated within the frequency range of 1000-0.001 Hz
using processing techniques described in Weckmann ez al. (2005).
Dimensionality analysis was carried out via examination of skew,
geoelectric strike, and induction vectors, which all confirm that the
measured data are in accordance with the predominantly 2D geo-
logic structure defined by the Araba/Arava Fault (Ritter et al. 2003).

Upon rotation into a fault-aligned coordinate system (N18°E),
data modelling and inversion were carried out using the Winglink
analysis package (http://www.geosystem.net). The 2D regularized
inversion algorithm of Rodi & Mackie (2001) was employed to pro-
duce potential models spanning a range of regularization parameters
and data error floors. Models were subsequently refined based on
their common characteristics and agreement with the measured data.
The model shown in Fig. 3(a) is derived from a uniform resistivity
starting model (50 Q2m) and fits the MT and vertical-field data to a
combined r.m.s. error of 2.1, a 600 per cent reduction in error from
that of the starting halfspace model.

As all parts of the final inverse model are not equally resolved, es-
timates of the errors in the individual model parameters are needed.
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In magnetotellurics, the pairwise sensitivity of each model parame-
ter to each datum is contained within the Jacobian of the linearized
forward problem, typically termed the sensitivity matrix. Schwalen-
berg et al. (2002) suggest using normalized averages of the sensi-
tivity matrix to assess the relative sensitivity of individual model
parameters. This method in effect calculates the average sensitivity
of a given model parameter to all the measured data, normalized by
the measurement error in each datum. This linear sensitivity analy-
sis (only accounting for small perturbations of the model) has been
used to estimate resistivity errors according to:

Tog(s) }

log(s7) M

Stog(p)i = Clog(p) - [

where s; is the normalized sensitivity of a given cell, and Cog ) is
the mean error in log (p), a constant to be determined. The overline
indicates an average over all model points.

2.2 Seismic modelling

The near-vertical-incidence reflection experiment was carried out
in 2000 using vibroseis trucks as seismic sources. An 18 km record-
ing spread (180 geophones) was moved along the 100 km profile
in split-spread configuration. An additional 86 seismic stations re-
mained fixed along the profile for the duration of the survey. 280,
335 direct P-wave arrival times were manually picked from the sub-
sequent data and inverted using the two-dimensional (2D) FAST
code of Zelt & Barton (1998). Travel time picks have been used to
construct a set of best fitting one-dimensional (1D) models, which
were stitched together and used as the starting model for the 2D
inversion. The final inversion mesh consists of blocks 100 m wide
and 50 m thick. The shallow parts of the model (upper 5 km) gener-
ally have high ray coverage, and hence are well-constrained by the
data. The robustness of the final model (innermost 10 km shown
in Fig. 3¢) was confirmed by testing the stability of model features
while varying smoothness constraints, regularization parameters,
starting models, mesh gridding, and mesh location. An iterative in-
version approach led to a final velocity model independent of the
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Figure 3. Independent resistivity (a) and velocity (c) models selected for joint interpretation. Histograms of model resistivities and velocities (initial point
distributions, IPD) shown in (b) and (d), respectively. Models are only considered from the surface to 5 km depth due to decreasing resolution at greater depths.
The resistivity model was calculated on a non-uniform mesh of 5136 cells, while the velocity model was calculated on a uniform mesh of 10000 cells. The
white area of the seismic model is where ray coverage was too sparse to constrain velocities; gray area denotes a region where starting-model velocities were
unaffected by inversion. The red line marks the surface trace of the Araba/Arava Fault (AF).

starting velocity model. An exception is the narrow strip within the
model (gray area in Fig. 3c) where velocities remained unchanged
(to two decimal places) during the inversion; model parameters in
this strip were removed from subsequent analysis as they represent
velocities unconstrained by the data. A final r.m.s. travel time misfit
of 0.045 s was achieved.

Checkerboard tests suggest the model resolution is better than
200 m in the upper 1 km, decreasing to ~500 m at 2 km depth. The
relative velocity errors are estimated from ray coverage. A mean
velocity error, Cy,, remains to be determined. Velocity errors are
estimated as:

_ o [Toew

where n; is the number of hit counts in a given cell and the overline
indicates an average over all model points.

3 ANALYSIS

3.1 Interpolation

In order to examine the correlation between the models shown in
Fig. 3, physical property values must be estimated at a common set
of grid points. This procedure will generally involve both projection
and interpolation, though in our case projection is unnecessary, as
sites were projected onto a common profile prior to inversion. Inter-
polation, specifically point estimation, can be performed in a variety
of ways, the details of which are covered in standard geostatistical
texts (Isaaks & Srivastava 1989; Armstrong 1998). What is impor-
tant to any interpolation method is that the estimated and original
point distributions are statistically similar. Recall that each model
can be viewed as an ensemble, or distribution of point values as
emphasized in the presentation of Fig. 3. For our purposes, it is also
important to consider the size (number of model points) within the
initial and estimated distributions as well as the spatial uniformity

of the final interpolated models. The former should be maximized
to provide better statistics, while the latter will influence the relative
weighting of various parts of the model.

A fundamental difference between electric and seismic tomogra-
phy methods is the discretization of the model mesh or grid. Though
auniformly-spaced grid is commonly used during seismic inversion,
the physics of the MT problem, in which energy dissipates exponen-
tially with distance inside the earth (e.g. Vozoff 1987), demands a
non-uniform model grid that progressively coarsens with both depth
and distance from the measurement sites. In arriving at a common
grid, one can:

(i) estimate resistivity values at each velocity grid point,

(i1) estimate velocity values at the resistivity grid point, or

(iii) interpolate both resistivity and velocity values onto an inde-
pendent set of grid points.

Choices 1 and 2 result in significantly different estimated point
distributions (EPD) due to differences in the sizes of the initial
point distributions (IPD). As the velocity model contains more mesh
points than the resistivity model, choice 2 (¥, — p) results in a net
loss of velocity information, while choice 1 (p — V) preserves
the information content of both models. Concerning spatial uni-
formity, choice 1 (2) results in an EPD that is spatially uniform
(non-uniform). For subsequent correlation, we require a uniform
distribution to ensure that all parts of the model are equally repre-
sented.

A final consideration is that all interpolation methods, by averag-
ing several point values to form an estimate, produce an EPD that
is smoother (reduced variance) than the IPD. As our final goal is
to identify geologic structures by their different physical properties,
this smoothing masks the differences we seek. Keeping the num-
ber of interpolations to a minimum is desired, and for this reason,
choice 3, in which both data sets are interpolated, is not considered.
We proceed with interpolating the resistivity mesh onto the velocity
mesh (choice 1).
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Figure 4. Experimental (a) and modelled (b) variograms for the resistivity model in Fig. 3(a). Experimental variogram exhibits geometric anisotropy, in which
model structures are more continuous along the profile than with depth. Modelled variogram is the result of a three parameter fit to a spherical function.
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Figure 5. Cross-validation study. Spatial (a) and ordinary (b) distribution of resistivity residuals (original minus estimated resistivity) for ordinary kriging.
Red (blue) regions of the cross-section have resistivities underestimated (overestimated) by the interpolation.

Point estimation, or interpolation was done using ordinary krig-
ing (OK). OK forms estimates from a weighted average of many
samples; sample weights take into account both the spatial cluster-
ing of the samples (in our case the IPD of the resistivity model) and
the spatial continuity of the sample values (resistivity). As such, OK
produces an estimated point distribution whose residuals (as deter-
mined by cross-validation) have zero mean and minimum variance.

OK requires a model of spatial continuity for the property to
be interpolated (resistivity). This spatial continuity is expressed
by the experimental variogram, a directionally-dependent function
which must be calculated and modelled (Isaaks & Srivastava 1989).
Fig. 4(a) illustrates the experimental variogram of the resistivity
model. The lack of azimuthal symmetry in the experimental var-
iogram is indicative of geometric anisotropy, with greater spatial
uniformity along profile than with depth. This is not unexpected, as
geologic structures, and by inference their defining physical proper-
ties, are typically areally expansive, yet often quite thin. Put simply,
lithologies can stretch for hundreds or even thousands of kilometers,
but are seldom more than a few kilometers thick. The short-offset
(0 — 1.5 km) experimental variogram was fit to a three parameter
spherical function model; the resulting best-fit variogram can be
seen in Fig. 4(b) for comparison. This modelled variogram was
subsequently incorporated into the ordinary kriging procedure to
derive resistivity estimates at each of the velocity mesh points. OK
was applied in an analogous manner to derive resistivity errors for
the EPD.

The accuracy of the interpolated resistivity model is evaluated
through cross-validation. A form of jack-knife estimation, cross-
validation builds an estimated point distribution by removing a sam-
ple from the IPD and using the remaining samples to estimate it as
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if it were missing. In this manner, a residual between the IPD and
EPD can be calculated. The spatial and ordinary distribution of the
residuals are shown in Figs 5(a) and (b), respectively, and indicate
little deviation between the IPD and EPD.

The relationship between resistivity and velocity can be examined
using quantile-quantile (QQ) plots, a measure of the statistical simi-
larity between two distributions (Isaaks & Srivastava 1989). Plotted
for the initial resistivity and velocity distributions (Fig. 6a), the QQ
plot is linear except at high values of p/ V", suggesting strong simi-
larity. Post-interpolation, the p/ V', relationship (Fig. 6b) is changed
somewhat due to differences in the initial and estimated resistivity
distributions. In particular, the differences reflect the spatial uni-
formity of the resistivity grid. The non-uniform IPD disproportion-
ately weights shallow structure, in contrast to the uniform grid of the
EPD.

3.2 Model correlation

Having arrived at a common point distribution, we turn our atten-
tion to the correlation of the resistivity and velocity models. While
QQ plots examine the p/V, distributions as a whole, scatterplots
(Fig. 7a) present a point-by-point examination of model correla-
tion. Correlation is evident from the spatial clustering of the model
points in the joint parameter space, however no clear global relation
is observed. This is in contrast to the work of Dell’ Aversana (2001),
where scatterplots from a collection of borehole data define a sim-
ple curve relating resistivity to velocity. A series of arcuate tracks
in Fig. 7(a) form a fine-scale ‘structure’ within the scatterplot, each
track representing a vertical or horizontal slice through the model
section. These tracks are a result of both the periodicity of the model
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grid and the smoothing enforced by the inversion. The differences
Alog(p) and AV, between tracks are on average less than 0.1 and
0.1 km s~!, respectively, providing estimates of discretization error.
We have used these values to set the mean errors, Clog,) and C,,
in eqs (1) and (2), respectively.

In order to identify classes (regions of high correlation, and by
inference well-defined physical properties), the distribution was
binned to produce the histogram in Fig. 7(b). Binning averages
out some of the distracting fine-scale structure in the scatterplot
(Fig. 7a), however the creation of the histogram requires a choice
of bin size (here Alog(p) = 0.03, AV, =0.03 km s~1), which in-
troduces additional subjectivity into the process. Furthermore, there
is no straightforward way in which to incorporate the errors in re-

sistivity and velocity model values into the histogram. Though this
approach has been employed by Maercklin (2004) and Bedrosian
et al. (2004), here we pursue a probability density approach which
does not suffer these limitations (Schalkoff 1992).

Each element of our point distribution can be viewed as a measure
or outcome of a process defined by a probability density function
(pdf). Assuming the data (the collection of model points) are in-
dependent, a joint pdf describes the full distribution and can be
expressed as a sum of the probability density functions for each
datum (eqs 3, 4). Assuming a normal error distribution, the pdf for
the ith data point can be expressed as a function of velocity and
resistivity, where 8log (p;) and 8V, ; are the errors defined in eqs
(1) and (2), and » is the total number of data points. The joint pdf
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(Fig. 7¢) can be compared to the histogram in Fig. 7(b); broad-scale
similarities can be seen.
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3.3 Classification

In the previous section we calculated the joint pdf describing the
data set, taking into account error distributions in both resistiv-
ity and velocity. We proceed under the assumption that lithotypes
are spatially-connected domains characterized by uniform physi-
cal properties which are normally distributed about a mean. It is
possible to identify lithotypes from the joint pdf, provided the con-
trast in physical properties between lithotypes is greater than their
estimated errors. Practically, this amounts to being able to separate
overlapping peaks in the joint parameter space. An examination of
the pdf (Fig. 7¢) reveals several regions of enhanced probability
density connected to one another via linear ‘bridges’ in parameter
space. Were the MT and seismic models completely uncorrelated,
the resulting pdf would be structureless (uniform, flat probability
density). The task is thus to extract a series of classes (inferred to
represent lithotypes under the assumption above) from the calcu-
lated joint pdf. The problem of classification reduces to the follow-
ing questions: how many statistically significant classes exist, how
can they be defined, and how do we determine class inclusion for a
given datum?

A hybrid of two classification approaches is pursued. In the first
approach, classes and their boundaries are manually chosen from the
joint pdf (Fig. 8a). In the second, a non-linear least-squares fitting
routine is used to determine the location and extent of classes in
parameter space. The first method, though subjective, allows for
an interactive examination of class structure in both the parameter
and spatial domains. Insight from this manual examination is subse-
quently used to constrain the fitting routine, permitting a statistical
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rather than subjective definition of class boundaries. In effect, this
hybrid method forces the fitting algorithm toward local, rather than
global fitting of the joint pdf, permitting cleaner class separation,
and as will be shown, results in classes that are more realistically
distributed in depth section.

Levenberg-Marquardt least-squares optimization was used to fit
the joint pdf as a sum of bivariate Gaussian functions (eq. 5):

n

o=y

i

hé)ﬁ exp —% [(x— ) = (x— )], (5)
where x =[log(p), V', ]. This non-linear, parametric estimation tech-
nique determines the amplitude, a;, mean, u;, and covariance, X;,
for the n Gaussian functions (classes) that best fit the joint pdf.
The number of classes are supplied by the user, as well as initial
guesses for the 6 * n fit parameters. The convergence of this iter-
ative fitting algorithm is sensitive to the starting parameter values,
and for a complicated pdf will rarely converge to a solution given
randomly-chosen starting values. As such, initial class amplitudes,
means, and covariances were chosen close to their assumed val-
ues, as determined during the manual class selection. Constraints
were further placed on the range of certain parameters to enforce
the shape or location of classes in parameter space. Where closely
spaced, class means were fixed at their starting values. All of these
constraints serve to steer the global fitting algorithm toward local
structure and aid in peak separation.

The optimum number of classes was determined from examina-
tion of global misfit as a function of the number of classes fit. The
‘knee’ of the resulting L-curve (Fig. 9a), though not pronounced,
occurs between 4 and 7 classes, beyond which the introduction of
more classes does not significantly lower the misfit. The final choice
of 6 classes stems from examination of the distribution of classes in
depth section. It was found that beyond 6 classes, the spatial con-
nectivity of classes began to falter, suggesting that lithotypes are
being split among multiple classes. The best 6 class fit to the joint
pdf is shown in Fig. 8(b). The misfit between the calculated and
modelled pdf is shown in Fig. 9(b) and illustrates the quality of the
fit in different regions of parameter space.

Class boundaries are defined by confidence intervals for the 6
Gaussian peaks, as illustrated in Fig. 8(b). It is important to avoid
overlap between classes boundaries lest the question of a datum’s
class inclusion become ambiguous. The confidence intervals have

b
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0.3
. B 0
0.1 “
o 6
0
0.5 1 1.5 2 2.5
Log Resistivity

Figure 8. Manual (a) and hybrid (b) class selection. Class boundaries are overlain upon the calculated and modelled pdfs in (a) and (b), respectively. Black
circles in (b) denote the mean class values and colored ellipses the ~60 per cent confidence interval for each of the peaks used to fit the calculated pdf. Manual
class selection was undertaken to interactively investigate the correlation of resistivity and velocity both in parameter space and in depth section (Fig. 10a).
Results were subsequently used to constrain certain parameters within the hybrid fitting routine.
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Figure 9. (a) L-curve of fit residual versus number of classes. Red oval denotes the optimal trade-off between misfit and number of classes. (b) Residual
between calculated pdf and six-class modelled pdf shown in Figs 8(a) and 8(b), respectively. Contour interval is 0.01
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Figure 10. Spatial distribution of classes derived from manual classification (a) and a hybrid fitting routine (b). Colors correspond to the those of the class
boundaries defined in Fig. 8. Arrows mark the surface trace of the Araba/Arava Fault and dashed lines highlight the boundaries identified. Gray region indicates

missing data in the initial seismic velocity model.

been selected as the full-width, half-maximum (FWHM) value of
each fitted peak. Defining class boundaries in this fashion leads to
minimal overlap, with 76 per cent of the EPD falling within one
of the 6 classes, and less than 0.2 per cent of these falling into
overlapping classes. As opposed to defining class boundaries along
a probability density contour, this choice accounts for variations
in peak amplitude which in turn reflect the differing spatial extent
(cross-sectional area) from which each class derives. As chosen,
the class boundaries represent ~60 per cent confidence intervals,
though these are upper bounds derived not from the class boundaries
themselves, but from rectangular regions enclosing them.

Mapping back to a depth section, Fig. 10 illustrates the spatial
distribution of class boundaries picked manually (a) and through
the hybrid fitting routine (b). Note the similarity between the dis-
tributions, indicating the robustness of the method to how class
boundaries are chosen. The highlighted classes for the most part de-
fine spatially connected regions, verifying an earlier assumption and
suggesting the classes define distinct earth structures. The subhori-
zontal class boundaries, together with their significant along-profile
extent, further suggest they represent distinct lithotypes. Four of
the six classes are abruptly terminated across a vertical boundary
in close proximity to the surface trace of the Araba/Arava Fault.
The slight irregularity within the fault zone may be attributed to
secondary minor faults in close proximity to the major fault.

The imaged classes and their boundaries represent a combination
of'the structure in the initial models (Figs 3a, ¢). The top boundaries
of classes 1, 2 and 4 are primarily derived from the seismic model,
while those for classes 3 and 5 are most clearly imaged by the
MT model. Furthermore, the sharp vertical discontinuity bounding
classes 2—5 is most evident in the MT model. It would be difficult

to define the lithology of Fig. 10 from either of the two starting
models.

4 DISCUSSION

4.1 Imaged structure

Table 1 enumerates the classes defined in Fig. 10 and their ranges
in resistivity, velocity and thickness. With the exception of classes
1 and 6, all classes are truncated at a vertical boundary, a not un-
expected result given up to 60 km of post Miocene sinistral off-
set (Kesten ef al. 2007) on the Araba/Arava Fault. Classes 1 and
2 are characterized by high velocity and moderate resistivity, typ-
ical of igneous or metamorphic rocks, but less common for the
sedimentary rock found locally, composed of alternating layers of
sandstone and carbonate rock with considerable amounts of clay
and marl. These classes furthermore correspond spatially to deeper
parts of the model, suggesting they may reflect basement rocks
of the Arabo-Nubian shield (Ibrahim & McCourt 1995). In con-
trast, classes 5 and 6, with low velocity and resistivity, can only
be attributed to sedimentary rock, and are structurally the highest
units in the section. Class 4, with V', = 3.9 £ 0.3 km s~ and
p = 6 — 39 Qm, is typical of clastics or consolidated sediments,
and is at sufficient depth to have undergone compaction. Class 3
is enigmatic as it is characterized by moderate velocity, similar to
class 4, but extremely low resistivity, lower even than the surface
sediments.

Together with regional stratigraphy, and based on the determined
velocity/resistivity values, classes have been associated with specific
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Table 1. Resistivity, seismic velocity, and thickness (t) of classes denoted in Fig. 10. Also included are inferred age, rock type, and geologic unit based on
constraints discussed in the text. Classes spanning the Araba/Arava Fault are identified by geologic unit on both the west (W) and east (E) sides of the fault.

Cls. p(Q-m) V,(km s t(km) Age Lithology type Stratigraphic unit
1 16 — 92 55+£03 1.5+ IPC ark., cgl., volc. Zenifim fm.(W); Aqaba cmplx.: Ghuwayr volc., Araba cmplx. (undif.)(E)
2 26 —173 48=+04 3+ IPC cgl., qtz. porph. Fidan grnt., Araba cmplx.: Ahaymir volc.(E)
3 2—11 44405 1.6 C-K sst., Ist., dolm., mar., clst. ~ Yam Suf, Negev, Ramon, Kurnub, Judea grs(W) ~1.7 km
4 6 —39 39+£03 1.0 IK-T chk., cht., Ist. mar. Mt. Scopus, Avedat grs.(W)(equiv. to Belga gr.), 700 m
5 10 — 43 3.0+0.3 0.5 Tm sst., clst., cgl. Hazeva gr.(W) ~500 m
6 11 -39 22+04 0.2 Tp-Qp alluv: cgl., sd., slt., grvl. Arava fm.(W, E)
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Figure 11. Fluid resistivity/porosity trade-off curves (Archie 1942) corresponding to a bulk resistivity of 42 m, characteristic of class 3 (Table 1). Different
curves correspond to fluids distributed in cracks (dashed line) and spherical pores (solid line). The resistivity of sea water is shown for reference. The dark
shaded region denotes the approximate range of porosities and fluid resistivities consistent with the data.

geologic units (Table 1). The evidence for this geologic association
comes from surface mapping, borehole constraints, and indepen-
dent geophysical results. The determined class velocities and re-
sistivities are in accordance with the inferred geologic units in all
but one case. The Cambrian to Cretaceous sequence equated with
classes 3 and 4 is comprised of sandstone, limestone, dolomite and
marl. The velocity (4.4 & 0.5 km s™!) of class 3, the lower half
of this sequence, is reasonable for such a heterogeneous package,
however the resistivity (2 — 11 2m) is anomalously low. Such low
resistivity usually suggests an unusual mineralogy (e.g. graphite or
metallic sulfides), chemical/physical weathering, or the presence
of a connected fluid phase (Bedrosian 2007). Mineralogy is not
a satisfactory explanation, as deeper stratigraphic levels sampled
in boreholes show no indication of anomalously conductive min-
eralogy. Weathering, which can significantly lower a rock’s resis-
tivity, is also an unlikely explanation, as it is typically limited to
the uppermost hundred meters. Even if exposed in the past, it is
unlikely that this ~1.5km thick section has become pervasively
weathered.

The most plausible explanation is fluids, which in small per-
centages can lower rock resistivity dramatically. Fig. 11 illustrates
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trade-off curves between fluid resistivity and porosity for two end-
member pore geometries (Archie 1942); any combination of fluid
resistivity and porosity lying between the two curves is sufficient
to produce the bulk resistivity determined for class 3. We are lim-
ited to low porosities, however, since beyond a few percent porosity
the observed velocity is untenable (velocity is, to first order, in-
versely proportional to porosity and the modelled velocities are not
anomalously low). The fluid hypothesis thus requires that the litholo-
gies comprising class 3 be saturated by a few percent hypersaline
(p y =0.22m) fluid. This is consistent with the observation of saline
brines within the Zofar 20 well, situated within the Araba/Arava Val-
ley to the west of the study area.

The presence of fluids within such an extensive zone (1.5 km x
>6 km) requires a permeable host, structural control, and lastly a
source of fluids. The layered sandstones may provide the perme-
able host, while an overlying chert of Senonian age (up to 200 m
thick) may serve as a (relatively) impermeable cap. Faulting likely
provides lateral control, as class 3 terminates abruptly along a ver-
tical plane ~500 m east of the surface trace of the Araba/Arava
Fault. Indeed, Ritter e al. (2003) suggest that the AF acts, at
least locally, as a barrier to cross-fault fluid flow. Furthermore, our
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interpretation of class 2 as Precambrian volcanics and gran-
ites suggests a strong permeability contrast exists across the
fault. The western boundary of this conductor is located at the
edge of the Araba/Arava Rift (O. Ritter, unpubl. data) coinci-
dent with the concealed Baraq Fault (Frieslander 1993). It is
thus plausible that the lower part of the Cambrian-Cretaceous
sequence is host to a hypersaline aquifer within the internally-
drained Araba/Arava Rift, bounded by faults to the east and
west.

The above structural identification permits several conclusions
regarding regional faulting. First, the Araba/Arava Fault cuts cleanly
through the subsurface and is subvertical to at least 4 km depth.
Furthermore, the lateral change from classes 3, 4, and 5 in the west
to class 2 in the east suggests that a fault damage zone, if present, is
at most a few hundred meters wide between 0.5 and 3.5 km depth.
This is significantly wider than the damage zone observed either
from geologic studies (Janssen et al., 2004) or from seismic guided-
wave studies by Haberland ez al. (2003a). It must be noted however,
that these studies concern the upper 300 m of the fault in contrast
to our deeper estimates.

Second, the AF at depth appears offset to the east by ~500 m
relative to the surface trace. This finding is supported by the work
of Maercklin et al. (2004), who image a zone of pronounced seis-
mic scattering ~1 km east of the surface trace. Gravity studies by
Tasarova et al. (2006) also model this offset, and further suggest the
connection between the surface trace and the deeper fault to the east
occurs within the uppermost 1 km.

Third, the Precambrian rocks (class 1) of the eastern block are
offset upward relative to the western block. This may reflect pa-
leotopography, or thickness changes due to the fact that these two
blocks originate up to 60 km apart and have been juxtaposed by
transform faulting. The local stratigraphy, however, in particular
the lack of Eocene and Miocene rocks east of the AF, suggest it
represents at least local uplift of the eastern block since the on-
set of Miocene faulting. Assuming the western block preserves
the original thickness of Eocene rocks (and that they were laid
down uniformly), this requires a minimum 1 km uplift in order to
strip the corresponding sequence from the eastern block. This is in
accordance with the ~1.3 km offset imaged. Gravity modeling fur-
ther support this conclusion, with an average vertical basement off-
set of 1.5 km based off three-dimensional models (Tasarova et al.
20006).

Finally, the number of distinct lithologies imaged and their thick-
nesses are supported by the gravity modeling, suggesting we are
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neither artificially subdividing nor grouping distinct lithologies. Ex-
cluding the basement, we identified 4 lithologies west of the AF and
2 to the east. The only discrepancy exists in the near-surface lay-
ering (classes 1 and 2) east of the AF. As seen in Fig. 2, both the
Miocene Hazeva Formation and Quaternary alluvium are exposed
at the surface, and are reflected in our results. The gravity modeling
groups these into one layer, with a thickness roughly equal to that
of the combined classes 1 and 2.

4.2 Methodology

The case study across the Dead Sea transform has identified 6 dis-
tinct classes via a statistical classification approach. The fact that
classes are well-defined in both the joint parameter space (JPS) and
in depth section and furthermore correspond well to independent
geologic constraints confirm that we are imaging lithology. Our ini-
tial premise was that geologic structures can be more accurately
identified and delineated by the increased constraints that multiple
data sets provide. All that is required for classification is that the
physical parameters characterizing two structures be separable in
the JPS.

As an example, take the case of classes 2 and 3, which are charac-
terized by similar (and overlapping) velocities. It is addition of the
resistivity information, sensitive to saline pore fluids, that permit a
class separation in the JPS, and makes the sharp boundary across the
fault apparent. Independent interpretation of the individual models
could lead to very different conclusions, while a qualitative compari-
son would suggest the models are contradictory. As an extreme case,
consider the synthetic example shown in Fig. 12. Here, a three-layer
earth model is introduced where the middle layer is characterized by
a velocity equal to that of the basement and a resistivity identical to
the surface layer. Whereas in the case study, the starting point was
two inversion models (Figs 3a, ¢), here the ‘true earth’ models are
used. This is done to highlight aspects of the classification method-
ology independent of inversion effects, such as regularization, which
can leave artifacts in the JPS. For consistency, the synthetic resistiv-
ity and velocity models are based upon the same model meshes as in
the case study, 5 per cent Gaussian noise has been added to the model
parameters, and the interpolation and classification procedures used
are identical to that of the case study. In this three-layer case, neither
a seismic nor resistivity inversion could correctly recover all three
layers. Each would recover a single layer over a halfspace, yet dis-
agree as to the depth to basement. Only when looked at in the JPS
(a) do all three layers emerge (b).

I

| i| N lg!i ,,,,,, l

” “ “IIIII T “ H
i Iuulhmlmllnnlm i

e p —_ 5 km/s
Hilil}Ili1I|lil}IlH}l|lt}ilxlli 'I| HH
IihllllHHNIHH!HHHHHNH

So4003 002 -1 0 1 2 3 4 5
Distance (km)

Figure 12. Joint probability density function (a) and spatial distribution of selected classes (b) for a synthetic three-layer earth model. Class boundaries in (a)
denote the 60 per cent confidence interval for each of the classes determined via automatic fitting of the pdf. Portions of the joint parameter space interior to
these colored boundaries are represented in the spatial domain (b) by corresponding colors.
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Though this example presents an extreme case, it highlights sev-
eral points. The synthetic example reveals three classes cleanly
separated in the joint parameter space. The spread of the classes
in the JPS reflects the variability within the class, in this case re-
covering the 5 per cent Gaussian noise added to the initial layer
velocities and resistivities. In our real data example, the elongated
confidence intervals suggest that a class is more tightly constrained
in one parameter than the other. Class 1, for example is character-
ized by an narrow range in velocity (£5 per cent) and a wider range
in log resistivity (24 per cent).

For a given class, the peak probability density reflects not only
how well-correlated the model parameters are, but also the relative
errors in the model parameters and finally, the spatial extent of the
individual class. In the synthetic example, velocity and resistivity are
equally well-correlated throughout the model and a uniform error
distribution has been assumed. It is the differing spatial extent of the
three classes which gives rise to a smaller peak probability density
for the thin intermediate later relative to the thicker layers above and
below. Similarly, class 1 in the case study exhibits the highest peak
probability density (Fig. 8). Looking at the model section (Fig. 10),
class 1 comprises roughly half of the analyzed model area, with the
remaining area split among the other 5 classes. To avoid one class
obscuring others in the JPS (note the overlap between classes 1 and 2
in Fig. 8) care must be taken in choosing the area of analysis. While
normalizing the pdf by class area during its construction seems an
attractive possibility, it must be remembered that class areas are not
known a priori, but only following classification.

The lack of a connection between the classes in the JPS suggests
a sharp boundary exists between the individual layers in the spatial
domain. This is in contrast to our real data example, where ‘bridges’
can be seen connecting several of the classes in the JPS. The bridges
are suggestive of smooth boundaries or diffuse material gradients
between the classes. While such behavior may reflect the real earth,
it is commonly the result of the smoothing regularization in the
inversion algorithms. By examining the bridges radiating from a
single class, it is possible to quickly assess which classes are adjacent
to it in the spatial domain. Class 4, for example, can be seen to be
in contact with the overlying class 5, the underlying class 3, and the
abutting class 2.

The gradients between classes can be exploited to provide a struc-
tural linkage in joint inversion algorithms. Joint inversion has typ-
ically proceeded via empirical or theoretical linkages between the
physical parameters being inverted for. These linkages, however,
may only be applicable over a narrow region of the joint parame-
ter space, are limited to a particular pressure/temperature range, or
are complicated by unaccounted for secondary dependencies such
as pore saturation and pore aspect ratio. Model structure linkages
thus provide a less restrictive regularization to the inverse problem
that still honors the individual data sets. Recent work by Gallardo
& Meju (2004) details a joint inversion methodology employing the
cross-product of resistivity and velocity gradients to provide such a
structural linkage. The cross-product seeks to minimize non-parallel
structure, or alternatively to bring out colinear gradients; these co-
linear gradients are the bridges we observe connecting our classes.
The technique of Gallardo & Meju (2004) succeeds in increasing
the structural conformity of the resulting resistivity and velocity
models without forcing or assuming a relationship between these
parameters. The results of the classification approach presented here
offer an alternative means with which to regularize a joint inversion.
Based on spatial class boundaries, an inversion could be formulated
so as to limit its search to the corresponding subregion of the joint
parameter space.
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5 CONCLUSION

This study has outlined a quantitative, statistical approach to struc-
ture classification based on the joint interpretation of magnetotel-
luric and seismic models. The method rests upon the underlying
assumption of all geophysics — that geologic units are characterized
by their physical properties, and can be distinguished through indi-
rect measurement of these properties. Distinct structures can thus be
distinguished provided their separation in parameter space is greater
than the variation of physical parameters within a structure.

When presented with coincident, independently-derived physical
property models, statistical correlation can be used as a basis for a
joint quantitative interpretation. The method employed consists of
(1) interpolation of models onto a common mesh, (2) construction
of a probability density function describing the physical parameter
distribution, (3) identification of classes and class boundaries in the
joint parameter space, and (4) mapping of class inclusions onto the
original depth sections.

The method is independent of theoretical/empirical relations link-
ing electrical and seismic parameters. It represents an advance from
the common qualitative interpretation of multiple physical property
models, and is less susceptible to the subjectivity of such a joint
interpretation. It likewise is more tractable than a joint inversion in
that it operates on post-inversion models, eliminating reanalysis of
the data. As shown in a synthetic example, our approach is capable
of ‘breaking the degeneracy’ of overlapping physical parameters,
providing structural information not evident in the individual mod-
els.

This approach has been applied to magnetotelluric and seismic
model sections spanning the Araba/Arava Fault in Jordan, providing
a clear delineation of stratigraphy in accordance with independent
geologic results. Classes identified in the joint parameter space, with
boundaries defined by confidence ellipses, are found to correspond
to spatially well-connected regions in depth section, validating the
initial assumption. The classes and boundaries are derived from both
the initial models, and are not evident from either model alone. From
a methodological viewpoint, this approach highlights the structural
conformity of the models, and provides a natural means for regular-
ization of a joint inversion.
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