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Abstract 

Spatial information deduced from environmental monitoring devices, 
simulation models and scientific information sources are crucial for rapid 
response in the context of natural disasters. Recently established concepts 
in Information Technology and Geoinformatics allow for using sophisti-
cated frameworks automatically generating database content, maps, or re-
ports based on distributed static and real-time data. Service-Oriented Ar-
chitectures (SOAs) and Workflow Management are two associated 
concepts in Information Technology to develop and distribute software in 
form of components within computing networks. With the approach of in-
tercommunication between loosely coupled services that are accessed 
through well-defined interfaces, data sources and processing services from 
all around the world can be made available for disaster management in an 
efficient and powerful way. 

In two use cases, an overview of current developments towards a SOA 
in the framework of the German initiative Natural Disasters Networking 
Platform (NaDiNe) is given. For the purpose of integrating real-time 
measurements into simulation models, the two use cases follow different 
technical approaches. Opportunities and restrictions of the implemented 
concepts in particular as well as of SOAs in general for supporting reliable 
disaster management systems will be discussed. 
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Introduction 

Natural disasters like floods, earthquakes, tsunamis, storms or storm surges 
pose a major risk to human life and cause significant material damage. Not 
only long term trends show that the overall number of natural disasters is 
increasing, but there is also an increase in vulnerability to be stated (United 
Nations 2006). As a consequence, coordinated disaster management is get-
ting more and more important and makes great efforts by many different 
parties necessary. Since coping with disasters is based on knowledge in 
many domains (i.e. environmental processes, social processes, planning 
etc.) it is a highly interdisciplinary task. 

While data, expertise and technological components potentially usable 
for disaster management are spatially and institutionally distributed, in 
most cases systems supporting the management process are run locally on 
isolated servers of the responsible institutions. At the same time, further 
model components, data sources and expertise remain unused for disaster 
management, e.g. in research institutes. In order to make best use of the in-
formation available, however, new approaches are necessary for the col-
laboration of multiple parties. 

With the upcoming of recent developments and standardization efforts 
in Information Technology and Geoinformatics, a technological and con-
ceptual framework nowadays exists that can be used for enhancing the ef-
ficiency of disaster management significantly. Today sensors measure data 
from all over the world, high-performance computing clusters run simula-
tions models and large network bandwidth allow for appropriate data 
transfer rates between the different locations. Besides these technical 
achievements, the existence of an additional conceptual framework is nec-
essary for an operational information architecture to be realized. The para-
digm of SOAs promises to provide the “glue” for making the single com-
ponents work together, while keeping the whole architecture as flexible as 
necessary for efficient and reliable implementations.  

In the context of the Natural Disasters Networking Platform (NaDiNe, 
Haubrock et al. 2006), an initiative of German research centers within the 
Helmholtz Association, developments towards transfer of research results 
into practice are currently realized. The overall aim is to provide informa-
tion in the context of certain natural hazards and disaster events from the 
participating scientific institutions for users in disaster management and 
the public.    

Within this paper, an overview of current developments towards Ser-
vice-Oriented Architectures in the framework of NaDiNe is given. Hereby 
the term service will be defined in the beginning considering the context of 
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its usage here. Afterwards, a short overview of relevant concepts and tech-
nologies related to Service-Orientation in Information Technology and 
Geoinformatics will be given. The following use cases show exemplarily 
some concepts and technological implementations of integrating scientific 
expertise into disaster management.        

Services and Service-Oriented Architectures 

What is a service? 

The term service is widely used in the context of business and information 
technology. It is commonly understood as “a facility supplying some pub-
lic demand”1. This implies that a service can be performed by different en-
tities, i.e. a human being, an enterprise as well as a hardware or software 
device as long as the idea of a service consumer on the one and a service 
provider on the other side is valid (Fig. 1). 

 

 
Fig. 1. Relationship between service consumer and provider (Krafzig et al. 2004)  

While the original meaning of the term is rather general, the definition 
of a service in Information Technology is more restricted to computer pro-
grams providing services as executable code. For usage in the context of 
disaster management, where services need to be efficient and provide a 
“24/7 availability”, a service is generally understood as a computer pro-
gram that can be accessed by a service consumer (either a human or an-
other computer/device). The term web service additionally requires a ser-
vice to be platform-independent and remotely accessible. In the case of the 

                                                      
1 Merriam Webster OnLine Dictionary: http://www.m-w.com/dictionary/service. 
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Service-Oriented Architectures established here, each service is also a web 
service. 

A business process can be interpreted as a process the information sys-
tem has to conduct for delivering a service to the user. Its aim is to create 
value by transforming an input into a more valuable output. Single activi-
ties within a business process can be performed automatically or by per-
sons. In disaster management, a business process might be a task that an 
officer-on-duty has to perform, e.g. collecting relevant information or issu-
ing a warning to decision makers. The second use cases discussed here 
shows how to make use of the SOA components using a business process 
management system. 

SOA as a paradigm 

The term SOA refers to service creation, interaction, presentation, and in-
tegration infrastructure capabilities (Nigam 2006) to build business-level 
software based on reusable components. While this definition originates 
from Information Technology, it refers to several different aspects and dis-
ciplines involved in this approach: business processes, design and usabil-
ity. As a consequence, operational SOAs are in most cases interdiscipli-
nary concepts involving the analysis of these aspects from different 
perspectives.  

The new layer of abstraction introduced with service orientation now 
bares the potential to bridge the communication gap between IT develop-
ers and experts using these services, introducing a new business process-
driven approach. For disaster management, this separation of concerns be-
tween definition and description of business processes and its actual im-
plementation in form of computational services bares the potential to give 
consideration to the functional heterogeneity of partners involved. Public 
authorities or other institutions in disaster management are able to under-
stand the semantics of the services and can therefore integrate them in their 
decision making process, while scientists and technicians provide and ad-
ministrate these components. 

SOA as a technology 

The idea of SOA is in first hand a concept and as such not restricted to a 
certain technology. However, when talking about SOAs many people un-
derstand this concept as a specific implementation consisting of web ser-
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vices following platform-independent standards like XML, WSDL2, 
UDDI3 and SOAP4. The “SOAP-approach” of SOAs is probably the most-
widely used and therefore has the advantage to be interoperable with many 
other services offered to build even larger systems. Another factor foster-
ing the dominance of this technological approach is the existence of nu-
merous tools and supporting frameworks to set up SOAP-based SOAs.  

In Geoinformatics, it started in the late 1990’s that the concept of mono-
lithic Geoinformation Systems (GIS) has more and more been displaced by 
rather flexible distributed approaches, eventually leading to so-called Spa-
tial Data Infrastructures (SDIs). SDIs achieve to provide access to GI ser-
vices (business processes) in a structured way using certain XML-based 
specifications for description and data storing. SDIs can therefore be seen 
as realising the idea of SOAs as defined above. However, the Open Geo-
spatial Consortium (OGC) as the leading standardisation initiative in this 
domain does not explicitly specify the usage of WSDL, UDDI and SOAP 
as base concepts. Instead, they specified web services to be accessed either 
directly via HTTP parameters (e.g. WebMapServices(WMS)) or using 
XML-based messages (e.g. WebFeatureService (WFS)). The standard data 
exchange format for spatial datasets is the XML-based Geography Markup 
Language (GML), encoding vector datasets by using tags for geometries 
and attributes, respectively (Cox et al. 2002). With the current discussion 
of a Sensor Web Enablement (SWE) specification (Botts et al. 2006), a ma-
jor step has been performed towards integration of real-time data into ap-
plications relevant for disaster management. 

 In order to make use of both, the OGC-specified components for easy-
to-use mapping and data delivery services and the option to set up larger 
SOAs comprising more functionality, certain adaptations need to be im-
plemented to connect both technical approaches.  

Towards SOAs in natural disaster management 

Connecting OGC web services for flood modelling 

The existing standards of the OGC make the process of setting up a Ser-
vice-Oriented Architecture consisting of data servers and mapping compo-

                                                      
2 Web Service Description Language 
3 Universal Description, Discovery and Integration 
4 originally: Simple Object Access Protocol 
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nents a straightforward task. The goal of the first use case is to set up a ba-
sic SOA for integrating real-time data into flood modelling and to make 
the whole process chain available to a certain remote user group in disaster 
management. The implementation is based on OGC standards and corre-
sponding wrapper components to link additional services to the specified 
interfaces. The workflow is sketched in Fig. 1. 

A user enters parameters into an HTML page and triggers a hydraulic 
model by submitting the form (1). This model is encapsulated as a web 
service. The parameters are read and incorporated in a request for spatial 
data needed for simulation. The request is sent in the next step (2) to the 
WFS. The instance of this service keeps synchronised with a data provider 
for real-time gauge measurements. In regular intervals, the WFS updates 
itself, so the newest data can be queried from the external service. The data 
format provided has to be transformed to an open data format that can be 
use by the services in the architecture, i.e. the hydraulic model as well as 
the WMS. This format is a specified schema of the standardised GML. 
With this approach, multiple data providers offering different data formats 
can potentially be integrated in the architecture, eventually being stored in 
a single standardised format. 

The gauge data of the starting point is sent back to the model (3), which 
is now able to perform its simulation (4). The results of the simulation run 
are simulated water level datasets, which are uploaded to the WFS (5), so 
they will be accessible later on by the map. In step 6 the model sends a 
message back to the client about the success of the simulation together 
with a simulation ID that can be used to unambiguously identify the data-
set. This ID is used to set up a query passed to the WMS (7), which in turn 
constructs a query for the appropriate dataset and sends a request to the 
WFS (8). After returning the data in GML format, the WMS generates a 
map out of the newly measured and simulated data and returns this map as 
an image back to the user, where it is visualized in the browser.  

 



Towards SOAs in natural disaster management      7 

 

 
Fig. 2. Service-Oriented Architecture of OGC web services and addi-

tional components  
This use case makes direct use of the interfaces specified by the OGC 

when accessing the web services. In order to integrate the simulation 
model into this SOA, the implementation of a new interface is necessary, 
since no standards exist from the OGC for generic web services to be used. 
The setup of the whole system is done manually, i.e. it is statically defined 
by hard-coding the process chain at design-time. The components of the 
model client and hydraulic model additionally have the tasks to generate 
WFS and WMS queries. This contradicts the idea of separation of con-
cerns, which is fundamental for SOAs, i.e. that one single service has to 
provide only the functionality of a single business process.  

The technical approach in the first use case is straightforward to imple-
ment, but misses an administrable component at runtime, keeping control 
of the overall process chain and triggering the single components one after 
the other instead of leaving the flow control to multiple components. 

From OGC service architectures to business process 
management 

For this reason, a more flexible approach is proposed here for a similar use 
case, based on SOAP web services and Business Process Execution Lan-
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guage (BPEL) as the language for specifying the controlling instance. The 
overall aim of this implementation is the provision of digital maps that 
contain information about the results of simulation scenarios from a dyke 
breach model established at the GeoForschungsZentrum Potsdam. Instead 
of calling the services directly as in the first use case, a workflow is started 
with submitting the form eventually resulting in a map that shows potential 
dyke breach locations based on the input data and processed by the simula-
tion model.  

The technical part of the system consists of several components accessi-
ble via web services to provide the basis of a Service-Oriented Architec-
ture. Two relevant components with respect to dynamic map creation in 
this use case are the dyke breach model itself (called DykeBreachModel) 
and a web mapping component (called MapGeneratorService) generating 
maps from both static base data and dynamic simulation results. The other 
service components comprise a WorkflowEngine, which coordinates the 
overall workflow, an HTMLGenerator Service and a DataStorage Service 
as sketched in Fig. 3.  

The overall workflow of this scenario is triggered by the user who fills 
in the parameters, which are necessary to determine the location and to 
calibrate the model. With submitting the form, a message is sent to the 
workflow engine (1: startWorkflow) that coordinates the execution of the 
remaining process chain. The whole scenario is saved here as a business 
process. In step 2, the spatial input data is queried from the DataStorage-
Service, returned to the workflow engine in an XML-based format and 
passed to the DykeBreachModel in step 4 with a call for startSimulation.  

The model performs its simulation in a large number of iterations, which 
might actually induce further communication tasks between the model and 
the workflow engine. After the last iteration, the model service sends the 
result data to the workflow engine (5), which in turn inserts the data in the 
data storage repository (6). 

With the data originating from the simulation, a new map can be gener-
ated by the MapGeneratorService. In step 8, the service is called, which in 
turn queries the DataStorageService for the appropriate data to be visual-
ised in the map (9). The MapGeneratorService encapsulates a standardised 
WMS, while the DataStorageService relies on the functionality of a WFS.   

The resulting map is saved as an image at the server and a message con-
taining the image URL is sent back to the WorkflowEngine (11). The last 
processing step is performed by the HTMLGeneratorService, which cre-
ates a result HTML file with a reference to the newly created map image. 
This file is in a last step sent back to the user in step 14. 
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Fig.  3. Simplified UML sequence diagram of typical workflow for dyke breach 

use case 
 
With this approach, the user accesses the workflow engine over a cus-

tomized user-interface and waits for the result. Since the web services are 
implemented using SOAP and WSDL, they may be distributed over the 
Internet and at the same time be integrated into a workflow defined by a 
BPEL configuration file. 

Processing-intense components can remain on appropriate servers while 
being accessed via SOAP messages over HTTP. The whole processing in 
the background remains transparent to the user and therefore makes the us-
age of the components a straightforward task. Standard OGC services like 
WMS and WFS can be integrated into the architecture by encapsulating 
them in SOAP-enabled wrappers. 

Potential and limitations of SOAs in disaster management 

Disasters like floods, earthquakes or storm surges are events where 
space and time are crucial. Thus, the acquisition, processing and analysis 
of geographic information are vital for disaster management. In the future, 
sensors of all kinds (from satellites, airplanes, in-situ measuring devices, 
cameras etc.) will generate masses of data to be used in business applica-
tions or information systems. The characteristics of future geographical 
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data sets affecting performance can be summarized as follows. These data 
sets  
• are large in size (several GB to TB), 
• are distributed over many different sites, 
• are time critical (real-time data), 
• require massive processing power, 
• need to be available in standardised formats. 

 
As an important example, satellite images as one major source of near 

real-time spatial information are stored in raster files with up to hundreds 
of spectral bands. Today, the costly pre-processing steps of remote sensing 
images are performed before manually or semi-automatically. The main 
problem hereby is the fact that a lot of information is necessary in order to 
be able to perform these tasks. Knowledge of in-situ measurements, librar-
ies providing typical spectral signatures, measurements of atmospheric 
data and geometrical locations are crucial for adequate processing of the 
image. Current research in this domain aims at facilitating the gathering 
and operational usage of these pieces of information in order to set up 
models, which are able to perform operational processing chains for re-
mote sensing and other sensor data.  

GI services provided in a SOA can be used as a key approach to compile 
the necessary information collected from sensors or simulation models for 
decision makers and to communicate between multiple parties. They are 
further usable for performing pre-processing steps in a more efficient way. 
However, human knowledge is in most cases required for these tasks, so 
concepts for efficiently integrating them into a SOA are needed. 

Performance aspects of typical GI services  

One specific characteristic of GI services is the manipulation of large 
datasets, which are increasingly distributed over different sites on the 
Internet. In order to setup a SOA based on real-time solutions serving and 
manipulating geographical data, performance aspects have to be particu-
larly taken into account. 

The formulation of requests in XML as realized in both approaches 
sketched here can be seen as advantageous in terms of self-description and 
security, but these benefits are achieved at the cost of bandwidth and per-
formance. Data in an OGC-compliant SOA have to be encoded in GML, 
which tends to form a bottleneck that needs to be addressed for perform-
ance reasons. In order to reduce the size of messages and data exchanged 
in SOAs, the only option is to represent data binary, either in plain - or 
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even better - compressed format. One approach to establish a concept for 
realizing binary representations of XML data is proposed by the Fast Web 
Services initiative. It aims at “enabling fast and efficient end-to-end, inter-
operable, Web Services for a whole spectrum of devices, from mobile 
phones to large back end servers” (Sandoz et al. 2003).  

One possibility is to use the technology of Abstract Syntax Notation 
number One (ASN.1) (Dubuisson 2001) established in telecommunications 
for encoding data in a way such that it can eventually be re-converted into 
XML. By using the Packed Encoding Rules (PER) as compact binary rep-
resentation of ASN.1-encoded data, compression factor of >20 are possi-
ble. The major drawbacks of this concept are security constraints and en-
/decoding overhead. While former problem is targeted at with the aid of 
signatures and encryption, the latter issue could be accepted as the less 
significant performance bottleneck compared to plain GML encoding.  

Since conventional databases are not able to cope with the resulting per-
formance issues when storing massive amounts of datasets, standard data-
base technologies will fail for these applications. A first solution could be 
to incorporate data warehouses for distributed storage of these data. Data 
warehousing is able to manage large amounts of historic and actual data. 
However, the relatively long access time to the data remains an issue for 
applications in disaster management. Since storing data on disk is the main 
reason for the relatively long access times (e.g. 10ms), one solution could 
be to store data of the warehouse in main memory (Graves 2002). The ac-
cess time can be reduced to ~1ms when data sets are stored in their native 
format. Following this idea, even whole satellite maps of hundreds of GB 
might be accessed in an acceptable time frame. 

The remaining aspect of processing power is suitably tackled by setting 
up massive parallel systems of computers. The overhead of administering 
the distribution in processing power is significantly outweighed by the 
gain of performance by this kind of clusters. One major advantage of this 
approach is the flexible scalability of these systems and the possibility to 
keep processing at the site where the data are collected (sensor or model-
ing site). The resulting architecture summarizing the key ideas to improve 
performance of SOAs for disaster management is sketched in Fig. 4. 
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Fig. 4. Architecture of data storage and processing distribution for large real-
time datasets in a SOA 

Conclusion and Outlook 

Service-Oriented Architectures have been established in many business 
domains as they keep the promise to significantly enhance efficiency in 
performing business processes. Consequently, they bare the potential to 
enable a decision maker in disaster management to access data at runtime, 
run simulations without being aware of the actual implementation, and 
generate maps or reports for information aggregation. Scientists as well as 
practitioners can generate, analyse and compare results of different scenar-
ios in a distributed user friendly fashion. 

The availability of sensor data from all around the world is steadily 
growing. While a variety of different data and information sources exist 
for disaster management, this potential hasn’t been exploited yet although 
the technical and conceptual frameworks exist. Besides current develop-
ments in the context of the OGC, further technical and conceptual ap-
proaches are available from other disciplines, like ASN.1 from the tele-
communications sector. Combining these parts allow for setting up 
efficient SOAs to be used in operational workflows. 

Combining the possibilities of Information Technology with the knowl-
edge of the people is one of the main benefits and challenges of the SOA 
approach. Although technical and conceptual problems remain to be 
solved, the major obstacles to be overcome are in many cases rather organ-
izational, legal and political. 
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