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[1] In this study, the memory of the Greenland Ice Sheet (GIS) with respect to its past
states is analyzed. According to ice core reconstructions, the present‐day GIS reflects
former climatic conditions dating back to at least 250 thousand years before the present
(kyr BP). This fact must be considered when initializing an ice sheet model. The common
initialization techniques are paleoclimatic simulations driven by atmospheric forcing
inferred from ice core records and steady state simulations driven by the present‐day or
past climatic conditions. When paleoclimatic simulations are used, the information
about the past climatic conditions is partly reflected in the resulting present‐day state of
the GIS. However, there are several important questions that need to be clarified. First,
for how long does the model remember its initial state? Second, it is generally
acknowledged that, prior to 100 kyr BP, the longest Greenland ice core record (GRIP) is
distorted by ice‐flow irregularities. The question arises as to what extent do the
uncertainties inherent in the GRIP‐based forcing influence the resulting GIS? Finally, how
is the modeled thermodynamic state affected by the choice of initialization technique
(paleo or steady state)? To answer these questions, a series of paleoclimatic and steady
state simulations is carried out. We conclude that (1) the choice of an ice‐covered initial
configuration shortens the initialization simulation time to 100 kyr, (2) the uncertainties in
the GRIP‐based forcing affect present‐day modeled ice‐surface topographies and
temperatures only slightly, and (3) the GIS forced by present‐day climatic conditions
is overall warmer than that resulting from a paleoclimatic simulation.

Citation: Rogozhina, I., Z. Martinec, J. M. Hagedoorn, M. Thomas, and K. Fleming (2011), On the long‐term memory of the
Greenland Ice Sheet, J. Geophys. Res., 116, F01011, doi:10.1029/2010JF001787.

1. Introduction

[2] Reconstructing the history and the present‐day state of
the Greenland Ice Sheet (GIS) is one of the crucial keys to
better understanding its possible response to global climate
change. Various types of ground, airborne and spaceborne
measurements are providing increasingly more useful infor-
mation about the surface and bedrock topographies [e.g.,
Bamber et al., 2001; Layberry and Bamber, 2001; Letreguilly
et al., 1991], surface velocities [e.g., Joughin et al., 1997;
Thomas et al., 1998] and current state [e.g.,Howat et al., 2008;
Velicogna, 2009] of the GIS. In addition, data obtained from
boreholes, namely temperature, isotopic composition and the
nature and amount of impurities, contribute to paleoclimatic
reconstructions at several ice core locations [Alley et al., 1993;
Dansgaard et al., 1993; Etheridge et al., 1998;Hammer et al.,
1978, 1985; Jouzel et al., 1993, 1997;Meese et al., 1994; Petit

et al., 1999; Sowers et al., 1993; Watanabe et al., 2003].
Dynamic and thermodynamic states of the entire ice sheet can,
however, only be described by ice sheet models.
[3] Due to the long‐term thermomechanical response of the

polar ice sheets, the evolutionary processes are slow in com-
parison to the temporal and spatial variability of the climatic
states of the surrounding atmosphere and ocean. For example,
Calov and Hutter [1996] demonstrated that the present‐day
temperature distribution within the GIS is even affected by
the conditions during the penultimate glacial cycle. This fact
underlines the importance of an appropriate spin‐up or ini-
tialization of an ice sheet model to obtain accurate estimates of
the present‐day velocity‐temperature distribution of ice sheets.
[4] A number of studies dealing with the past, present and

future states of the Earth’s ice sheets have been conducted
using three‐dimensional thermomechanical ice sheet models.
The most common techniques employed to initialize the
present‐day and past states (surface elevation, temperature and
velocity fields) of an ice sheet model are (1) transient simula-
tions driven by paleoclimatic temperature reconstruction
[Charbit et al., 2007;Greve, 1997b;Greve et al., 1998, 1999a;
Huybrechts and de Wolde, 1999; Johnson and Fastook, 2002;
Le Meur and Huybrechts, 2001; Pattyn, 1999; Ridley et al.,
2005; Tarasov and Peltier, 1999, 2003; van de Wal, 1999]
and (2) steady state simulations driven by the present‐day or
past climatic conditions [Baldwin et al., 2003; Calov and
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Hutter, 1996; Greve, 1997b; Huybrechts, 1996; Huybrechts
and T’siobbel, 1995; Kubatzki et al., 2006; Pattyn, 2006;
Payne and Baldwin, 1999; Rybak and Huybrechts, 2008;
Takeda et al., 2002; Zweck and Huybrechts, 2003]. Both
procedures are equally popular, although in more recent
studies, there is a tendency to compute the present‐day and past
states of ice sheet models by paleoclimatic rather than steady
state simulations.
[5] The lack of information about Greenland’s past ice

cover implies that transient simulations of ice sheet models
driven by paleoclimatic records are often started from either
(1) present‐day topographies with artificially prescribed tem-
peratures and ages of the ice [Greve 1997c, 2000;Huybrechts,
2002;Huybrechts et al., 2007], (2) relaxed lithosphere without
ice load [Budd et al., 1998;Greve et al., 1999b], (3) the results
of spin‐up transient simulations driven by artificially pro-
longed paleoclimatic records [Abe‐Ouchi et al., 2007; Calov
and Hutter, 1996; Ritz et al., 2001], or (4) the results of steady
state simulations under present‐day or past climatic condi-
tions [Calov et al., 2005a, 2005b;Marshall and Cuffey, 2000;
Pattyn and Decleir, 1998; Tarasov and Peltier, 2002].
[6] The usual procedure is to spin up an ice sheet model over

one or two glacial cycles [e.g., Abe‐Ouchi et al., 2007; Calov,
2006; Greve, 1997c; Huybrechts, 1994, 1996]. Although the
longest Greenland ice core record dates back to 250 kyr BP
[Dansgaard et al., 1993], it is generally acknowledged that
prior to 105 kyr BP (or even 100 kyr BP) it is distorted by ice‐
flow irregularities [Andersen et al., 2004]. Therefore, none
of the currently available Greenland ice core records can pro-
vide reliable data about climatic variations within one or two
glacial‐interglacial cycles.
[7] This paper aims to analyze the effects of various initial

conditions, simulation times and climatic forcing on the
present‐day and former states of a model of the GIS. We
first introduce the ice model SICOPOLIS [Greve, 1995] and
the climate forcing. Next we discuss the results, which arise
from a number of simulations where parameters such as the
timescale of the simulations, the actual climatic forcing and
the start‐up conditions are tested. Our findings are sum-
marized in section 4.

2. Methodology

2.1. Ice Sheet Model

[8] In this study, we use the polythermal ice sheet model
SICOPOLIS [Greve, 1997a], which is based on the shallow ice
approximation (SIA) [Hutter, 1982, 1983;Morland, 1984] and
the rheology of an incompressible, heat conducting, power law
fluid [seeHutter, 1983; Paterson, 1994]. It simulates the time‐
dependent extent, thickness, 3‐D velocity and temperature
distributions, water content and age of grounded ice in
response to external forcing. When employing the SIA, the
flow velocity is proportional to surface gradient, which typi-
cally tends toward infinity as an ice sheet’s margin is
approached [Greve, 1995]. As a consequence, large thickness
errors at the margins of a modeled ice sheet influence modeled
present‐day calving andmelting rates [Bueler et al., 2005], and
thereby short‐term present‐day and future predictions. The
present‐day GIS resulting from paleoclimatic simulations
computed by a SIA‐based model can nonetheless still be
used to estimate general trends in the future evolution of
the GIS under various climatic conditions [Greve, 2000;Ridley

et al., 2005]. Furthermore, for accurate short‐term predictions,
more sophisticated approaches must be applied (for example,
assimilation techniques, as by Arthern and Hindmarsh [2006]
and Arthern and Gudmundsson [2010], and more complex
models of ice dynamics, as discussed by Rückamp et al.
[2010]). However, an accurate reconstruction of the margins
of the present‐dayGIS is beyond the scope of this paper, which
aims at analyzing the large‐scale time‐space characteristics of
the GIS.
[9] In this study, all simulations are undertaken following

the conventional cold‐ice method (see Appendix A for the
model equations). The temperature equation for the cold‐ice
regions is solved for the entire ice sheet, while the basal
temperatures above pressure melting point are artificially
reset to the pressure melting point. The thermomechanical
coupling is described by the temperature‐dependent rate
factor [Greve et al., 1998]. The isostatic adjustment of the
lithosphere to the changing ice load is modeled by the local
lithosphere–relaxing asthenosphere approach with an iso-
static time lag tn = 3 kyr (for more details, see Greve [2001]
and Le Meur and Huybrechts [1996]). For the steady state
simulations, the computation of the lithosphere temperature,
governed by equation (A5), is switched off and the geo-
thermal heat flux is imposed directly at the ice base since the
thermal inertia of the lithosphere is only important during
the ice sheet’s evolution under conditions of temporally
varying surface temperature, hence it does not influence the
results of steady state runs.
[10] External forcing entering the boundary conditions is

specified by (1) mean annual air temperature and amplitudes
of the seasonal temperature changes, (2) surface mass bal-
ance, namely, precipitation and ablation, (3) global sea level,
and (4) geothermal heat flux. Surface melting is parameter-
ized by the degree‐day method [Reeh, 1991] and the semi-
analytical solution for the positive‐degree day integral [Calov
and Greve, 2005]. The degree factors are identical to those
used by Greve [2005].

2.2. Climate Forcing and Simulation Setup

[11] The components of climate forcing are taken to be
identical to those used by Greve [2005], with the exception
of various time‐dependent factors describing air temperature
variations over time, termed the glacial index g(t). These
values are based on the GRIP and combined Vostok‐GRIP
[Greve, 2005] ice core records reaching back to 250 and
400 kyr BP, respectively [Dansgaard et al., 1993; Petit et al.,
1999]. Both time series have a Gaussian filter with 2 kyr filter
width applied to them for the period prior to 100 kyr BP [Greve,
2005]. Following Charbit et al. [2002, 2007], Forsström et al.
[2003], Forsström and Greve [2004], Greve [2005] and
Tarasov and Peltier [2004], climate forcing is constructed
based on the present‐day and Last Glacial Maximum (LGM)
distributions of precipitation/accumulation and surface
temperature. The LGM anomaly fields are provided by the
atmospheric general circulation model UKMO [Hewitt and
Mitchell, 1997] and corrected for temperature changes due
to varying ice‐surface elevation by Greve [2005]. The glacial
index g(t) is employed to scale precipitation and surface‐
temperature fields between the present‐day and LGM cli-
matic conditions (see Appendix B). It is defined such that
g(t) = 1 denotes LGM conditions, while g(t) = 0 corresponds
to the present‐day climatic conditions.
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[12] The steady state simulations are computed using a
constant glacial index, and the spatial distribution of the
atmospheric forcing fields which are determined according to
equations (B1)–(B3). In this study, we assume that a steady
state is reached when all of the fundamental quantities such as
ice volume, ice‐covered area, mean temperature and mean
velocity (see section 3.3, equations (1) and (2)) have remained
unchanged (or their variations have not exceeded 0.05%)
over the course of at least 10 kyr.
[13] The spatially variable geothermal heat flux is based on

Pollack et al. [1993] as modified by Greve [2005] in order to
achieve a better agreement between measured and modeled
basal temperatures in the areas of the four deep ice cores. The
sea level forcing zsl, which determines the land area available
for glaciation, is derived from the SPECMAP marine d18O
record [Imbrie et al., 1984] as described byGreve [2005]. The
horizontal grid spacing is 20 km by 20 km, corresponding to
82 by 140 grid points in the stereographic plane. In the ver-
tical direction for the cold ice layers, the s transformation is
used such that 81 grid points are remapped to [0, 1] intervals.
The bedrock is described by 11 equidistant grid points. Using
the standard settings of the SICOPOLIS model, in both
transient and steady state simulations, the enhancement factor
E is coupled to the age of the iceA (see Appendix C, equations
(C1) and (C2)). The nomenclature of the naming scheme
followed in the simulations, their initial states, simulation
time intervals, and their order of appearance in this paper are
summarized in Table 1.

3. Results and Discussion

3.1. Initial Configuration and Simulation Time

[14] We now present the results of the first series of four
paleoclimatic simulations of the GIS driven by the surface‐
temperature history inferred from the GRIP and Vostok ice
core records. Following Greve [2005], all runs are driven by
glacial index values based on a combination of these two ice
core records (Figure 1a). Run IC_250_VG is started from
250 kyr BP with the present‐day surface and bedrock topo-
graphies [Bamber et al., 2001; Layberry and Bamber, 2001]
as the initial state (ice‐covered initial condition). The tem-
perature of the ice body is uniformly set equal to –10°C and

the initial age of the ice is up to 15 kyr [Greve, 1997b]. Run
IF_250_VG also starts from 250 kyr BP, but from the ice‐free
relaxed lithosphere state (ice‐free initial condition). Both
simulations are run until the present day. Therefore, apart
from the difference in the initial ice sheet topographies, runs
IC_250_VG and IF_250_VG are identical. In addition, we
carry out two longer runs, IC_400_VG and IF_400_VG, with
a simulation period from 400 kyr BP until the present and
again with initial ice‐covered (IC) or ice‐free (IF) conditions,
respectively (see Table 1 for a description of the nomencla-
ture used in naming the runs).
[15] Since the basal layers of an ice sheet consist of old

ice, and can, thus, be considered as a depository of the ice
sheet’s long‐term memory, we pay particular attention to the
temperatures of the basal ice layers. Mean basal (MB)
temperature is computed in this study as the mean temper-
ature of a 150 m thick basal layer averaged over the area of
the GIS where ice thickness exceeds 1.5 km. Similarly, we
define the Summit mean basal (SMB) temperature as the
mean temperature of a 150 m thick basal layer averaged
over an area of 6400 km2 (approximately 0.35% of the total
area covered by the present‐day GIS) surrounding the
Summit of the GIS (the location of the GRIP station), since
in this area the longest ice cores were recovered from the
GIS (GRIP as used in this work, and GISP2 [Mayewski and
Bender, 1995]). In the simulations with ice‐free start‐up
conditions, MB and SMB temperatures are calculated
starting from the moment when the thickness of the ice sheet
reaches 1.5 km for at least one grid point. However, this
criterion results in irregularities in the temperature evolution
at the beginning of the ice‐free simulations until the area of
1.5 km thick ice is sufficiently large for averaging.
[16] The volumes and basal temperatures of the simulated

GIS are presented in Figure 1. Even after 250 kyr of simulation,
the resulting ice volumes obtained by runs IC_250_VG (black
curve) and IF_250_VG (blue curve) still differ by about 4%
(Figure 1b). For the runs IC_400_VG and IF_400_VG, the
present‐day volumes are very nearly the same, with only
0.85% difference. The differences in the present‐day MB
temperatures (Figure 1c) and SMB temperatures (Figure 1d)
between the IC_250_VG and IF_250_VG runs are 1.4°C and
4.1°C, respectively. On the other hand, the longer runs,

Table 1. Description of the Naming Scheme Followed and the Parameters Used in the Transient and Steady State Runs Carried Out in
This Studya

Run Name Initial Conditions Run Time Source of Forcing Section

IC_250_VG Ice‐covered bedrock 250 kyr Vostok (250 to 100 kyr BP) and GRIP (100 kyr BP until today) 3.1, 3.3
IF_250_VG Ice‐free relaxed lithosphere 250 kyr Vostok (250 to 100 kyr BP) and GRIP (100 kyr BP until today) 3.1, 3.2
IC_400_VG Ice‐covered bedrock 400 kyr Vostok (400 to 100 kyr BP) and GRIP (100 kyr BP until today) 3.1, 3.2
IF_400_VG Ice‐free relaxed lithosphere 400 kyr Vostok (400 to 100 kyr BP) and GRIP (100 kyr BP until today) 3.1, 3.2
IF_240_VG Ice‐free relaxed lithosphere 240 kyr Vostok (240 to 100 kyr BP) and GRIP (100 kyr BP until today) 3.2
IF_238_VG Ice‐free relaxed lithosphere 238 kyr Vostok (238 to 100 kyr BP) and GRIP (100 kyr BP until today) 3.2
IC_250_G Ice‐covered bedrock 250 kyr GRIP (250 kyr BP until today) 3.3
IC_150_SS_100_G Ice‐covered bedrock 150 + 100 kyr Steady state (SS) forcing with constant g(t) = 0.184

corresponding to the climatic conditions at
100 kyr BP (150 kyr) GRIP (100 kyr BP until today)

3.3

IC_100_G Ice‐covered bedrock 100 kyr GRIP (100 kyr BP until today) 3.3
IC_250_SS Ice‐covered bedrock 250 kyr Steady state (SS) forcing with constant g(t) = 0 corresponding

to the present‐day climatic conditions
3.3

aIC means initially ice covered, IF is initially ice free, SS is steady state, V is Vostok, and G is GRIP, and the numbers indicate the simulation time in
thousands of years (kyr). The ice‐covered simulations start with present‐day ice‐surface and bedrock topographies using artificially prescribed
temperatures and ages of the ice inside the ice body (as discussed in section 3.1); the ice‐free runs are started from the ice‐free relaxed lithosphere.
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Figure 1. (a) Time‐dependent component of atmospheric forcing: glacial index based on a combination
of the GRIP and Vostok records [Greve, 2005]. (b) Volume changes in the modeled GIS in response to
climate variations (transient runs IC_250_VG, IF_250_VG, IC_400_VG, and IF_400_VG; see Table 1).
(c) MB temperatures. (d) SMB temperatures.
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IC_400_VG and IF_400_VG, show MB temperature varia-
tions in very good agreement with each other, although the
present‐day SMB temperatures differ by 1°C due to the effect
discussed in section 3.2. Both longer runs revealMB and SMB
temperature variations of the order of 3–4°C during the last two
glacial‐interglacial cycles, meaning the above mentioned dif-
ferences between present‐day values are a substantial propor-
tion of the expected variability. Both the volume and basal
temperature values obtained by run IC_250_VG converge to
the corresponding values for these quantities determined by
run IC_400_VG relatively quickly. For example, after 100 kyr
of simulation, there is already hardly any difference in their
respective volumes or basal temperatures.
[17] In Figure 2, the differences in the ice sheet topo-

graphies simulated by the four runs are shown. Figures 2a
and 2c illustrate how runs IC_250_VG (Figure 2a) and
IC_400_VG (Figure 2c, plotted as the difference in the final
topographies between runs IC_400_VG and IC_250_VG)
arrived at similar present‐day ice‐surface topographies
where the differences between ice sheets are less than 10 m
for much of their extent. We may therefore conclude that a
longer simulation IC_400_VG is not necessarily needed to
reach a realistic description of the present‐day ice sheet.
However, there are local differences of the order of 100–
200 m at the margins of the modeled ice sheets resulting
from runs IC_250_VG and IC_400_VG. A major reason for
this is the use of the SIA, which, as discussed in section 2.1,
results in significant errors in the estimates of flow velocities
in the vicinity of ice sheet margins.
[18] The comparison of the final ice‐surface topographies

obtained by runs IC_250_VG and IF_400_VG (Figure 2d)
does not reveal substantial differences between them (gen-
erally less than 20–30 m), while the difference between runs
IF_250_VG and IC_250_VG (Figure 2b) shows a larger
area covered by more noticeable differences in topographies
(up to 50 m). The values of the discrepancies shown in
Figures 2b and 2d are overall positive, whereas the values in
Figure 2c are mostly negative, meaning that both ice sheets
resulting from the initially ice‐free runs are thicker than
those computed by the initially ice‐covered simulations.
This can be explained by lower basal temperatures and,
consequently, lower basal melting rates, resulting from the
initially ice‐free simulations (see section 3.2).
[19] The long transient simulation carried out by run

IC_400_VG results in the best fit between the observed
(2.93 × 106 km3) and modeled (2.998 × 106 km3) present‐
day ice volumes among all other runs. Runs IC_250_VG,
IF_250_VG and IF_400_VG produce larger ice volumes of
3.002 × 106 km3, 3.113 × 106 km3 and 3.024 × 106 km3,
respectively. We can see a good fit between both the present‐
day temperatures (Figure 1) and topographies (Figure 2)
computed by three runs, IC_250_VG, IC_400_VG and
IF_400_VG, indicating that the final states of these simula-
tions are not crucially affected by the differences in the initial
conditions or simulation times. On the other hand, the dif-
ferences in the present‐day topographies computed by runs
IC_250_VG and IF_250_VG exceed 50 m over most of the
ice sheet’s surface and reach values of 100–150 m in the
north (5–15% of the total ice thicknesses) and in the Summit
region (more than 3% of the ice thicknesses) of the modeled
GIS. The simulations discussed in section 3.3 confirm that

the northern and central areas of the GIS are most affected by
the memory of the different initial states.

3.2. Ice‐Free Start‐Up Conditions and Initial Climate

[20] In this section, we study the influence of the initial
surface temperatures on the thermodynamic state of the GIS
as described by transient runs with ice‐free initial condi-
tions. Runs IF_250_VG and IF_400_VG (section 3.1) differ
not only by the length of their simulation times, but also by
the initial surface temperatures. This is defined by the values
of glacial index to be 0.734 and 0.179 at 250 kyr BP and
400 kyr BP, respectively (see Figure 1a), which means that
the initial surface temperature employed in IF_250_VG for
the Summit area (specifically, at the location of the GRIP
station) is approximately 13°C lower than the equivalent in
run IF_400_VG.
[21] Due to both geothermal heat flux and dissipative

strain heating, the basal temperatures are significantly higher
than the ice‐surface temperatures. Present‐day measure-
ments reveal a difference of more than 20°C between the
temperatures of the uppermost and basal layers in the
Summit region [Cuffey et al., 1995; Johnsen et al., 1995]. In
addition, as shown in section 3.1, basal temperature varia-
tions in the areas of thicker ice are around 3–4°C over the
course of the last two glacial‐interglacial cycles, while
average surface temperatures may differ by more than 20°C
within a glacial‐interglacial period. Following the common
assumption that the GIS is about 3 million years old, we
may conclude that 400 kyr and 250 kyr ago, the basal layers
of the GIS were significantly warmer than the uppermost
layers. By contrast, at the initial stage of simulations with
ice‐free start‐up conditions (at 400 kyr or 250 kyr BP), a
thin ice layer is formed from snowfall, which has the same
temperature as the snow that is accumulating over the land
surface.
[22] For the case of an ice‐free column, the numerical

code SICOPOLIS solves the temperature equation for the
bedrock (see equation (A5)) by applying the air temperature
as a boundary condition at the surface of the lithosphere.
Thus, the signal of the initial climatic conditions leaks into
the bedrock. If the initial climate is glacial, the temperatures
of the basal layers and underlying bedrock modeled by a
transient simulation are extremely cold as opposed to the
realistic thermodynamic state of an existing ice sheet.
However, if interglacial climate is taken as the initial state,
the adjustment of both the newly formed basal layers and the
bedrock is much faster.
[23] To demonstrate this effect, we carry out two runs to

assess the effect of initial glacial or interglacial temperature
conditions (see Figure 3). Runs IF_240_VG (orange curves)
and IF_238_VG (green curves) are identical to run
IF_250_VG except for the durations of simulations, which
are equal to 240 kyr and 238 kyr, respectively, and as a
result, also have different initial values of the glacial index,
which are equal to 0.227 and 0, respectively. Both values
describe interglacial climatic conditions, whereas the initial
climate for run IF_250_VG (blue curves) is glacial with a
glacial index g(t0) = 0.734. The initial air temperatures for
run IF_238_VG therefore correspond to the hypothetical
present‐day temperatures over the ice‐free Greenland area
(see the parameterization by Ritz et al. [1997]). For runs
IF_250_VG and IF_240_VG, the respective initial air tem-
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peratures in the vicinity of the GRIP station are approxi-
mately 17.2°C and 5.3°C lower than the present‐day tem-
perature. In Figure 3, time series of ice volume and basal
temperatures simulated by the transient runs IF_250_VG,
IF_240_VG and IF_238_VG are compared with the corre-
sponding time series resulting from the initially ice‐covered
run IC_400_VG (section 3.1). Figures 3c and 3d show that

both the MB temperatures and SMB temperatures simulated
by runs IF_240_VG and IF_238_VG are significantly
higher than those resulting from run IF_250_VG and closer
to the temperatures simulated by the longer simulation (run
IC_400_VG). As mentioned previously, the basal tempera-
tures of an ice sheet would be higher than those at its sur-
face, hence the use of initial temperatures that are warmer

Figure 2. (a) Present‐day surface elevation simulated by run IC_250_VG. Yellow contour indicates
the ice‐land boundary. Departures of the surface elevation computed by runs (b) IF_250_VG,
(c) IC_400_VG, and (d) IF_400_VG from that calculated by run IC_250_VG. The superimposed con-
tours are the results from run IC_250_VG.
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Figure 3. (a) Time‐dependent component of atmospheric forcing: glacial index based on a combination
of the GRIP and Vostok records [Greve, 2005]. (b) Volume changes in the modeled GIS in response to
climate variations (transient runs IF_250_VG, IC_400_VG, IF_240_VG, and IF_238_VG; see Table 1).
(c) MB temperatures. (d) SMB temperatures.
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than those used in run IF_250_VG would be expected to
give results closer to those of IC_400_VG.
[24] We thus can see that the choice of the initial climatic

conditions in the initially ice‐free transient runs may have
the same importance on the modeling results as the choice of
simulation time. According to Figure 3b, the present‐day ice
volume computed by the longer simulation IF_250_VG
(3.113 × 106 km3) differs from the observed present‐day
ice volume (2.93 × 106 km3) by much more than the
corresponding volumes resulting from the shorter simula-
tions IF_240_VG and IF_238_VG (3.053 × 106 km3 and
3.036 × 106 km3, respectively). A better agreement can still
be obtained by changing the initial state, for instance, by
prescribing higher bedrock temperatures, or by letting the
initially ice‐free simulation proceed for a longer time, as
documented by run IF_400_VG in section 3.1.

3.3. Paleoclimatic Versus Steady State Simulations

[25] The aim of this section is to assess the influence of
the uncertainties contained in the GRIP ice core record prior
to 100 kyr BP on transient simulations of the GIS evolution.
For this purpose, we carry out run IC_250_G, which is
forced by a glacial index based on only the GRIP ice core
record over the entire simulation time from 250 kyr BP to
the present (Figure 4, green curves), and compare it to the
results from run IC_250_VG (see section 3.1), which is
driven by the forcing based on the Vostok and GRIP ice
core records (Figure 4, black curves). All runs discussed
in this section have as initial conditions the present‐day
ice‐surface and bedrock topographies as described in
section 3.1. In many glaciological studies, the initial states
for the transient simulations are preinitialized by steady
state simulations under past climatic conditions. Therefore,
here we also consider such a case, by performing the
simulation IC_150_SS_100_G, which is preinitialized by a
steady state simulation under conditions as at 100 kyr BP.
The steady state simulation is run for 150 kyr (i.e., from
250 to 100 kyr BP). After that, the simulation is driven by
the GRIP‐based glacial index from 100 kyr BP until today
(Figure 4, red curves). Finally, the shortest run, IC_100_G,
is conducted to verify our conclusions made in section 3.1
that a simulation time of 100 kyr is sufficiently long for a
transient run to mostly forget an unrealistic initial state.
Run IC_100_G is driven by the GRIP‐based glacial index
from 100 kyr BP until the present‐day without a pre-
initialization step (Figure 4, blue curves). Apart from the
different states of the GIS at 100 kyr BP, all four runs
(IC_250_VG, IC_250_G, IC_150_SS_100_G and IC_100_G)
are identical with respect to external forcing and parameters
between 100 kyr BP and the present day. The resulting
present‐day topographies and temperatures of the four tran-
sient runs are compared with those obtained by the steady
state simulation IC_250_SS under present‐day conditions,
for which the glacial index is kept constant and equal to 0
until the steady state is reached (Figure 4, orange curves).
[26] Figure 4 shows that, even after 100 kyr of simulations

driven by the same external forcing, the present‐day vo-
lumes (3.002 × 106 km3, 2.989 × 106 km3, 2.972 × 106 km3

and 3.005 × 106 km3) and the present‐day MB and SMB
temperatures computed by the transient runs IC_250_VG,
IC_250_G, IC_150_SS_100_G and IC_100_G, respec-
tively, still differ from each other. To estimate the range of

misfit between each couple of evolving ice sheets, we per-
form a run‐similarity analysis between runs i and j using a
misfit function Yij which is defined as

Yij ¼ 1

7

"
1� Vi

Vj

����
����þ 1� Ai

Aj

����
����þ 1� Tm

i

Tm
j

�����
�����þ 1� Tb

i

Tb
j

�����
�����þ 1� vmi

vmj

�����
�����

þ 1� vbi
vbj

�����
�����þ 1� vzi

vzj

�����
�����
#
� 100%; ð1Þ

where Vi, Ai, Ti
m, Ti

b, vi
m, vi

b, and vi
z are the ice volume, ice‐

covered area, mean temperature averaged over the whole ice
sheet, MB temperature, mean velocity, mean basal velocity
and mean vertical velocity, respectively, computed by run i.
Mean velocities are calculated from the horizontal and
vertical velocities as

vmi ¼ 1

xf gj j �
1

yf gj j �
1

zf gj j �X
xf g

X
yf g

X
zf g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2x x; y; zð Þ þ v2y x; y; zð Þ þ v2z x; y; zð Þ

q
; ð2Þ

where {x},{y} and {z} are the sets of all grid points in the
x, y and z directions, respectively, over which the mean
value is calculated; ∣{x}∣, ∣{y}∣ and ∣{z}∣ are the total
numbers of grid points in the sets {x}, {y} and {z},
respectively; and vx(x,y,z) and vy(x,y,z) are the horizontal
velocities and vz(x,y,z) is the vertical velocity.
[27] The misfit function Yij estimates the differences

between both the geometrical quantities such as ice volume
and ice‐covered area and the field quantities such as tem-
perature and velocity. We postulate that two runs perform
similarly if Yij does not exceed 1%. Although the choice of a
1% limit (Figure 5) is somewhat arbitrary, it nonetheless
indicates that a very good fit between two runs is achieved,
while from experience a better agreement between runs is
rarely reached.
[28] The misfit between runs IC_250_VG and IC_250_G

(Figure 5, black curve) is about 6% at 100 kyr BP, improving
to less than 1% after only 30 kyr (i.e., at 70 kyr BP). A misfit
of 1% between runs IC_250_G and IC_150_SS_100_G
(Figure 5, violet curve) is accomplished even faster, by 80 kyr
BP. On the other hand, a 1% misfit is not reached by runs
IC_250_VG and IC_150_SS_100_G (Figure 5, light blue
curve) within the entire 100 kyr simulation. The two types of
climatic forcing used to preinitialize the GIS states at 100 kyr
BP in runs IC_250_VG (Vostok and GRIP) and IC_250_G
(GRIP only) have quite different amplitudes describing cli-
mate variability over the Summit region (Figure 4a). For
example, the glacial index used as a forcing in run IC_250_G
prior to 100 kyr BP does not contain the rapid and steep
variations that are present in the glacial index based on the
Vostok ice core record. The forcing of run IC_250_G is
therefore much closer to the constant forcing employed in run
IC_150_SS_100_G between 250 and 100 kyr BP. The
shortest run, IC_100_G, reaches 1% misfit with run
IC_250_VG (Figure 5, green curve) shortly before the
Holocene (13 kyr BP or after 87 kyr of simulation), attaining
this with runs IC_250_G (Figure 5, red curve) and SS_100_G
(Figure 5, dark blue curve) even later, during the Holocene
(8 kyr BP or after 92 kyr of simulation).
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Figure 4. (a) Time‐dependent component of atmospheric forcing (glacial index) for runs IC_250_SS,
IC_250_VG, IC_250_G, IC_150_SS_100_G, and IC_100_G (see Table 1). (b) Volume changes of the
modeled GIS in response to climate change. (c) MB temperatures. (d) SMB temperatures.
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[29] Inspecting the SMB temperatures in Figure 4d, we can
observe that, while runs IC_250_VG and IC_250_G arrive at
nearly the same temperatures, with a difference of only
0.2°C, the temperatures resulting from the other two transient
runs are approximately 1°C higher. However, the MB and
SMB temperatures computed by the steady state run
IC_250_SS are 1.3°C and 2.4°–3.4°C higher, respectively,

than those resulting from the four transient runs. Moreover,
the SMB temperature continues to increase even after
250 kyr of steady state simulation, which does not conform
to the common assumption that a 100 kyr (or even 50 kyr)
period of initialization is sufficient to reach a steady state
[Calov and Hutter, 1996; Charbit et al., 2007; Greve, 1997b;

Figure 5. Misfit between each couple of paleoclimatic runs (percent): equation (1) as applied to the
general quantities of the ice sheets computed by each pair of transient runs in order to estimate the range
of differences in ice volumes, areas covered by the modeled ice sheet, mean temperatures, mean
velocities, MB temperatures, and MB velocities, simultaneously.

Figure 6. (a) Present‐day basal temperatures (degrees Celsius) of the ice sheet as computed by run
IC_250_G (transient simulation driven by only the GRIP record). (b) Differences between the present‐
day basal temperatures computed by run IC_250_SS (steady state simulation) and run IC_250_G. Black
borders denote the edges of the ice‐covered area (dashed correspond to run IC_250_SS and solid corre-
spond to run IC_250_G) and the costal line. (c) Differences between simulated present‐day basal tempera-
tures computed by run IC_250_VG (prior to 100 kyr BP preinitialized using atmospheric forcing based on
the Vostok record, then forced by the GRIP record) and run IC_250_G.
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Greve et al., 1999a;Huybrechts and T’siobbel, 1995; Letreguilly
et al., 1991; Ritz et al., 1997, 2001; Takeda et al., 2002].
[30] Figure 6 presents the differences in the modeled

present‐day basal temperatures computed by the steady state
run IC_250_SS (Figure 6b) and the transient run IC_250_VG
(Figure 6c) with respect to the results of run IC_250_G
(Figure 6a). We now have evidence that the temperature of
basal ice layers as determined by the steady state simulation
IC_250_SS are significantly warmer (by up to 4.5°C) over the
area between the GRIP Summit site and the southern summit
at the Dye‐3 station (the locations of these stations are indi-
cated in Figure 7a). The steady state simulation results in a
more uniform distribution of basal temperatures than the
transient runs, evident by the steady state basal temperatures
being significantly higher than those from the transient run for
all areas with the lower ice temperatures. At the same time,

the differences in basal temperatures computed by runs
IC_250_VG and IC_250_G do not exceed 0.3°C except for
the local areas at the margins of the ice sheets (Figure 6c).
[31] Figure 7 compares the modeled present‐day topo-

graphies with the observed topography (Figure 7a), where
Figure 7b is the topography from the steady state run
IC_250_SS and Figure 7c is the mean topography from the
results of the four transient simulations considered in this
section (IC_250_VG, IC_250_G, IC_150_SS_100 and
IC_100_G). Figure 7d shows the difference between the ice‐
surface topography resulting from the steady state simula-
tion IC_250_SS and the mean topography. Comparing
Figures 7d and 6b (the difference in basal temperatures
between the steady state IC_250_SS and transient IC_250_G
runs), we observe that the differences in the basal tempera-
tures are strongly correlated with the differences in the ice‐

Figure 7. (a) Observed present‐day surface elevation [Bamber et al., 2001; Layberry and Bamber,
2001]. (b) Present‐day surface elevation computed by the steady state simulation (run IC_250_SS).
(c) Mean values calculated based on the present‐day surface elevation fields computed by transient
simulations (runs IC_250_VG, IC_250_G, IC_150_SS_100_G, and IC_100_G). (d) Differences between
the present‐day surface elevations computed by the steady state run IC_250_SS and the mean values
shown in Figure 7c. Departures of the present‐day surface elevation computed by runs (e) IC_250_VG,
(f) IC_250_G, (g) IC_150_SS_100_G, and (h) IC_100_G from the mean topography shown in Figure 7c.
Yellow contours indicate the observed and modeled ice‐land boundaries.
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surface topographies. Hence, the precise modeling of the
basal temperatures is closely related to the modeling of the
present‐day ice‐surface topography, as documented byGreve
[2005] and Tarasov and Peltier [2003].
[32] Figures 7e–7h show the departures of the ice‐surface

topographies computed by each of the four transient runs
from the mean topography. The differences between the
topography computed by run IC_250_VG and the mean
topography (Figure 7e) are quite small, exceeding 20 m only
at the edges of the ice sheet. Topography resulting from run
IC_250_G (Figure 7f) almost coincides with the mean
topography, again except for the margins and the most
northern part of the GIS. As for the topographies resulting
from runs IC_150_SS_100_G and IC_100_G, their departures
from the mean values (Figures 7g and 7h, respectively) cover
much larger areas and reach about 30–40 m, but in the
opposite directions with the IC_150_SS_100_G topography
being lower than the mean, and the IC_100_G topography
being greater. This means the differences between the final
results of these two runs are twice as large as their departures
from the mean topography. We therefore conclude that the
uncertainties in the GIS state at 100 kyr BP exert the largest

influence on the modeled present‐day ice‐surface topo-
graphies in the northern and central areas of the modeled
GIS, reaching a maximum of 80 m, corresponding to a dif-
ference of about 5.5–10% and 2.5–3% in the ice heights of
these regions, respectively.
[33] Greve [1997c] and Greve et al. [1999a] compared

depth profiles of measured and simulated temperatures from
the GRIP and GISP2 ice cores (both located in the Summit
region, separated by a distance of 28 km) and found that their
simulated values conformed to the measured ones at both
locations. In the work byGreve [1997c], the present‐day GIS
was initialized by paleoclimatic simulations similar to
IC_250_G, while in the work by Greve et al. [1999a], the
initial state at 250 kyr BP was additionally preinitialized by
a steady state run under the same climatic conditions as at
250 kyr BP. They then compared the vertical profiles of
measured temperatures from the GRIP and GISP‐2 ice core
locations [Cuffey et al., 1995; Johnsen et al., 1995] with the
results of a paleoclimatic simulation. We now analyze similar
temperature profiles from the present‐day results of the tran-
sient runs IC_250_VG, IC_250_G, IC_150_SS_100_G and
IC_100_G and the steady state run IC_250_SS (Figure 8).
The temperatures are found by averaging over the Summit
region at each depth. We note that the resulting temperature
profiles are similar for all four transient runs, although the
temperatures resulting from run IC_100_G are slightly
higher. On the other hand, the temperatures computed by the
steady state run IC_250_SS are 3–4°C higher than those from
the transient runs, which is in agreement with the conclusion
of Dahl‐Jensen and Johnsen [1986] concerning the differ-
ence between the temperatures computed by the 2‐D steady
state and transient simulations in the area of the Dye‐3 ice
core (see Figure 7a for the location of the Dye‐3 ice core). In
Figure 8, a relatively good agreement between the profiles
from the steady state and transient runs can only be seen for
the ice layers at elevations above 2400 m.
[34] Figure 9 presents an east‐west cross section of tem-

peratures T ′ = T − Tmelt through the ice sheet (taking in the
location of the GRIP ice core) where T is the temperature of
the ice and Tmelt is the temperature at the pressure melting
point. We note that even the uppermost ice layers computed
by run IC_250_SS (Figure 9, bottom) are warmer than those
resulting from the transient runs (Figure 9, top). This can be
explained by the fact that the temperature profiles computed
by paleoclimatic runs reflect the climate history, whereas the
climatic conditions in the steady state simulation are kept
constant and are significantly warmer than those during
glacial periods. Such differences in the thermodynamic
states of the modeled GIS may affect the dynamics of the
entire ice sheet over intermediate and long time scales
(thousands of years). Since it has been shown that transient
runs provide results that fit measured temperatures well
[Greve, 1997c, Greve et al., 1999a], it is likely that transient
runs driven by surface‐temperature histories inferred from
ice core records would reconstruct the present‐day state of
the GIS in a more realistic fashion.

4. Conclusions

[35] In this paper, we study the problem of initialization in
the modeling of the present‐day and past states of the GIS.
A series of paleoclimatic simulations with different initial

Figure 8. Temperature profiles averaged over the Summit
region. Simulated present‐day temperatures resulting from
run IC_250_SS (steady state simulation) are compared with
the temperatures obtained from the transient simulations
(runs IC_250_VG, IC_250_G, IC_150_SS_100_G, and
IC_100_G).
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conditions, integration lengths and types of climatic forcing
is performed in order to obtain some measure of the dif-
ferences between the ice sheet topographies and tempera-
tures computed by various transient runs. We particularly
focus on the evolution of the basal ice temperatures, since
this quantity represents the ice sheet’s longest memory.
[36] We find that the choice of ice‐covered initial condi-

tions potentially significantly shortens the required initiali-
zation time. In particular, 100 kyr of simulation, starting
from the present‐day ice‐surface and bedrock topographies
without an additional spin‐up, is sufficient to fit very well
the results of paleoclimatic runs with longer simulation
times. A slight improvement in the agreement between the
simulated and observed ice volumes can be further achieved
by prolonging the simulation time.
[37] On the other hand, transient simulations with ice‐free

initial conditions arrive at a 1–5% worse fit between the
modeled and observed ice volumes. Moreover, the thermo-
dynamic states of the GIS modeled by ice‐free runs are
strongly dependent on the choice of initial air temperatures.We
demonstrate that a glacial climate is an unfavorable choice of
start‐up condition for initially ice‐free simulations because the
thermodynamic state of the resulting ice sheet is significantly
affected by the extremely low temperatures of the modeled
bedrock and the newly accumulated snow (i.e., much colder
than for an existing ice sheet). As a result, such simulations
give larger errors in the ice sheet’s thermodynamic state and
ice‐surface topography compared with observations.
[38] We also study the influence of the uncertainties

affecting the GRIP ice core record prior to 100 kyr BP. For

this purpose, we perform a series of runs driven by atmo-
spheric forcing based on a 100 kyr reconstruction of tem-
perature history obtained from the GRIP ice core record and
various types of forcing prior to 100 kyr BP. We find sub-
stantial differences in the dynamic and thermodynamic states
of the ice sheets generated by the spin‐up simulations when
driven by Vostok‐ or GRIP‐based forcing prior to 100 kyr
BP. However, the two preinitialized ice sheets reach similar
states after 30–40 kyr of further simulations driven by GRIP‐
based forcing. The differences in the resulting present‐day
topographies of 10–30 m and temperature differences of a
maximum of 0.3°C could be considered as being negligible,
although the basal layers still partly remember different
initial states.
[39] Finally, the present‐day thermodynamic states and

topographies of the ice sheets obtained from the transient runs
are compared with those resulting from the steady state
simulation. The comparison of ice temperatures shows large
differences of up to 4.5°C, such that the ice sheet initialized
by the steady state simulation is overall warmer than those
generated by paleoclimatic simulations (see Figures 8 and 9).
These significant differences in ice temperatures caution
against the use of steady state simulations as the initialization
technique for modeling the present‐day GIS.

Appendix A: Model Equations for the
Cold‐Ice Method

[40] The complete set of field equations and boundary
conditions can be found in the work by Greve [1995,

Figure 9. Cross‐sectional distribution of temperatures T ′ = T − Tmelt obtained from (top) run IC_250_G
(transient run driven by the glacial index based on the GRIP ice core record) and (bottom) run SS_250_SS
(steady state simulation under the present‐day climatic conditions).
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1997a]. Here, we only present the main prognostic equa-
tions for the case of the cold‐ice method.
[41] The equation for ice thickness is given by

@H

@t
¼ @ h� bð Þ

@t
¼ � @qx

@x
� @qy

@y
þ as � Pb

�
; ðA1Þ

where x and y are the horizontal Cartesian coordinates, z is
the vertical Cartesian coordinate defined as elevation above
sea level, t is the time, h is the z coordinate of the ice sur-
face, b is the z coordinate of the ice base (lithosphere sur-
face), H is the ice thickness, qx and qy are the components of
the horizontal mass flux, as is the accumulation‐ablation
function at the ice surface, Pb is the basal melting rate, and
r is the density of ice. The equation for the bedrock
response to changing ice loads is expressed as

@b

@t
¼ � 1

��
b� b0 � �

�a
H
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; ðA2Þ

where tn is the time lag for the lithosphere response, b0 is
the position of b for the relaxed lithosphere surface without
ice load, and ra is the density of the asthenosphere.
[42] The temperature equation for cold ice regions is

@T

@t
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@T

@x
þ vy

@T

@y
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@T

@z
¼ 1

�c

@

@z
�
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� �
þ 2EA T ′ð Þf �ð Þ�2

� �
;

ðA3Þ
where T is the temperature; vx, vy, and vz are the components
of ice velocity; c is the specific heat of ice; � is the heat
conductivity of ice; E is the creep enhancement factor; A(T ′)
is the rate factor for cold ice, dependent upon temperature
T ′ = T − Tmelt, where T is the temperature of the ice and Tmelt
is the temperature at the pressure melting point; and f (s) is
the creep function for cold ice, dependent upon the effective
shear stress s. The age of the ice is expressed as
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@t
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@A

@x
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@A

@y
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@z
¼ 1 þDA
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@z2

� �
; ðA4Þ

where A is the age of the ice and DA is the numerical dif-
fusivity, which is needed for reasons of numerical stability.
The temperature equation for the lithosphere is given by

@T

@t
þ @b

@t

@T

@z
¼ �r

�rcr

@2T

@z2
; ðA5Þ

where �r is the heat conductivity of the lithosphere, rr is the
density of the lithosphere, and cr is the specific heat of the
lithosphere.

Appendix B: Climatic Forcing

[43] The mean annual and July surface temperatures are
parameterized by

Tma �;8; tð Þ ¼ Tma present �; 8ð Þ þ g tð Þ �DTma LGM �;8ð Þ ðB1Þ

Tmj �;8; tð Þ ¼ Tmj present �;8ð Þ þ g tð Þ �DTmj LGM �;8ð Þ; ðB2Þ

where DTma_LGM and DTmj_LGM are the mean annual and
mean July LGM temperature anomalies, respectively; � and

8 are latitude and longitude, respectively; and g(t) is the
glacial index (see section 2.2). The present‐day surface
temperatures Tma_ present and Tmj_ present are based on the
parameterization by Ritz et al. [1997] fitting the observed
present‐day temperature fields. Monthly temperatures are
calculated assuming a sinusoidal annual cycle, given by

Tmm �; �; t; nð Þ ¼ Tma �; �; tð Þ þ sin
n� 4ð Þ
6

	

� �
� Tmj �; �; tð Þ � Tma �; �; tð Þ� 	

; ðB3Þ

where n = [1,…,12] is the number of the month.
[44] Mean annual precipitation rates are computed as

Pma �; �; tð Þ ¼ Pma present �; �ð Þ � DPma LGM �; �ð Þð Þg tð Þ; ðB4Þ

where DPma_LGM(�, 8) is the LGM anomaly of the rate of
precipitation. The present‐day mean annual precipitation
rates Pma_present are based on the digitized accumulation map
of Calanca et al. [2000]. Mean monthly precipitation rates
are assumed to be equal to the mean annual rates and are
converted into snowfall based on the relation by Marsiat
[1994]:

Smm �; �; t; nð Þ ¼ Pma �; �; tð Þ

�

0; Tmm �;8; t; nð Þ � Train

Train � Tmm �; �; t; nð Þ
Train � Tsnow

; Tsnow � Tmm �;8; t; nð Þ � Train

1; Tmm �;8; t; nð Þ � Tsnow

8>>>>>><
>>>>>>:

;

ðB5Þ

where Tsnow = −10°C and Train = +7°C.

Appendix C: Enhancement Factor

[45] In the present‐day steady state simulations, the
enhancement factor E is given by

E ¼ 1; 0 < A < 11
3; A � 11



; ðC1Þ

where A is age of the ice in kyr. In the transient simulations,
it is given by

E ¼

3; tacc < �132

1; �132 � tacc < �114:5

3; �114:5 � tacc < �11

1; tacc � �11

8>>>>>>>><
>>>>>>>>:

; ðC2Þ

where the accumulation time tacc = t − A denotes the moment
when an ice particle has been deposited on the surface of
the ice sheet. The accumulation time tacc < −132 kyr means
that the ice particle was accumulated during the pre‐Eemian
time, −132 ≤ tacc < −114.5 was accumulated during the
Eemian period, −114.5 ≤ tacc < −11 was accumulated during
theWisconsin period, and tacc ≥ −11 was accumulated during
the Holocene period.
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