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[1] Large earthquakes are commonly followed by abundant aftershocks that are densely
located around the coseismic rupture zone. Laboratory experiments indicate that
“microscopic” brittle rock failures (acoustic emission) are associated collectively with a
“macroscopic” damage‐related inelastic relaxation. Utilizing basic relations between
local brittle failures and gradual inelastic strain in a viscoelastic damage rheology model,
we develop connections between aftershock decay rates and the aftershocks‐induced
component of geodetic deformation. The discussed mechanism is relevant for
postseismic relaxation produced by sources located within the seismogenic zone, and
especially in regions that overlap locations of high aftershocks activity. Assuming the
Omori‐Utsu decay rate for aftershocks, we find that the temporal decay of the damage‐
related postseismic relaxation follows a generalized power‐law relation with the standard
Omori‐Utsu law as a limit case. The results provide a way for estimating the separate
contributions to observed postseismic displacements that stem from brittle failures in the
seismogenic zone (aftershocks) and other (aseismic) processes. Using the obtained
theoretical expectations, we analyze postseismic displacements measured by GPS stations
around the North Anatolian fault ∼3 months following the 1999 M7.4 İzmit earthquake.
We find that the observed postseismic displacements decay slower than the aftershock
seismicity. Based on our theoretical results, we conclude that up to 50% of the measured
surface displacements at near‐fault sites can be attributed to aftershock‐induced inelastic
deformation in the seismogenic zone. The remainder postseismic deformation can
generally be explained by relaxation in the deeper ductile substrate.

Citation: Wang, L., S. Hainzl, M. Sinan Özeren, and Y. Ben‐Zion (2010), Postseismic deformation induced by brittle rock
damage of aftershocks, J. Geophys. Res., 115, B10422, doi:10.1029/2010JB007532.

1. Introduction

[2] Postseismic deformation following the occurrence of
large earthquakes has long been detected by means of
geodetic measurements [e.g., Shen et al., 1994; Savage and
Svarc, 1997; Bürgmann et al., 1997; Ergintav et al., 2002;
Ryder et al., 2007]. Several physical models have been
proposed to explain the postseismic relaxation processes.
The commonly assumed mechanisms are (1) poroelastic
effects associated with fluid motion in saturated rocks [e.g.,
Nur and Byerlee, 1971; Rice and Cleary, 1976;Wang, 2000],
(2) stable aseismic motion on highly localized surfaces
above and below the seismogenic zone referred to as afterslip
[e.g., Marone et al., 1991], and (3) viscoelastic relaxation in
distributed horizontal asthenospheric layer or in localized

deep ductile shear zone [e.g., Thatcher, 1983; Li and Rice,
1987; Ben‐Zion et al., 1993; Montési, 2004]. In this study
we develop quantitative results associated with a fourth
category of postseismic deformation involving directly the
inelastic relaxation produced by the occurrence of multitu-
dinous aftershock events. To provide a context for our re-
sults, we discuss below general aspects of the commonly
assumed mechanisms and observations.
[3] Poroelastic rebound occurs when fluid in saturated

rocks diffuse in response to coseismic stress perturbations.
The fluid diffusion and associated pore pressure changes
produce transient strain field in the crust. It has been reported
that poroelastic rebound following large earthquakes occurs
at shallow depths and significantly at step‐over regions of
fault zones [e.g., Peltzer et al., 1998; Masterlark and Wang,
2002]. The time dependency of this relaxation process is
complicated, and usually the difference between displace-
ment fields of two end‐member models (undrained and
drained) is calculated to analyze the fluid effects [e.g., Fialko,
2004; Jónsson et al., 2003]. In comparison, the afterslip
process is assumed to be associated with rate‐strengthening
friction on extensions of the seismogenic (rate‐weakening)
portion of the fault [e.g., Scholz, 1998; Marone and Scholz,
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1988; Blanpied et al., 1991; Chester, 1995]. This process is
expected to produce postseismic deformation with loga-
rithmic time‐dependency [Marone et al., 1991] and has been
used in several recent analyses of observed data [e.g., Hearn
et al., 2009; Perfettini and Avouac, 2004; Savage and Svarc,
2009]. The viscoelastic relaxation process is assumed to be
dominant in the deeper and hotter asthenosphere below the
seismogenic zone. This has been modeled by linear rheol-
ogy with various combinations of Maxwell and Kelvin
elements [e.g., Pollitz et al., 2000], power‐law rheology [e.g.,
Freed and Bürgmann, 2004], and localized nonlinear viscous
flow in a ductile shear zone [Montési, 2004]. Viscoelastic
relaxation governed by linear viscosity has either exponential
or logarithmic temporal decay depending on the employed
rheological elements considered [Hetland and Hager, 2006],
while a localized nonlinear viscous flow has power‐law
decay with time [Montési, 2004].
[4] The differences in the nature of the above three defor-

mation mechanisms lead to some differences in the dis-
placement fields at the surface. For strike‐slip events, which
are the focus of this work, poroelastic rebound produces
displacements generally opposite to those generated by the
mainshocks, as indicated, e.g., following the 1992 Landers
earthquake [Peltzer et al., 1998; Fialko, 2004] and two 2000
Mw6.5 earthquakes in Iceland [Jónsson et al., 2003]. On the
other hand, both afterslip and viscoelastic relaxation pro-
duce similar kinematic motions as the mainshocks. It is thus
comparatively easy to recognize poroelastic rebound, but
still a challenge to distinguish between afterslip and viscous
flow based on displacement or velocity measurements [e.g.,
Thatcher, 1983]. The displacement time series may provide
more information for distinguishing among the latter two
mechanisms [Wang et al., 2009].
[5] Some further constraints on the relevant physical

mechanisms may be provided by the inferred locations of
the operating sources. Several studies found that the post-
seismic relaxation following various earthquakes is princi-
pally on the fault continuation beneath the coseismic rupture
and can be attributed to frictional‐afterslip (perhaps combined
with localized viscoelastic relaxation). Examples include the
1999 M7.1 Hector Mine [Owen et al., 2002] and the 2003
M6.5 Chengkung [Hsu et al., 2009] events. On the other hand,
many studies have shown that some early postseismic relax-
ation following large events is associated with sources located
within the seismogenic zone (as well as at very shallow depth).
Examples include the 1989 Loma Prieta [Pollitz et al., 1998],
1999M7.4 İzmit [Bürgmann et al., 2002; Wang et al., 2009],
and the 2003M6.9 Boumerdes (Algeria) [Mahsas et al., 2008]
earthquakes. The frequently observed postseismic deforma-
tion within the seismogenic zone does not have an obvious
explanation using strictly either deep viscous flow or aseismic
frictional‐afterslip. In particular, many inferred locations of
significant postseismic deformation appear to be in areas of
high seismic activity (see more details below), where rate‐
weakening friction associated with brittle instabilities is
expected. It is thus possible that an additional mechanism of
postseismic relaxation, associated closely with brittle insta-
bilities, is operating within the seismogenic zone.
[6] In addition to the observed geodetic deformation,

aftershocks are significant markers of the relaxation pro-
cesses following large earthquakes. Some similarities have
been found between aftershocks and geodetic deformation.

First, both have generally consistent kinematic motion with
the mainshocks [Bürgmann et al., 2002; Hsu et al., 2002;
Bohnhoff et al., 2006]. Second, an Omori‐type decay which is
well‐known for aftershock sequences has also been noticed
for the postseismic displacements recorded by continuous
GPS measurements following, e.g., the 1999 Chi‐Chi earth-
quake [Perfettini and Avouac, 2004; Savage et al., 2007] and
2001 M8.4 Peru earthquake [Perfettini et al., 2005]. Some
investigations also indicated spatial correlations between
aftershocks and postseismic relaxation sources inferred from
slip inversion. For example, Miyazaki et al. [2004] showed
that the aftershocks of the 2003 Tokachi‐oki earthquake
overlap the postseismic slip area inferred from the GPS
measurements. Similar spatial correlations have also been
found following, e.g., the Chi‐Chi earthquake [Yu et al.,
2003] and 2005 M8.7 Nias‐Simeulue event [Hsu et al., 2006].
It was also reported that most of the postseismic deformation
following the 2003 M7.3 Altai earthquake can be explained
by seismic moment release in aftershocks [Barbot et al.,
2008].
[7] Aftershocks are mainly located within the seismogenic

volume affected by the mainshock‐induced stress field and
brittle deformation processes. Geological and geophysical
studies indicate that large faults are surrounded by tabular
damage zones with reduced elastic moduli compared to the
host rocks [e.g., Chester et al., 1993; Ben‐Zion et al., 2003;
Fialko et al., 2002]. In addition, recent seismological studies
documented clear temporal changes in the elastic properties
of fault damage zones following the occurrence of large
earthquakes [e.g., Sawazaki et al., 2006; Peng and Ben‐Zion,
2006;Rubinstein et al., 2007;Wu et al., 2009]. It is reasonable
to assume that similar changes of elastic moduli accompany
locally the occurrence of aftershocks, especially in space‐
time domains with high seismicity rates.
[8] Ben‐Zion and Lyakhovsky [2006] analyzed after-

shocks in a viscoelastic damage rheology model, based on
nonlinear continuum mechanics and thermodynamics, for
evolving elastic properties and related deformation patterns
in rocks sustaining irreversible brittle deformation. The
effective elastic moduli in the damage model are functions
of an evolving nondimensional state variable 0 ≤ a ≤ 1
representing the local crack density [Lyakhovsky et al.,
1997]. The evolution of the microcrack density during
local brittle failures (e.g., aftershocks) changes the effective
viscosity of the medium and leads to gradual overall inelastic
deformation [Hamiel et al., 2004].
[9] In the present paper we derive quantitative connections

between the expected postseismic deformation and changes
of the effective viscosity of the crust generated collectively
by aftershock sequences. Following basic relations of the
damage rheology model [Ben‐Zion and Lyakhovsky, 2006],
we quantify the aftershocks‐induced component of the
postseismic geodetic deformation. The obtained results pro-
vide a useful tool for separating the aftershocks/damage‐
related postseismic deformation from the commonly assumed
aseismic deformation mechanisms (e.g., afterslip or visco-
elastic relaxation). Assuming that the decay rate of after-
shocks obeys the Omori‐Utsu law, we show in section 2 that
the time evolution of the damage‐related postseismic defor-
mation follows a generalized Omori‐type decay, with the
standard Omori‐Utsu law as a limit case. In section 3 we
apply the derived expressions to the postseismic deforma-
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tion field recorded following the 1999 Izmit earthquake in
Turkey. The results are discussed in section 4 and summa-
rized in section 5.

2. Time Evolution of Aftershocks‐Induced
Aseismic Deformation

2.1. Deformation in a Viscoelastic Damage Model

[10] Detailed reviews of the damage model in relation
to aftershocks can be found in articles by Ben‐Zion and
Lyakhovsky [2006] and Ben‐Zion [2008]. Below we sum-
marize the main ingredients of the model that are relevant for
the present work. The total deformation field in the visco-
elastic damage model can be written, in analogy with Max-
well viscoelasticity, as the sum of three strain components:

"tij ¼ "eij þ "iij þ "dij; ð1aÞ

where "ij
e is elastic strain, "ij

i denotes a damage‐related
inelastic strain, and "ij

d represents a (nonbrittle) ductile strain.
In a simple model consisting of a brittle seismogenic zone
over a ductile substrate, the third term in equation (1a) may
be assumed to be zero in the seismogenic zone, while the
first two terms may be neglected in the ductile substrate. For
a simplified situation of uniform deformation in a single
direction, equation (1a) may be replaced by the corresponding
scalar version:

"t ¼ "e þ "i þ "d : ð1bÞ

[11] For a 1‐D case of uniform deformation, the relation
between the stress s and elastic strain in the damage model
is given [Ben‐Zion and Lyakhovsky, 2006] by

� ¼ 2�0ð1� �Þ"e; ð2aÞ

where m0 is the initial rigidity of the undamaged solid, 0 ≤
a ≤ 1 is the damage state variable and m0(1 − a) is the
effective elastic modulus of the damaged solid.
[12] Analysis of stress‐strain and acoustic emission data

of fracturing experiments [Hamiel et al., 2004] indicates that
the inelastic strain rate in a gradual distributed damage
process (e.g., aftershocks), not associated with large local-
ized system‐size instabilities (e.g., mainshocks), can be
described by

_"i ¼ Cv _��; ð2bÞ

where Cv is a material constant and the product Cv _�
represents the inverse of an effective damage‐related vis-
cosity that decreases with increasing damage rate (e.g.,
aftershocks rate). When the damage rate approaches zero,
the effective viscosity becomes infinite, and the system
enters a phase of interseismic deformation associated with
purely elastic behavior and healing (recovery) of the effec-
tive elastic properties (this behavior is not analyzed here).
Equation (2b) provides a constitutive relation only for the
period associated with the occurrence of ongoing distributed
brittle instabilities leading to material degradation. A more
complete description that includes also the longer inter-
seismic period, when the healing process leads to material

recovery, can be found in articles by Lyakhovsky et al. [1997,
2001].
[13] Over relatively short time intervals after the occur-

rence of mainshocks, the total strain in a volume around the
fault can be assumed to be approximately constant [Ben‐Zion
and Lyakhovsky, 2006; Ben‐Zion, 2008] and unaffected by
changes in the ductile substrate. In this case, the rate of
elastic strain relaxation in the seismogenic zone is equal to
the rate of increasing inelastic strain in the volume con-
taining the aftershocks. From equation (1b) with zero ductile
component in the seismogenic zone, this can be written as
2 _"e = − _"i, where the factor 2 stems from the common de-
finitions of the strain and strain‐rate tensors and the overdots
denote time derivatives [Ben‐Zion and Lyakhovsky, 2006].

2.2. Omori‐Type Decay for Damage‐Related
Postseismic Deformation

[14] Combing equations (2a) and (2b) yields

_"i ¼ 2R _�ð1� �Þ"e; ð3Þ

with R = m0Cv. As shown by Ben‐Zion and Lyakhovsky
[2006], the nondimensional material parameter R char-
acterizes the ratio of the timescales of brittle damage gener-
ation over Maxwell viscous relaxation and is also inversely
proportional to the degree of seismic coupling in a region.
Applying the constant strain boundary condition, as described
above, the elastic strain rate is

_"e ¼ �R _�ð1� �Þ"e: ð4Þ

Integration of equation (4) provides elastic strain in the form

"e ¼ "0Ae
1
2Rð1��Þ2 ; ð5Þ

where A = e�
1
2Rð1��0Þ2 with a0 and "0 being the damage state

and elastic strain at t = 0. Replacing "e in equation (3) by
equation (5), the inelastic strain rate is

_"i ¼ 2R"0Að1� �Þ _�e12Rð1��Þ2 : ð6Þ

[15] The damage state variable (a), which represents the
local microcrack density in a rock volume, should be corre-
lated with the aftershock activity during the postseismic time
interval. The generated brittle damage is expected to be pro-
portional to the total rupture area of the events. Since the
generated brittle damage is expected to be proportional to
rupture area A of the events, we assume a linear relationship
between a and the cumulative rupture area,

� ¼ �0 þ 8 0 XN
i¼1

Ai ð7aÞ

where N is the number of aftershocks, a0 denotes the initial
damage, and 8′ is a constant. This can be simplified to

� ¼ �0 þ 8N ð7bÞ

where 8 = 8′hAii with hAii being the average rupture area of
the events above some magnitude threshold. Equation (7b)
is consistent with the relation used by Ben‐Zion and
Lyakhovsky [2006] and is used below. Replacing a in
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equation (6) with equation (7b), we get the damage‐related
inelastic strain stemming from aftershock seismicity as

_"i ¼ 2R"0ð1� �0 � 8NÞ8 _Ne�ð1��0ÞR8Nþ1
2Rð8NÞ2 : ð8Þ

[16] The time‐dependency of inelastic strain in equation 8 can
be obtained by applying the classical Omori‐Utsu law for the
aftershock occurrence rate [Utsu et al., 1995],

_NðtÞ ¼ K

ðcþ tÞp ; ð9Þ

where K, c, and p are constants. The total number of after-
shocks is N(t) = K · g(t) with

gðtÞ ¼
ln 1þ t=cð Þ; p ¼ 1

ðcþ tÞ1�p � c1�p

1� p
; p 6¼ 1

8><
>: : ð10Þ

[17] When 8N � 1 − a0 < 1, which is appropriate for the
short time period of months following a large earthquake,
we can neglect the quadratic term (8N)2 in the exponential
term and only consider the linear dependence on 8N,

_"i ffi 2R"0ð1� �0 � 8NÞ8 _Ne�ð1��0ÞR8N : ð11Þ

Defining

m ¼ Rð1� �0Þ8K; ð12Þ
we have for p = 1,

_"i ¼ 2m"0c
m 1� � � gðtÞ½ � 1

cþ tð Þ1þm ð13Þ

and

"i ¼ 2"0 1� �

m

� �
� 2"0 1� �

m
� � � gðtÞ

� �
1þ t

c

� ��m

; ð14Þ

with � ¼ 8K
1��0

� 1. Equation 14 gives as expected "i = 0 for
t = 0. We note that when b is a small value, the time evo-
lution of inelastic strain rate in equation 13 is dominated by
the last term ( 1

cþtð Þ1þm), which provides a generalized Omori‐
type decay.
[18] Figure 1 displays the normalized inelastic strain rate

described by equation 8 (without approximation) for dif-
ferent m (or R) values, assuming constants a0 = 0.25, 8 =
10−4 [Ben‐Zion and Lyakhovsky, 2006], K = 133, and c =
0.003 days [Enescu et al., 2007]. The three plots correspond
to the cases of p = 1, 0.5 and 1.5, respectively. As seen, the
m (or R) parameter determines the decay behavior of the
inelastic strain. Small m (or R) values produce a slow decay
of inelastic strain, while large m (or R) values indicate a fast
decay behavior. This is consistent with the 3‐D simulations
of aftershock sequences in the work of Ben‐Zion and

Figure 1. Normalized inelastic strain rate as a function of
time based on equation (8) for (a) p = 1, (b) p = 0.5, and
(c) p = 1.5. We assume a0 = 0.25, 8 = 10−4, K = 133, and
c = 0.003 days. The inelastic strain rate with different m
(or R) parameters is shown by different labels. The solid
curves show results (labeled as ‘Omori’) based on the
Omori‐Utsu law.
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Lyakhovsky [2006]. They demonstrated that small (vs. large)
R values, associated with a more brittle (vs. viscous) rhe-
ology, produce long (vs. short) aftershock sequences with
slow (vs. fast) decay. Figure 1 also indicates that the dam-
age‐related inelastic strain should decay faster than the
seismicity. If we denote with pd and ps the exponents in the
Omori‐Utsu law for the damage‐related inelastic strain and
the aftershocks, respectively, the forgoing results imply that
pd > ps. This conclusion can also be drawn directly from
equation 13 for the special case of p = 1.
[19] If the inelastic strain rate obeys equation 8, the

damage‐related postseismic deformation D(t) that is pro-
portional to inelastic strain (i.e., D(t) ∼ "i [Montési, 2004]) is
determined by equation 8 as well. The scaling parameter
between the damage‐related postseismic deformation and
inelastic strain can be lumped into the proportionality factor
of equation 8. In the following sections we investigate the
decay behaviors of the aftershocks and postseismic dis-
placement following the 1999 İzmit earthquake. The derived
results are used first to analyze the contribution of after-
shocks‐induced postseismic deformation, and then to esti-
mate the relative contributions of the brittle and nonbrittle
components of deformation in the observed postseismic GPS
data at different locations.

3. Analysis of Observed Postseismic
Displacements Following the İzmit Earthquake

3.1. Summary of Key Observations and Previous
Analyses

[20] The 17 August 1999M7.4 İzmit earthquake (40.76°N,
29.97°E) was a devastating event that occurred on the North

Anatolian Fault Zone (NAFZ) and caused many casualties.
It was followed by the 12 November 1999 M7.2 Düzce
earthquake after 87 days. The İzmit earthquake ruptured
over 150 km long section of the NAFZ, from the Sea of
Marmara in the west to Düzce in the east. Because the
Marmara Sea region was identified as a seismic gap likely to
generate large earthquakes [Toksöz et al., 1979], GPS mon-
itoring was active before the 1999 event and was intensified
after the İzmit mainshock to track early postseismic defor-
mation. This allowed capturing the early time‐varying
postseismic displacement field by geodetic measurements.
The locations of the GPS stations and aftershock epicenters
in the study region are shown in Figure 2.
[21] Several studies inverted the post İzmit GPS data

[Bürgmann et al., 2002; Çakir et al., 2003; Wang et al.,
2009; Ergintav et al., 2009] and interferometric synthetic
aperture radar (InSAR) measurements [Çakir et al., 2003]
for stable slip on the extended coseismic fault plane. Except
for some details in the inverted patterns, these studies gen-
erally show similar slip concentrations. The results com-
monly indicate that the postseismic relaxation was focused
primarily at relatively shallow depth (in the seismogenic
zone) in the first days to 1–3 months. Çakir et al. [2003]
also showed that the inferred postseismic deformation in
the first month was overlapping or near the high seismic area
according to the relocated aftershock catalog.
[22] The observed postseismic GPS displacements have

been modeled assuming nonlinear viscous flow in the deep
ductile shear zone [Montési, 2004] and distributed visco-
elastic relaxation in the mantle [Hetland, 2006; Hearn et al.,
2006]. Hearn et al. [2002, 2009] modeled the postseismic
displacements in the first several months based on frictional‐

Figure 2. Locations of the GPS stations (black triangles) and the spatial distribution of observed after-
shocks (gray circles, M ≥ 2.5) in the first 87 days following the İzmit earthquake. Aftershocks with mag-
nitude larger than 4.0 are highlighted by black circles. White stars display the epicenters of the İzmit
(40.76°N, 29.97°E) and Düzce (40.82°N, 31.20°E) earthquakes. Black solid lines show the rupture trace
of the İzmit earthquake [Wright et al., 2001]. The gray dotted lines mark a simplified location of the North
Anatolian fault [Lorenzo‐Martín et al., 2006]. The aftershocks catalog is from the Kandilli Observatory
and the Earthquake Research Institute (Istanbul, Turkey).
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afterslip, assuming rate‐strengthening friction along the
extended coseismic fault plane above 2 km and below 10 km
depth. Their obtained afterslip model indicates more signifi-
cant creep at the shallow depth than at the deep section,
implying a strong early postseismic relaxation near the sur-
face. In addition, they found that the fictional‐afterslip model
is not able to produce sufficient postseismic deformation in
the vicinity of the İzmit rupture and can only explain 63% of
the observed early postseismic displacements. Generally
speaking, neither frictional‐afterslip [Hearn et al., 2002,
2009] nor viscoelastic relaxation [Montési, 2004; Hetland,
2006] can fully explain the observed early shallow post-
seismic relaxation, especially in places overlapping con-
centrations of aftershocks. It has also been reported that
poroelastic rebound is not able to fit the early postseismic
displacements [Hearn et al., 2002]. Thus, it is likely that a
large portion of the early İzmit postseismic displacements is
related to the aftershocks in the fault zone and may be
induced by damage‐related inelastic deformation.
[23] Ergintav et al. [2009] found that three logarithmic

terms with characteristic decay times of 1, 150, and 3,500
days are necessary to fit the displacement time series over
7 years following the İzmit event. The term with a decay
time of 1 day is characterized by strong fault‐parallel motion
originated from the seismogenic zone. The other two terms
with longer decay constants describe either localized deep
afterslip or viscoelastic relaxation and produce more broadly
distributed strain with a symmetric double‐couple pattern.
Their detected early relaxation phase with short decay time
of 1 day might be related to the aftershocks‐induced inelastic
deformation.
[24] In the following we apply our model to the post-

seismic displacements observed after the İzmit earthquake
and investigate the relative contributions of the damage‐

related component and the aseismic components of the
observed geodetic field at different locations. We first model
the time evolution of the observed aftershock rates and
postseismic geodetic deformation in order to compare their
decay behaviors. Using the theoretical results of section 2,
we then try to separate the three deformation components
described in equation 1, which contribute to the postseismic
displacement observed at the surface.

3.2. Omori‐Utsu Decay of the Aftershocks

[25] We mainly use the aftershock catalog from the
Kandilli Observatory and Earthquake Research Institute
(Istanbul, Turkey). The magnitudes of the events were
selected keeping, by order of availability, Mw, ML, MS, mb,
and MD [Daniel et al., 2006]. The catalog probably misses
numerous aftershocks in the first days after the mainshock,
leading to inaccurate estimate of the onset time of the power
law decay in the Omori‐Utsu law [e.g., Lolli and Gasperini,
2006]. This catalog also has a 1 day gap between 20 August
(day 3 from the İzmit earthquake) and 21 August 1999. We
fill the gap using the catalog managed by the Earth Sciences
Research Institute (ESRI) of the Marmara Research Center,
TÜBİTAK. ESRI deployed a very dense network of seismic
stations for monitoring the aftershock activity following the
İzmit earthquake [Aktar et al., 2004]. Based on the validity
of the Gutenberg‐Richter statistics for the observed mod-
erate events (Figure 3), we consider the catalog complete for
earthquakes with magnitude above Mc = 2.5.
[26] The aftershocks of the İzmit earthquake extended

over an area of 40 by 170 km (Figure 2). Our investigations
focus on the fault zone (approximately less than 10 km
distance perpendicular to the fault according to the after-
shock distribution), where the aftershocks densely occurred.
We analyze the time period of the first 87 days after the
İzmit mainshock, which is before the Düzce earthquake,
using the modified Omori‐Utsu law (Figure 4). The obtained
parameters of the Omori‐Utsu relation for the aftershocks
(M ≥ 2.5) around the rupture zone are Ks = 86.95 ± 0.39, cs =
0.74 ± 0.07 days, and ps = 0.87 ± 0.05. As noted in section 2,
the subscript s is used to distinguish the parameter estimates
based on the seismicity from those derived in the next
section based on the postseismic displacements. Because of
the incompleteness of the catalog immediately after the large
mainshock, the estimated cs value might be inaccurate and
larger than the true value [e.g., Peng et al., 2006; Enescu et al.,
2007].

3.3. Time‐Dependent Postseismic Deformation

[27] We use continuous GPS measurements recorded at
seven stations located mostly near the fault (black triangles in
Figure 2). Two GPS stations (TUBI, DUMT), which belong
to MAGNET network, were operating before the İzmit
earthquake. Four additional continuously recording GPS
stations were installed in the 2 days following the mainshock.
Stations UCGT and BEST are located less than 15 km north
of the fault, and stations HAMT and MURT are approxi-
mately 5 km south of the İzmit rupture. In addition to the six
stations near the fault, continuous GPS data at station KANT
∼35 km from the fault is also included in the study.
[28] The İzmit earthquake is a continental strike‐slip event

with dominant postseismic motion in horizontal directions.
Instead of treating the E‐W and N‐S GPS measurements

Figure 3. Frequency‐magnitude statistics of the employed
aftershocks. The catalog, from the Kandilli Observatory and
Earthquake Research Institute, has a 1‐day gap between
20 and 21 August 1999. The gap is filled up using the cat-
alog managed by the ESRI of the Marmara Research Center,
TÜBİTAK.
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separately, we utilize the principal component of the motion
defined as D =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

E þ D2
N

p
with an azimuth of b = atg(DE/

DN). It has been shown that the azimuth of the principal
displacement is relatively stable in the short time period of
months following the İzmit earthquake, but it can be dif-
ferent from site to site [Bürgmann et al., 2002]. The
corresponding measurement uncertainty is calculated byffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sd2E þ sd2N

p
, where sd denotes the standard deviation of a

given component. The postseismic deformations are given
by DE = D′E + DE0 and DN = D′N + DN0, where D′E and D′N
represent the recorded displacement measurements start-
ing from some days after the mainshock, and DE0 and DN0

represent the postseismic displacements that occurred
immediately after the mainshock and have not been captured
by the GPS measurements (e.g., HAMT station started to
run from about 1 day after the İzmit mainshock). With these
definitions the principal displacement is given by D =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

D 0
E þ DE0ð Þ2þ D 0

N þ DN0

� �2q
where D′E and D′N are

known. The unknowns DE0 and DN0 values are determined
by assuming that DE and DN are 0 at t = 0 (the time of the
mainshock), and that the postseismic displacement decays
following the Omori‐Utsu law. Figure 5 presents two ex-
amples showing the observed displacements (D′E and D′N)
and corrected values (DE and DN). We investigate the time
evolutions of the postseismic displacements using the cor-
rected data.
[29] As mentioned, we consider for the analysis only the

measurements in the time period of ∼3 months after the
İzmit mainshock (before the Düzce earthquake). At this

short time scale, the tectonic loading effect is negligible
compared with the significant postseismic relaxation [Wang
et al., 2009]. For a simple comparison of the decay beha-
viors of aftershocks and aseismic deformation, we may
assume that the later has the same c value as the former (i.e.,
cd = cs), and use the exponent pd in the Omori‐Utsu law as a
free parameter for estimation. In this case, the two post-
seismic activities can be evaluated only by their decay
exponent values. Since cs is probably overestimated due to
the incompleteness of the aftershock catalog immediately
after the mainshock, we confine in the analysis cd to be in
the interval (0, cs].
[30] The inversion results are presented in Table 1 and

Figure 6. To evaluate the confidence intervals of the esti-
mates, accounting for both measurement uncertainty and
inversion method, we additionally estimate the parameters
using 100 simulated data sets with means of the real dis-
placement values and standard deviations of 1 standard
deviation of the GPS measurements. The confidence inter-
vals of the estimates are obtained through 25% and 75%
quartiles of the 100 estimates. The results in Table 1 (see
also Figure 6) show that with confined cd in the range (0, cs],
the estimates of pd and Kd based on the observed displace-
ments are in the range of the estimates using the synthetic
data with the consideration of measurement uncertainty.
This indicates that the estimations are stable and reliable.
The estimated pd values with pd < ps for all of the seven GPS
stations indicate that the postseismic displacements decayed
slower than the aftershock seismicity after the İzmit earth-
quake. For convenience, we refer to the derived results
(Figure 6 and Table 1) of the Omori‐type decay of the
postseismic displacements as Dtot(t). In the following sec-
tions, we investigate the contributions to the observed
postseismic displacements from elastic strain changes pro-
duced by aftershocks, aftershocks/damage‐induced inelastic
deformation, and ductile relaxation. Additionally, we con-
sider a simplified interseismic model for the study region to
show that the tectonic motion has small effect over the
studied time domain.

3.4. Different Contributions to the Whole Postseismic
Displacement

3.4.1. Contribution From Tectonic Motion
[31] Here we investigate the contribution from the tectonic

motion. Consistent with the employed GPS data, we first
obtain the secular velocities at the seven GPS sites (Figure 7)
relative to the fixed Eurasian plate according to Wang et al.
[2009]. Secondly, we subtract the tectonic displacements
from the observed postseismic measurements and fit the
corrected data (denoted Ds(t)) using the Omori‐Utsu law.
Thirdly, the contribution of the tectonic motion is determined
by (1 − [Ds(t)/Dtot(t)]) × 100%. The results (dashed‐dotted
curves in Figure 8) indicate that the tectonic motion has
negligible effect on the total postseismic displacements in the
first 87 days following the İzmit earthquake.
3.4.2. Contribution From Elastic Deformation Induced
by Aftershocks
[32] To investigate the elastic relaxation process produced

by the aftershocks, we consider the large events with M ≥
4.0 indicated by the black circles in Figure 2. We calculate
the surface displacements produced by these aftershocks and
examine their contributions to the measured postseismic

Figure 4. (a) Aftershocks (M ≥ 2.5) around the rupture
zone (less than 10 km distance perpendicular to the fault)
versus time, and (b) the modeling result (white curve) using
the Omori‐Utsu power law relation.
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displacements. According to the Centroid Moment Tensor
(CMT) solutions of the large aftershocks, most of the
aftershocks between 29.3°E and 30.5°E have similar focal
mechanism as the İzmit mainshock. We thus treat the M ≥
4.0 aftershocks as strike‐slip events, similar to the main-
shock and calculate the surface displacements at the seven
GPS sites produced by these aftershocks. The calculations
are done with the Okada’s code, using slip values based
on the empirical relation with the magnitudes [Wells and
Coppersmith, 1994].

[33] The aftershocks used for the calculation and their
displacements at the seven GPS sites are shown in Figure 9.
The results indicate that the aftershock seismicity produced
influential surface displacements at some GPS sites, e.g., at
HAMT where the E‐W displacement reaches ∼7 mm in the
first 87 days. After correcting for the elastic effect of the
aftershocks, the postseismic displacement at HAMT site is
decreased by ∼20%. The contributions of the aftershocks at
the other stations, (1 − [Da(t)/Dtot(t)]) × 100% (shown by
dashed curves in Figure 8), are generally small (less than 5%),

Figure 5. Two examples showing the observed (D′E and D′N, dots with error bars) and corrected (DE and
DN, circles) postseismic displacements in the first 87 days following the İzmit earthquake. The corrected
displacements are defined as DE = D′E + DE0 and DN = D′N + DN0, where DE0 and DN0 represent the post-
seismic displacements that occurred immediately after the mainshock and not captured by the GPS mea-
surements. The solid and dashed curves show, respectively, the fitting results for the observed and
corrected displacements based on the Omori‐Utsu relation for postseismic deformation.

Table 1. Estimated Parameter Values (Kd, cd, pd) for the Omori‐Utsu Type Inelastic Deformation With cd in (0, cs]
a

Station Kd cd (day) pd RMS (mm) Distance (km)

HAMT 3.05 [2.88, 3.62] 0.81 [0.81, 0.81] 0.58 [0.55, 0.63] 2.68 5.5
MURT 4.69 [4.29, 4.92] 0.81 [0.81, 0.81] 0.60 [0.56, 0.62] 3.93 5.6
TUBI 1.89 [1.67, 2.81] 0.01 [0.01, 0.06] 0.70 [0.65, 0.80] 3.26 7.4
BEST 5.53 [5.39, 5.97] 0.81 [0.81, 0.81] 0.66 [0.65, 0.69] 4.45 12.1
UCGT 3.71 [2.46, 4.01] 0.01 [0.01, 0.01] 0.63 [0.52, 0.65] 3.70 14.0
DUMT 2.74 [2.61, 3.42] 0.01 [0.01, 0.09] 0.58 [0.57, 0.69] 3.08 17.2
KANT 1.25 [1.23, 2.27] 0.01 [0.01, 0.01] 0.75 [0.74, 0.82] 3.01 37.8

a‘Dist’ denotes the distance of the GPS sites perpendicular to latitude 40.72°N, which is the approximate location of the coseismic rupture.

WANG ET AL.: INELASTIC DEFORMATION OF AFTERSHOCKS B10422B10422

8 of 14



as has been documented [Reilinger et al., 2000]. Here Da(t)
denotes the fit of the Omori‐Utsu law to the data which are
corrected from the elastic effect of the aftershocks.
3.4.3. Contribution From Damage‐Related Inelastic
Relaxation
[34] According to the theoretical results of section 2 and

Figure 1, the damage‐related inelastic deformation decays
faster than the aftershock seismicity, and the decay rate for
aftershock seismicity provides an upper limit for the asso-
ciated inelastic relaxation rate. Therefore, the maximum
damage‐related aseismic deformation can be determined by
setting pd = ps and cd = cs, leading to

Ddam
maxðtÞ ¼

Kd

1� ps
ðcs þ tÞ1�ps � c1�ps

s

h i
: ð15Þ

Since the Kd parameter quantifies the magnitude of the
measured postseismic displacements at different sites and is
insensitive to c and p parameters in the Omori‐Utsu law, we
adopt the values of Kd in equation (15) from the numbers
summarized in Table 1. The percentage of the maximum
damage‐related deformation among the total postseismic
deformation, calculated by Dmax

dam(t)/Dtot(t) × 100%, is shown
by the solid curves of Figure 8. The results indicate that the
damage‐related inelastic relaxation relative to the total
postseismic deformation is different from site to site.
However, the aftershock‐related inelastic relaxation con-
tributes generally up to 50% of the total geodetic deforma-
tion in the first 87 days.
3.4.4. Contribution From Ductile Relaxation
[35] As discussed before, the stress perturbations gener-

ated by large earthquakes are also likely to produce some
stable aseismic deformation. Such deformation, represented
here collectively by the ductile strain term ("d in equation (1)),
may have contributions from distributed [e.g.,Wdowinski and
Zilberman, 1997; Deng et al., 1998; Wang, 2000; Montési,
2004; Perfettini and Avouac, 2004] relaxation below the
seismogenic zone. The results of the previous sections can
now be used to estimate the amplitude of the combined
ductile component of the observed postseismic deformation
(i.e., deformation not associated with the damage‐aftershocks
process). Figure 10 shows the components of the postseismic

Figure 6. Principal geodetic displacements (dots with error
bars) observed at seven GPS sites, and the modeling results
based on the Omori‐Utsu relation for postseismic deforma-
tion (white curves). The modeling assumes that the cd param-
eter is confined in the interval (0, cs] associated with the
aftershock seismicity. See text for more explanations.

Figure 7. (a) E‐W component and (b) N‐S component of the tectonic motion at the seven GPS sites
based on Wang et al. [2009]. Because the N‐S displacements at the seven GPS sites are small and
close to each other, only two examples are shown in Figure 7b.
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measurements that may be attributed to aseismic ductile
relaxation at the different sites. The results indicate that
ductile relaxation was responsible for less than 50% of the
postseismic deformation in the first 87 days.

4. Discussion

4.1. Frictional‐Afterslip and Damage‐Related
Postseismic Relaxations

[36] Both aseismic deformation and aftershocks are sig-
nificant phenomena following large earthquakes. Their
relationship can give us clues on the roles of the two dif-
ferent mechanisms, frictional‐afterslip and damage‐related
postseismic relaxation, that are assumed to occur in the local
vicinity of main rupture zones.
[37] Aseismic afterslip within the framework of rate‐state

friction is an important candidate for explaining the post-
seismic deformation [Marone et al., 1991]. According to
rate‐state friction, earthquakes nucleate in the unstable rate‐
weakening regime, while stable sliding occurs in the rate‐
strengthening regime [e.g., Dieterich, 1992; Scholz, 1998;
Ben‐Zion, 2008]. The transition between rate weakening and
rate strengthening is largely thermal/depth dependent [e.g.,
Blanpied et al., 1991]. For the continental crust, the transition
occurs approximately at 15–20 km depth, corresponding to
temperature of ∼300°C. The region near the surface (less than
2–3 km depth) is also likely governed by rate strengthening
because of poorly consolidated material [Marone et al.,
1991]. In addition, rate strengthening may be produced by
specific minerals and rock types such as serpentinite [e.g.,
Sato et al., 1984] or other unusual local properties. However,
a given location on the fault is either rate weakening (in which
case brittle instabilities and hypocenters may be generated)
or rate strengthening (in which case only stable slip occurs).
Thus, in the framework of rate‐state friction, the spatial
distributions of aftershocks seismicity and aseismic afterslip
should be anticorrelated. High‐resolution observations, such
as those available along the Parkfield section of the San
Andreas fault, show clearly that the seismic and aseismic
regions along fault are disjointed [e.g., Thurber et al., 2006].
[38] In contrast to the frictional‐afterslip framework,

associated with highly localized fault (or a small set of fault

Figure 8. The contributions (percent among the total post-
seismic displacements) at the seven GPS sites from elastic
relaxation due to aftershocks (dashed curves), tectonic
motion (dashed‐dotted curves), and the maximum contribu-
tion from the aftershock‐induced inelastic deformation
(solid curves).

Figure 9. M‐t plot (M ≥ 4.0) and the calculated (a) E‐W and (b) N‐S displacements associated with elas-
tic relaxation produced by the aftershocks at the seven GPS sites.
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surfaces) with fixed rate‐strengthening rheological para-
meters, the damage rheology framework is associated with
volumetric cracking that (among other things) reduces the
effective viscosity of the brittlely deforming regions. The
reduced effective viscosity during the occurrence of high
rate seismicity (aftershocks) leads to relaxation that produces
geodetic deformation. The employed damage rheology was
shown to be consistent with detailed laboratory results of
fracture and friction experiments [e.g., Hamiel et al., 2004;
Lyakhovsky et al., 2009; Hamiel et al., 2009] and various
observed spatio‐temporal patterns of earthquakes and faults
[e.g., Ben‐Zion and Lyakhovsky, 2002; Finzi et al., 2009]. In
particular, theoretical studies have shown that the damage
model can describe the main phenomenological features of
aftershock sequences [Ben‐Zion and Lyakhovsky, 2006] as
well as rate‐state friction [Lyakhovsky et al., 2005]. The
damage process is associated fundamentally with volumes
rather than surfaces, and significant damage‐related transient
postseismic relaxation is expected to occur in the volume
around the main rupture zone where aftershocks densely
occur.

[39] It is difficult to distinguish the damage‐related
relaxation and frictional‐afterslip based only on slip inver-
sions of geodetic measurements, as is the case for a dis-
tinction between viscoelastic relaxation in the ductile layer
from deep afterslip [Thatcher, 1983; Savage, 1990]. How-
ever, the degree of spatial correlation (or anticorrelation)
between fault regions with high aftershocks activity and
high postseismic slip provides a way for distinguishing
between damage‐related relaxation and frictional afterslip.
As mentioned in section 3.1, Çakir et al. [2003] found
strong correlation between aftershocks activity and post-
seismic slip following the İzmit mainshock. This implies
that the damage‐related relaxation process is significant, at
least around sections of the İzmit rupture zone where there is
large overlap between dense aftershocks and inferred post-
seismic deformation.

4.2. Postseismic Relaxation in the Deep Ductile Zone
Following the İzmit Earthquake

[40] Starting from basic relations between local brittle
failures and gradual inelastic strain in the framework of
the viscoelastic damage rheology model [Ben‐Zion and
Lyakhovsky, 2006], we obtain a relation between the decay
rates of aftershocks and the related postseismic deformation.
This enables us to quantify effectively the aftershocks‐
induced postseismic relaxation and attribute the remainder
(non‐aftershocks‐induced) portion of the observed displace-
ments to aseismic processes represented collectively by the
ductile strain of equation (1).
[41] Wang et al. [2009] tested several rheological models

based on the postseismic displacements observed over 6 years
following the İzmit earthquake. They found that a rheological
model consisting of elastic upper crust, inelastic lower crust
described by Maxwell rheology overlaying a Maxwell upper
mantle substrate, with effective viscosities of 2 × 1019 Pa s
and 7 × 1019 Pa s for the lower crust and upper mantle, best
fits the velocity measurements in 4–6 years after the main-
shock. Similar effective viscosities were derived by other
studies [e.g., Hearn et al., 2009]. Based on the GPS mea-
surements in 2.5 years following the İzmit event,Hearn et al.
[2009] found that the viscoelastic relaxation in the lower
crust and upper mantle with viscosities of 2 × 1019 to 5 ×
1019 Pa s provide better fit for the postseismic displacements
after some months following the İzmit event. Therefore, an
effective viscosity of ∼2–5 × 1019 Pa s is likely an approxi-
mation to the rheology at the time scale of years following the
İzmit earthquake.
[42] Wang et al. [2009] also considered transient rheology

to model the postseismic displacements following the İzmit
earthquake. Using both short‐term (during 1 year after the
İzmit event) postseismic displacements in the far‐field
(>30 km from the fault) and long‐term (4–6 years after the
mainshock) displacements, Wang et al. [2009] developed a
three‐layer model (E‐SLS‐M, elastic upper crust, inelastic
lower crust described by Standard Linear Solid rheology,
overlaying a Maxwell upper mantle). They found that the
lower crust has effective viscosity of 2 × 1018 Pa s and
relaxation strength of 2/3, and the upper mantle has effective
viscosity of 7 × 1019 Pa s. Wang et al. [2009] showed that
the stable slip inverted from the postseismic data after cor-
recting for the relaxation component predicted from the
E‐SLS‐M model concentrates mainly in the elastic layer.

Figure 10. The percentage of the residual displacement
(excluding aftershocks‐induced elastic/inelastic deformation
and tectonic motion) among the observed postseismic dis-
placements (solid curves). The dashed curves show the per-
centage of the estimated distributed ductile relaxation in the
lower crust and upper mantle based on the rheological
model of Wang et al. [2009].

WANG ET AL.: INELASTIC DEFORMATION OF AFTERSHOCKS B10422B10422

11 of 14



Thus, the E‐SLS‐M model describes the relaxation in the
deep ductile zone during the postseismic interval. On the
other hand, Hetland [2006] constructed a two‐layer model
(elastic crust overlaying inelastic mantle described byBurgers’
rheology), which provides an effective viscosity of 0.4 × 1019

to 1 × 1019 Pa s for transient deformation. The estimated
viscosity of the two‐layer model [Hetland, 2006] corresponds
the average value of the estimates in the three‐layer model
[Wang et al., 2009].
[43] Given the above ranges of results, we adopt the

E‐SLS‐M model [Wang et al., 2009] to quantify the relax-
ation component in the deep ductile zone. We calculate the
contribution of the deep relaxation to the observed post-
seismic deformation at the seven GPS sites. The results
shown by the dashed curves in Figure 10 indicate that the
residual postseismic displacements, left after subtracting the
contributions from the aftershock‐induced elastic/inelastic
deformation and the tectonic motion, can be attributed at
most GPS sites to deep ductile relaxation described by the
E‐SLS‐M model. The observed deformation cannot be com-
pletely explained by a combination of aftershock‐induced and
ductile effects, which might indicate some local rheological
heterogeneity, only at sites MURT, BEST and KANT.
[44] In the eastern section of sites MURT and BEST,

tomography studies show comparatively higher P wave
velocities and higher Q values suggesting colder and more
brittle material [Nakamura et al., 2002; Koulakov et al.,
2010]. Based on the results of Ben‐Zion and Lyakhovsky
[2006], cold brittle material is expected to produce long
Omori‐type aftershock sequence with relatively low p value
and high event productivity. Therefore, when we applied the
constraint pd = ps (in section 3.3.3 a homogenous ps value
has been determined for the entire study region) for the
geodetic deformation, we likely underestimated the after-
shocks‐induced aseismic deformation in this area. On the
other hand, the deformation summation due to aftershocks‐
induced inelastic relaxation and distributed ductile relaxa-
tion overestimates the postseismic displacement at site
KANT. We note that KANT is far from the fault damage
zone and the surrounding aftershock seismicity is rather low.
Thus, our simple procedure overestimated the damage‐
related deformation at this site (cf. Figure 9) and produced
modeled postseismic displacement that is higher than the
observed displacement (cf. Figure 10).

5. Conclusion

[45] We developed quantitative results associated with
damage‐related postseismic deformation, which can explain
the observed postseismic relaxation in the seismogenic zone,
particularly in areas with high aftershock activity. Assuming
that the Omori‐Utsu law describes the aftershocks rate, we
show that the damage‐related inelastic deformation follows
a generalized Omori‐Utsu type decay with the standard
Omori‐Utsu law as a limit case (section 2). The obtained
theoretical results can be used to separate (to first order)
between brittle and ductile contributions to postseismic defor-
mation, which are dominant in the shallow seismogenic zone
and the deeper ductile region, respectively.
[46] To test and illustrate the obtained theoretical expres-

sions, we analyzed the observed GPS displacements at the
sites around the rupture zone of the 1999 İzmit earthquake.

The results (section 3) can be summarized as follows.
(1) The entire postseismic displacement measured on the
surface decayed slower than the aftershock seismicity in the
first 87 days after the İzmit earthquake. (2) The aftershocks/
damage‐related relaxation can maximally account for up to
50% of the total deformation. (3) The remainder postseismic
displacement can be largely explained by the relaxation at
the deeper section based on the E‐SLS‐M rheological model
reported by Wang et al. [2009]. (4) The contribution from
aftershocks‐induced elastic relaxation is generally less than
10% of the observed postseismic displacements, but it can
be influential at some individual sites. (5) The tectonic
motion is negligible in the examined time interval.
[47] It is important to examine in future studies whether

the theoretical results and partitioning of observed surface
geodetic deformation obtained in this work apply in a similar
way to other cases of postseismic deformation.
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