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Abstract

In the framework of the DEad Sea Integrated REsearch project (DESIRE) 59 seismological stations 

were deployed in the region of the Dead Sea Basin. Twenty of these stations recorded data of 

sufficiently high quality between May and September 2007 to be used for ambient seismic noise 

analysis. Empirical Green's functions are extracted from cross-correlations of long term recordings. 

These functions are dominated by Rayleigh waves, whose group velocities can be measured in the 

frequency range from 0.1 to 0.5 Hz. Analysis of positive and negative correlation lags of the Green's 

functions makes it possible to identify the direction of the source of the incoming energy. Signal with 

frequencies higher than 0.2 Hz originates from the Mediterranean Sea, while low frequencies arrive 

from the direction of the Red Sea. Travel times of the extracted Rayleigh waves were measured 

between station pairs for different frequencies, and tomographically inverted to provide independent 

velocity models. Four such 2D models were computed for a set of frequencies, all corresponding to 

different sampling depths, and thus together giving an indication of the velocity variations in 3D 

extending to a depth of 10 km. The results show low velocities in the Dead Sea Basin, consistent with 

previous studies suggesting up to 8 km of recent sedimentary infill  in the Basin. The complex structure 

of the western margin of the basin is also observed, with sedimentary infill present to depths not 

exceeding 5 km west of the southern part of the Dead Sea. The high velocities associated with the 

Lisan salt diapir are also observed down to a depth of ~5 km. The reliability of the results is confirmed 

by checkerboard recovery tests.
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1. Introduction

The Dead Sea Transform (DST), separating the African and Arabian plates, is one of the world's major 

transform faults. It extends for more than 1000 km in an approximate N-NNE orientation from the Red 

Sea Rift in the south to the Taurus-Zagros collision zone in the north. Since its inception about 18 Ma it 

has experienced 105 km of lateral displacement (Quennell, 1958), with the recent relative plate motion 

being 3-5 mm per year (Klinger et al., 2000). Along its southern section several pull-apart basins of 

different sizes are found (e.g., Garfunkel, 1981; Garfunkel et al., 1981; Reches, 1987). The largest of 

them, about 150 km long and 15-20 km wide is the Dead Sea Basin (DSB). Located between the 

Araba/Arava Fault to the south and the Jericho Fault to the north, it is one of the largest such features 

on Earth (e.g. Kashai and Croker, 1987). The longitudinal faults bordering the DSB are continuations 

of the major strike-slip faults north and south of the basin (Garfunkel and Ben-Avraham, 1996).

Following the success of the international multi-disciplinary geoscientific project DESERT (Weber et 

al., 2004; 2009), the DEad Sea Integrated REsearch project (DESIRE) was launched in 2006, focusing 

on the DSB. Among the experiments carried out in the framework of the DESIRE project seismological 

stations were deployed at 59 locations in the Dead Sea region from October 2006 to March 2008. Most 

stations employed short period sensors (1 Hz Mark L4 seismometers), though some broad band (Guralp 

40-T, 3-T and Streckeisen STS2) seismometers were also used. Data were continuously recorded in the 

field at 100 Hz and 200 Hz for the broad band and short period stations, respectively. The main 

objective of this network was studying the crustal structure around the DSB by recording local 

seismicity (Bräuer et al., 2009; Bräuer, 2011) and teleseismic events for receiver function analysis 

(Mohsen et al., 2011). Not all locations had a recording station for the entire duration of the 

experiment, and there were a number of temporary and permanent instrument failures and cases of 

vandalism. For an analysis of the ambient noise continuous recordings over a period of months are 

necessary. Furthermore, the distribution of stations should be as uniform as possible. After examining 

the quality of the recorded data, 20 stations were chosen for the analysis (Fig. 1). Five months of data 

were used, from May to September 2007.

## Fig 1 ##
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2. Ambient noise cross-correlation

2.1 Background

Cross-correlation of long-time continuous recordings of seismic noise is a powerful recent tool in 

geophysics. The idea of extracting coherent signal by such cross-correlation of noise was first applied 

to seismic waves in helioseismology (Duvall et al., 1993). An acoustics study by Weaver and Lobkis 

(2001) extracted Green's function by cross-correlating diffuse fields, and favourably compared the 

response to direct Rayleigh waves. This development led Shapiro and Campillo (2004) to cross-

correlate vertical component records from seismic station pairs in North America to obtain Rayleigh 

waveforms. Since then the technique has generated a lot of interest across the globe, e.g., Iceland 

(Gudmundsson et al., 2007), Australia (Saygin and Kennett, 2010) and southern Africa (Yang et al., 

2008).

2.2 Data processing

In this study the cross-correlation integral is calculated for the daily time series records for the 20 

chosen stations. If a certain station did not record continuously for a particular day (due to site 

maintenance or instrument failure), that day's recorded data were not considered. As both broadband 

and short period stations were included in the study, a second order high pass filter was applied to all 

broadband recordings. This made the spectral response of all stations similar – without this step the 

cross-correlations of signal from two different types of stations would be meaningless. Furthermore, 

short period data recorded at 200 Hz was resampled to 100 Hz to be compatible with broad band data. 

Each daily record's mean was removed prior to cross-correlation, and the amplitude was set to 1 to 

eliminate the contamination due to local and teleseismic events. For each available station pair, the 

resulting correlation function is a two sided time function with both positive and negative correlation 

lags. While each such function is twice as long as the input files, i.e. two days, given a maximum 

station distance of 110 km it was sufficient to store the sections 100 seconds either side of origin. The 

daily correlation functions were stacked for each station pair to improve the signal to noise ratio. Fig 2 

shows the cross-correlation of signal recorded by station IS43 with all other stations, with seismic 

energy arriving at the time expected for surface waves. All data presented here show the correlations of 

the vertical component of the data, from which the most prominent  signal was extracted - this led us to 

conclude that the extracted Green's functions are indeed dominated by Rayleigh wave signals traveling 

between the two stations concerned.
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## Fig. 2 ##

After stacking the daily records, the frequency dependent group velocities of the arrivals were 

calculated using frequency-time analysis (e.g., Ritzwoller and Levshin, 1998). Each Green's function 

was filtered with progressively higher frequency range, and the envelope of each resulting filtered trace 

was calculated. These envelopes were then plotted together, and the arrival times were plotted across 

the frequency spectrum using predefined conditions regarding the theoretically possible velocities and 

the prominence of the arrival (Fig. 3). Measurable Green's functions were observed in the frequencies 

between 0.1 and 0.5 Hz. 

## Fig. 3 ##

Rayleigh waves of different frequencies have different group velocities due to the fact they sample 

different depths (e.g., Ritzwoller and Levshin, 1998), with lower frequencies penetrating deeper into 

the crust. The 0.5 Hz samples the uppermost ~2 km, while the 0.1 Hz signal penetrates down to ~10 

km. Full 3D inversion is necessary to derive the exact relationship between frequency and sampling 

depth, but these approximations are sufficient for an ambient noise analysis (e.g., Saygin and Kennett, 

2010; Stankiewicz et al., 2010). Here we decided to obtain travel times for four different frequencies in 

the aforementioned range: 0.1, 0.2, 0.33 and 0.5 Hz.

2.3 Sources of ambient noise

The positive and negative correlation lags were not stacked, as is sometimes done to improve the signal 

to noise ratio (e.g. Bensen et al., 2007), but two separate dispersion curves were drawn for each lag. For 

a number of station pairs the direction from which the prominent signal arrived changed at a certain 

frequency (Fig. 3). A similar reversal was observed in an ambient noise study around Lake Toba, 

Sumatra (Stankiewicz et al., 2010), but here the relationship between frequency of the extracted signal 

and its direction is much more systematic. It implies the sources of the ambient noise have different 

dominant frequencies in different directions from our study area. While the technique of extracting 

Green's function is based on the assumption that the seismic noise is diffuse, in reality this is rarely the 

case. Shapiro et al. (2005) note that the noise field is often not perfectly isotropic, and counter this 
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problem by disregarding the amplitude of the seismic signal. Pedersen et al. (2007) state that for the 

extraction of Green's functions the noise does not need to be perfectly diffuse, as long as the noise 

generators are well distributed. They proceed to analyse the prominence of the emerging Rayleigh 

wave component for a network in Finland as a function of azimuth, and find the direction corresponds 

to a domination of ocean generated noise.

In our study, for station pairs separated in the north-south direction the direction of the incoming signal 

switches around 0.2 Hz. Frequencies lower than this come from the south, suggesting their origin in the 

Red Sea, while higher frequencies originate in the north, most likely the Mediterranean Sea. For east-

west separated station pairs there appears no prominent signal originating to the east, while the signal 

arriving from the west is mostly of high (> 0.2 Hz) frequency. The source of this is again most likely to 

be the Mediterranean Sea. This information would have been lost had the two correlation lags been 

stacked. In fact, if one of the lags does not contain any Rayleigh energy at a given frequency, stacking 

the lags would reduce the quality of the extracted signal.

3. Tomographic Inversion

Having obtained travel times of Rayleigh waves at a given frequency, a 2D tomographic inversion can 

be performed to estimate the variations in group velocity at the specified frequency. With travel times 

available for more than one frequency, it is possible to construct independent 2D models for each of 

them. The relationship between Rayleigh wave frequency and sampling depth will then give indications 

to velocity variations with depth.

The Fast Marching Method (FMM – Sethian, 1996) is a grid based numerical algorithm for tracking the 

progress of monotonically advancing interfaces by seeking finite-difference solutions to the eikonal 

equation. The method uses wavefront construction as opposed to conventional ray tracing, and 

furthermore contains entropy conditions, which increase the method's stability. This method has been 

successfully applied to seismic tomography (Rawlinson and Sambridge, 2004; 2005; Arroucau et al., 

2010). In this study we use the Fast Marching Surface Tomography (FMST) code developed by N. 

Rawlinson.

To investigate the resolving capabilities of the station array, checkerboard tests were applied. These 

involve calculating synthetic travel times for available station pairs through an artificial velocity model 

of alternating positive and negative anomalies. These times are then inverted from a uniform starting 
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model. When the original anomalies can be recovered, the implication is that a real anomaly of similar 

size, location and amplitude can be resolved. Examples of these tests are shown in Fig. 4. While the 

checkerboard tests provide good visual indications of resolution, these results must be treated with 

caution - Lévêque et al. (1993) discuss how misinterpretations can occur. The recoveries are good, but 

anomalies smaller than ~15 km across, or close to the edge of the ray coverage, must be treated with 

caution. Furthermore, the amplitude of an anomaly cannot be determined exactly.

## Fig. 4 ##

The velocity models calculated for different frequencies are shown in Fig. 5. For each set of travel 

times, a number of 2D inversions was performed using different starting models, grid densities and 

damping factors. The results presented here were calculated on a grid consisting of 30 nodes in the 

north-south direction, and 20 in the east-west (i.e. 20 nodes for 1 degree in each direction), which we 

considered appropriate after the aforementioned resolution tests. The models did not change 

significantly when inversion parameters were varied, as long as these were kept reasonable.

## Fig. 5 ##

4. Interpretation

The models presented in Fig. 5, when viewed together, can give an idea of velocity variations with 

depth. As an example of this, Fig. 6 shows the velocity model along the east-west transect at 31.4 

degrees north. While the figure helps to see how our results correlate to the basin shape, it must be 

viewed with caution, as the vertical (depth) scale is only approximate, as was discussed earlier. 

Furthermore, the resolution of this section can only be interpolated from the tests in Fig. 4.

##  Fig. 6 ##

All the models presented in Fig. 5 are dominated by low surface wave velocities in the Dead Sea Basin. 

These low-velocity zones are particularly striking for the 0.5, 0.33 and 0.2 Hz models (which sample 

the uppermost 2, 3 and 5 km, respectively). This is consistent with the P-wave velocity model 
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computed by Mechie et al. (2009) across the southern DSB. These authors observed a low-velocity 

seismic signature of the DSB down to depths of ~8 km, and interpreted it as sedimentary infill 

associated with the formation of the southern DSB. With older, more compacted sediments underlying 

this infill, Mechie et al. (2009) put the seismic basement at a depth 11 km, which is consistent with 

depths presented in earlier seismic studies (Hofstetter et al., 2000; Al-Zoubi et al., 2002; ten Brink et 

al., 2006). This is deeper than can be resolved with the available frequency range of extracted Rayleigh 

waves – however, the 0.1 Hz velocity model exhibits velocity contrasts at the DSB boundaries, 

implying the basement in the DSB is deeper than the ~ 10 km sampled by the surface waves.

The low velocities are observed in two zones, separated by the Lisan Peninsula. This spit of land is the 

result of the Lisan salt diapir, which has an estimated thickness of 4-5 km (Garfunkel and Ben-

Avraham, 1996). Salt exhibits higher seismic velocity (e.g. Ezersky, 2006), and therefore the Lisan 

diapir separates the low velocities associated with the sedimentary infill.

The extension of the southern of the two low velocity zones westwards from the Dead Sea shore is also 

consistent with the extrapolated geological record. While the eastern margin of the DSB is formed by 

relatively simple dip-slip and strike-slip faults that separate the basin from the elevated Arabian Plate 

(Quennell, 1958), the structure of the western margin is more complex (e.g., Zak and Freund, 1981; 

Sagy et al., 2003). The margin is a ~5 km wide belt containing four zigzag, orthorhombic fault sets 

(Sagy et al., 2003). These authors estimate the cumulative vertical displacement at 10 km or more. 

Gravity modeling (ten Brink et al., 1993) confirms the asymmetric shape of the basin, though it 

suggests that sediments are found off the western coast of the Dead Sea to depths not exceeding 5 km. 

The three-dimensional model of DSB presented by Garfunkel and Ben-Avraham (1996) includes the 

four downward displacements as one approaches the Dead Sea from the west, but estimates the depth 

to the Precambrian basement in the most displaced section at 6 km. These downward displaced blocks 

are covered by Quaternary sediments up to 4 km deep in the southern section of the western margin. 

Farther north the vertical displacement is less pronounced, and the sediment cover does not exceed 1 

km. Our results are consistent with a geological model containing 4-5 km of sediments and the top of 

the  basement at 6 km –  the lack of a low velocity zone on the western margin for the 0.1 Hz model 

implies no sediments are found at depths of ~ 10 km.
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5. Conclusions

In this study we extracted Rayleigh wave signal by stacking daily cross-correlations of seismic signal 

recorded by 20 continuously recordings seismic stations deployed in the Dead Sea region in the 

framework of the DESIRE project. These Rayleigh waves contained energy in the frequency range of 

0.1 – 0.5 Hz. Travel times of these surface waves were picked for the available station pairs at four 

frequencies in the aforementioned range. 2D tomographic inversion was used to estimate variations in 

surface wave velocities at each of these frequencies. As waves of different frequencies penetrate 

different depths, these velocity models represent pseudo depth slices underneath the study area, giving 

an indication of the 3D velocity structure.

The resultant velocity models were consistent with the geological observations and previous 

geophysical studies. The 3D distribution of the sedimentary infill of the Dead Sea Basin and the Lisan 

salt diapir could be clearly seen. While this is not surprising, it confirms the feasibility of the technique 

of seismic noise cross-correlation for the data set used here. Furthermore, by studying the positive and 

negative correlation lags separately, the direction of the source responsible for the Rayleigh wave 

signal could be identified. Signal with frequencies higher than 0.2 Hz originates to the north and west 

of the network, suggesting the Mediterranean Sea as the source, while frequencies lower than 0.2 Hz 

originate to the south, most likely the Red Sea. As well as providing information on the source of the 

energy being used in an ambient noise cross-correlation study, treating the lags separately can improve 

the quality of the signal.
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Fig. 1. Study Area, showing the location of the 20 seismic stations used in this study. AF = Araba/Arava 

Fault, JF = Jericho Fault, LP = Lisan Peninsula. The inset shows the tectonic setting of the region. 

Stations marked in red and white are used as examples in Figs. 2 and 3.
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Fig. 2. Emergence of Rayleigh waveforms in the stacks of daily cross-correlations of the signal 

recorded by station IS43 with all other stations, plotted against the distance between the stations. Solid 

lines show where arrivals corresponding to velocities between 1.0 and 3.5 km/s would be expected.
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Fig. 3. Examples of envelopes of the cross-correlation between station pairs filtered at different 

frequencies. White lines show the picked arrival times. Top part: stations IS43 with IB21 (white in Fig. 

1), 73 km apart. Negative time corresponds to arrival from the north. Note that at ~0.2 Hz the 

prominent arrival switches between the opposite lags. Bottom part: stations IS40 with JS24 (red in Fig. 

1), 32 km apart. Negative time corresponds to arrivals from the west. Note the lack of coherent arrivals 

from the east.
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Fig. 4. Examples of the checkerboard tests used to estimate resolution. Anomalies given in km/s. 

Recoveries can be used for all velocity models in Fig. 5. 
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Fig. 5. Surface wave velocity models computed for different frequencies, and thus corresponding to 

different depths: a) 0.5 Hz; ~2 km, b) 0.33 Hz; ~3 km, c) 0.2 Hz; ~5 km, d) 0.1 Hz; ~10 km. Line A-A' 

shows the transect in Fig. 6.
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Fig. 6. Velocity variations with depth along 31.4 N, estimated from the depth penetration of the models 

in Fig. 5.
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