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[1] This study analyzes the uncertainties in the models of the Greenland Ice Sheet (GIS)
that arise from ill-constrained geothermal heat flux (GHF) distribution. Within the
context of dynamic GIS modeling, we consider the following questions: (i) What is the
significance of the differences between the existing GHF models for the GIS modeling
studies? (ii)) How well does the modeled GIS controlled by the GHF models agree with the
observational data? (iii) What are the relative contributions of uncertainties in GHF

and climate forcing to the misfit between the observed and modeled present-day GIS?
The results of paleoclimatic simulations suggest that differences in the GHF models have a
major effect on the history and resulting present-day state of the GIS. The ice sheet model
controlled by any of these GHF forcings reproduces the observed GIS state to only a
limited degree and fails to reproduce either the topography or the low basal temperatures
measured in southern Greenland. By contrast, the simulation controlled by a simple
spatially uniform GHF forcing results in a considerably better fit with the observations,
raising questions about the use of the three GHF models within the framework of GIS
modeling. Sensitivity tests reveal that the misfit between the modeled and measured
temperatures in central Greenland is mostly due to inaccurate GHF and Wisconsin
precipitation forcings. The failure of the ice sheet model in southern Greenland, however,
is mainly caused by inaccuracies in the surface temperature forcing and the generally
overestimated GHF values suggested by all GHF models.
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1. Introduction

[2] Over the last decades, the basal thermal regimes of
large ice sheets, ice caps and mountain glaciers have been
the subject of intensive studies [e.g., Brinkerhoff et al.,2011;
Chandler et al., 2006; Gudmundsson and Raymond, 2008;
Johnson and Fastook, 2002; Maxwell et al., 2008]. The
thermodynamic state of basal ice layers determines, to a
large extent, the overall dynamic behavior of grounded ice
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masses, especially by (i) the formation of basal temperate ice
that undergoes enhanced deformation, and (ii) the process of
basal melting, which controls sliding processes and most
basal transport phenomena. In turn, the magnitude and dis-
tribution of geothermal heat flux (GHF) is one of the major
uncertainties in understanding the basal thermal conditions
of the Greenland and Antarctic Ice Sheets.

[3] Recent studies have revealed significant variability in
the GHF distribution under ice sheets, controlled by regional
variations in bedrock topography and composition, the
thickness of the lithosphere and crustal heat production [e.g.,
Bell, 2008; Fahnestock et al., 2001; Fox Maule et al., 2005,
2009; Smith et al., 2009; van der Veen et al., 2007]. Valu-
able information about basal ice temperatures and tempera-
ture gradients has been obtained from a number of deep
ice cores in Antarctica [e.g., Augustin et al., 2004; Barbante
et al., 2006; Jouzel et al., 1993, 1997; Petit et al., 1999;
Sowers et al., 1993; Watanabe et al., 2003]. The discovery
of numerous subglacial lakes [e.g., Bell, 2008; Smith et al.,
2009] can potentially provide additional constraints on
the basal thermal state of the Antarctic Ice Sheet [Llubes
et al., 2006; Pattyn, 2010]. In the Greenland region, only a
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handful of deep ice cores exist [Anderson et al., 2004;
Greenland Ice Core Project members, 1993; Alley et al.,
1993; Dahl-Jensen et al., 1998; Dansgaard et al., 1993;
Johnsen et al., 2001; Meese et al., 1994]. This limits the
number of reliable heat flux and basal ice temperature esti-
mates to only a few locations at the deep ice cores and some
coastal drilling sites. Additional information on the basal
thermal conditions of the Greenland Ice Sheet (GIS) was
provided by Fahnestock et al. [2001] who revealed large
regions of rapid basal melting in central Greenland using data
from airborne ice-penetrating radar. These findings were
supported by Buchardt and Dahl-Jensen [2007] who esti-
mated high GHF values and basal melting rates at the location
of NGRIP (North Greenland Ice Core Project) [Anderson
et al., 2004] using inverse modeling. Nevertheless, the GHF
remains one of the least known boundary conditions required
for the accurate modeling of the dynamics of the GIS and the
understanding of its present-day thermal state.

[4] Most existing studies dealing with dynamic GIS
models have the GHF spatially and temporally constant
under the entire GIS, with different models employing
values between 42 and 65 mW/m? [e.g., Calov and Hutter,
1996; Greve, 2000; Huybrechts and de Wolde, 1999; Ritz
et al., 1996]. While using temporally constant GHF forcing
is well justified owing to the processes influencing GHF
being slow in comparison to the time scales over which ice
sheet dynamics are studied [Ritz, 1987], the effects of large-
and small-scale spatial variations in GHF on the regional
thermal state of the basal ice layers are non-negligible and
must be taken into account.

[5] A number of studies have employed ice sheet models
of different levels of complexity in order to tune GHF
forcing and constrain basal thermal conditions at the loca-
tions of the deep ice cores and subglacial lakes [Greve,
2005; Llubes et al., 2006; Pattyn, 2010; Tarasov and
Peltier, 2003]. Although these studies provide a simple
way of estimating GHF values in compliance with the
existing measurements of basal ice temperatures, it remains
unclear how the simplified assumptions within these models
and a limited knowledge of past climate variations affect the
resultant GHF values.

[6] The need for better knowledge of the GHF distribution
has motivated several global and regional studies to develop
GHF models using various types of data, such as seismic
tomography, magnetic field observations, and the tectonic
age and geological structure of the bedrock [e.g., Fox Maule
et al., 2005, 2009; Pollack et al., 1993; Pollard et al., 2005;
Shapiro and Ritzwoller, 2004]. For the Greenland region,
only three GHF models are available [Fox Maule et al.,
2009; Pollack et al., 1993; Shapiro and Ritzwoller, 2004].
All of these are based on indirect calculations, with none
constrained by direct measurements. Due to the different
methods used, there are significant discrepancies between the
resulting GHF maps, not only in terms of their spatial patterns
across the extent of the GIS, but also in their mean values.

[7] In this study, we analyze the differences between three
GHF models, namely the tectonic model of Pollack et al.
[1993], the seismic model of Shapiro and Ritzwoller
[2004] and the magnetic model of Fox Maule et al. [2009],
and assess the significance of these differences within the
context of dynamic GIS modeling. We focus particularly on
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the effects the differences between the GHF models have on
modeled descriptions of the present-day and past GIS
topography and thermal regime, using the polythermal ice
sheet model SICOPOLIS [Greve, 1995, 1997a] to model
large-scale GIS dynamics. We perform a series of paleocli-
matic simulations of the GIS controlled by the three GHF
models and compare the resulting modeled basal tempera-
tures and vertical temperature profiles with the measured
ones at the locations of the deep ice cores. A perfect agree-
ment between the modeled and measured temperatures is
unlikely to be obtained, not only because of inaccuracies in
the GHF forcing, but also because of the many simplifying
assumptions in the ice sheet model itself, as well as our
limited knowledge of past climate variations. All of these
factors are presumed to have a strong effect on the modeled
thermal state of the ice sheet. Whereas we cannot accom-
modate all of the limitations of the modeling approach used,
we attempt to estimate the relative contributions of major
model inputs, namely GHF and past climate forcings, on the
resulting basal temperatures and ice thicknesses. Finally, we
report on the successes and failures of the GIS model con-
trolled by each of the three GHF models in view of our
knowledge of the thermal state of the present-day GIS.

2. Methodology and Input Data

2.1. Ice Sheet Model

[8] The ice sheet model SICOPOLIS [Greve, 1995,
1997a] is based on the shallow ice approximation (SIA)
[Hutter, 1982, 1983; Morland, 1984] and the rheology of an
incompressible, heat-conducting, power law fluid [see Greve
and Blatter, 2009; Paterson, 1994]. It simulates the time-
dependent extent, thickness, 3-D velocity, temperature dis-
tribution, water-content and age of grounded ice in response
to external forcing.

[9] The complete set of field equations and boundary
conditions employed by the SICOPOLIS model can be
found in Greve [1995, 1997a]. Here, we only present the
main prognostic equations for the case of the polythermal ice
method (moisture-mixture approach).

[10] The equation for the ice thickness is given by

aH,a(h_b):—%—%—kav—ab (1)

ot ot ox oy

where x and y are the horizontal Cartesian coordinates, z is
the vertical Cartesian coordinate defined as elevation above
sea level, ¢ is the time, 4 is the z-coordinate of the ice surface,
b is the z-coordinate of the ice base (lithosphere surface),
H is the ice thickness, g, and g, are the components of the
horizontal mass flux, a, is the accumulation-ablation func-
tion at the ice surface, a, is the basal melting rate, and p is
the density of ice.

[11] The equation for the bedrock response to changing ice
loads is expressed as

o 1

e e G0} @

where 7, is the time lag for the lithosphere response, by is
the position of b for the relaxed lithosphere surface without
an ice load, and p, is the density of the asthenosphere.
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[12] The temperature equation for cold ice regions is

oT oT oT or 1[0 [ oT .
et Wt v =— | = (k= | + 2EA(T 2,
ot Y 6x+v) 8y+v 0z pc {62 (,i ) + (T (@)

oz
A3)

where T is the temperature, vy, v,, and v, are the components
of ice velocity, c is the specific heat of ice, x is the heat
conductivity of ice, E is the creep enhancement factor, A(7")
is the rate factor for cold ice, which is dependent upon
the temperature below pressure-melting point (BPMP),
T'=T — T, where T is the temperature of the ice and 7,
is the temperature at the pressure melting point, and f{o) is
the creep function for cold ice, dependent upon the effective
shear stress o.

[13] The water content in temperate ice regions is given by

Ow Ow Ow ow 12 5
E—kvxa—&—vya—y—&-vzgfz ZEA,(w)f,(a)a - D(w)| + CCC,
(4)

where w is the water content (i.e., the mass fraction of water
in the mixture), L is the latent heat of ice, A(w) is the creep
rate factor for temperate ice, fi(o) is the creep function for
temperate ice, D(w) is the water drainage function, and CCC
is the Clausius-Clapeyron correction.

[14] The age of cold (temperate) ice is expressed as

04 04 04 04 %4
A, X A )~ 'z A 1 Dy— ) 5
o Va Tyt T TP (5)
where A4 is the age of the ice and D, is the numerical diffu-
sivity, which is needed for reasons of numerical stability.
[15] The temperature equation for the lithosphere is given by

oT oboT &, O°T
e (©
ot ot 0z p.cp 02

where «, is the heat conductivity of the lithosphere, p, is
the density of the lithosphere, and ¢, is the specific heat of
the lithosphere.

[16] Basal sliding is described by a Weertman-type sliding
law (as in Greve et al. [1998]), modified to allow for sub-
melt sliding as proposed by Hindmarsh and Le Meur [2001]:

_G(T) 7
g P?

Vy(T'h) = ; (7)

where V), is the basal-sliding velocity, 7 is the basal traction
in the bed plane, g is the gravitational acceleration and P =
pgH is the overburden pressure. The stress and pressure
exponents are chosen to be p = 3 and q = 2. The sliding
coefficient C,, depends on the temperature BPMP, T}, via

Cp = e, (8)

where C9 = 10°a~" is the sliding coefficient at the pressure-
melting point, and the constant v = 1°C.

[17] External forcing entering the boundary conditions is
specified by: (i) the mean annual air temperature and ampli-
tude of the seasonal temperature changes, (ii) the surface
mass balance, i.e., precipitation minus evaporation and abla-
tion, (iii) the global sea level, and (iv) the geothermal heat flux.
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[18] Here, we only present the thermal boundary condi-
tions, which are relevant to the present study (for details, see
Greve [1997a]). At the free surface it is given by

T= Ts(x7y>t)7 (9)

where T° is the temperature prescribed by the surface tem-
perature forcing.

[19] The boundary conditions at the cold ice base are
given by

T = (o), (100)
oT oT;
KE - Krg = 7(Vl>)x0'xz - (Vb)ya'yzv (IOb)

where T is the temperature at the top of the thermal litho-
sphere layer (bedrock),  is the heat conductivity of the ice,
(vp)x and (vp), are the components of the basal-sliding
velocity given in (7), and oy and o, are the components of
the stress tensor.

[20] Boundary conditions at the temperate ice base over-
lain by a temperate ice layer are as follows

T =Ty ) = T, (11a)
1 orT*
= - r_r Xz iz | 11
a, P (Hﬁ Fr o + (V) 00 + (vb)y0y> (11b)

where T* is the pressure-melting point of the ice, and (3 is the
Clausius-Clapeyron gradient.

[21] Boundary conditions at the temperate ice base (not
overlain by a temperate ice layer) are the following

T=T/(xyt)=T", (12a)
1 oT oT;
a, = p_L (/ig — R + (v),0x: + (vb)yayz). (12b)

[22] The thermal boundary condition at the base of the
thermal lithosphere layer is given by

b
Féraaizr = —0Ogur, (13)
where T2 is the temperature at the base of the thermal lith-
osphere layer (bedrock) situated at the depth H, below the
ice base (see Table 1), and Qg is the GHF forcing.

[23] The thermomechanical coupling is described by the
temperature-dependent rate factor, A(7") [Greve et al.,
1998]. The isostatic adjustment of the lithosphere to the
changing ice load (equation (2)) is modeled by the local-
lithosphere-relaxing-asthenosphere approach with a relaxa-
tion time 7, = 3000 years (for more details, see Greve [2001]
and Le Meur and Huybrechts [1996]). Surface melting is
parameterized by the degree-day method [Reeh, 1991] and
the semi-analytical solution for the positive-degree day
integral [Calov and Greve, 2005]. The positive degree day
factors are identical to those used by Greve [2005].

[24] The four main paleoclimatic simulations described in
sections 3.1 and 3.2 employ a horizontal grid spacing of
10 km by 10 km, corresponding to 165 (east-west) by 281
(north-south) grid points in the stereographic plane, whereas
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Table 1. Standard Physical Quantities Used for the Simulations in
This Study

Quantity Value

Density of ice, p
Specific heat of ice, ¢
Heat conductivity of ice, x

910 kg m~*
(1463 +7.253 T[K]) J kg ' K™!
9.828¢ 00577 Kl yy =1 K !

Latent heat of ice, L 335 kJ kg !
Clausius-Clapeyron gradient, 3 87 x 107*Km™'
Density x specific heat of the 2000 kJ m 3 K™!
lithosphere, p,c,
Heat conductivity of the 2Wm 'K!
lithosphere, &,
Thickness of the upper 5 km
lithosphere layer, H,
Time lag for lithosphere response, 7,, 3000 years
Density of the asthenosphere, p, 3300 kg m >

the sensitivity tests discussed in sections 4.1 and 4.2 have
been carried out using a horizontal grid spacing of 20 km by
20 km, corresponding to 83 (east-west) by 141 (north-south)
grid points in the stereographic plane. For the cold ice layers,
81 grid points in the vertical direction are mapped to [0, 1]
intervals using the o-transformation, such that z = 0 indicates
the ice-bedrock boundary and z = 1 is the free ice surface
[Greve, 1995]. The equations for the temperate basal layer, if
present, and the bedrock are each solved for 11 equidistant
grid points in the vertical direction. The standard physical
quantities used for the paleoclimatic simulations are given in
Table 1.

[25] The enhancement factor E is coupled to the accumu-
lation time ¢,.. = t — A which denotes the moment when an
ice particle has been deposited on the surface of the ice
sheet:

L faee < —132

L =132 <ty < —114.5
s 1145 <fpe < —11°
9 taccgfll

(14)

—_ ) = W

where the age of the ice, 4, the time, ¢, and the accumula-
tion time, f,.., are given in thousands of years (kyr), #,.. <
—132 kyr means that the ice particle was deposited during
the pre-Eemian period, —132 < ¢,.. < —114.5 during the
Eemian period, —114.5 < #,.. < —11 during the Wisconsin
period, and ¢,.. > —11 during the Holocene period.

[26] Initial conditions are provided by spin-up simulations
from 250 to 150 kyr before present (BP) with different GHF
distributions (see section 2.3). The spin-up simulations start
with the present-day surface and bedrock topographies
[Layberry and Bamber, 2001] as the initial state (i.e, an ice-
covered initial state). The temperature of the initial ice body
is uniformly set equal to —10°C and the initial age of the ice
is set to 15 kyr [Greve, 1997b].

07
Tmin -
Smm(ev 0, I’l) = Pma(0> Q, t) .
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2.2. Climate Forcing

[27] The components of climate forcing are taken to be
identical to those used by Greve [2005] with the exception of
time-dependent factors describing air temperature variations
over time, termed the glacial index g(¢), which in this work
are based on the GRIP (Greenland Ice Core Project) ice core
record reaching back to 250 kyr BP [Greenland Ice Core
Project Members, 1993]. Climate forcing is constructed
based on the present-day and Last Glacial Maximum (LGM,
21 kyr BP) distributions of precipitation and surface tem-
peratures. The LGM temperature anomaly fields, AT, ;6um
and AT,, ;cu, and the LGM precipitation rates, Pn1a_2GM,
are provided by the atmospheric general circulation model
UKMO [Hewitt and Mitchell, 1997] and corrected for tem-
perature changes due to varying ice-surface elevation
[Greve, 2005]. The glacial index g(f) is employed to scale
the precipitation and surface-temperature fields between the
present-day and LGM climatic conditions. It is defined such
that g(#) = 1 denotes LGM conditions, while g(z) = 0 corre-
sponds to the present-day climatic conditions.

[28] The mean annual and July (summer) surface tem-
peratures are parameterized by

Tma(aa (78 t) = Tma_present(ey (ﬂ) + g(t) 'ATma_LGM (01 (P) (153)

T’”j(07 ?, t) = ijﬁp"e»\'em((g? (P) + g(t) : Aij—LGM(67 (/))7 (ISb)
where AT, rom and AT, rca are the mean annual and
mean July LGM temperature anomalies, respectively, and 6
and ¢ are latitude and longitude, respectively.

[29] The present-day surface temperatures, T, presens and
Toj presens» are based on the parameterization by Ritz et al.
[1996], fitting the observed present-day temperature fields.

[30] Monthly temperatures are calculated assuming a
sinusoidal annual cycle, given by

—4
T (0,0, t,1) = Tpa(0, 0, 1) + Sin((n G )7r>

'(ij(ev ¢7t) 7Tma(97¢7t))7 (16)
where n =[1, ..., 12] is the number of the month.
[31] Mean annual precipitation rates are computed as

Pma(07 @, t) = szl_present(ev (0) ! (APmu_LGM(ev (0))75’([)7 (17)

where APmaiLGM(ea ¢) = PmaiLGM(G’ w)/PmaJ)resent(aa QD) is
the LGM anomaly of the rate of precipitation.

[32] The present-day mean annual precipitation rates
Pa_present are based on the digitized accumulation map of
Calanca et al. [2000]. Mean monthly precipitation rates are
assumed to be equal to the mean annual rates and are con-
verted into snowfall based on the relationship given by
Marsiat [1994]:

Tmm(ga ®?, t7 n) > Train
(18)

T, rain —

1,

TS‘ now

3 Tsnow < Tmm(07 ®?, t7 n) < Tmin )

mm(gv ?, Z7 }’l) =< Tmow

where T,,,, = —10°C and T,,,, = +7°C.

4 of 16



F02025

ROGOZHINA ET AL.: HEAT FLOW EFFECTS ON GREENLAND ICE SHEET

F02025

110

100

30
[]

50

Figure 1. The GHF models used in this work as input for modeling the GIS evolution [mW/m?]. (a) The
tectonic model of Pollack et al. [1993]; (b) The seismic model of Shapiro and Ritzwoller [2004]; (c) The
magnetic model of Fox Maule et al. [2009]. Black boundaries indicate the present-day coastline and area
covered by the GIS. The black crosses are the locations of deep ice cores.

2.3. Geothermal Heat Flux Models

[33] The first GHF model considered in this study is the
tectonic model of Pollack et al. [1993] (Figure 1a), which is
based on the premise that similar geological units should
display similar heat flow. The authors compiled heat flow
observations from around the world and devised 21 categories
(9 for continental lithosphere) of different tectonothermal ages
and geological characteristics (geological units). The mean
heat flow values based on the measured GHF values were
calculated using an areal weighting of all grid elements with
the same geological characteristic, and then assigned to the
appropriate geological unit. The final global distribution of
GHF was represented by a spherical harmonic expansion up
to degree and order 12. The weakness of the model is its crude
resolution (>1000 km) smoothing out the regional patterns
of the resultant GHF distribution, and the poor knowledge of
the geological structure under the GIS.

[34] The second GHF model is the seismic model of
Shapiro and Ritzwoller [2004] (Figure 1b), which is derived
from a 3-D seismic tomography model of the crust and upper
mantle and the assumption of structural analogies between
well-studied and unsurveyed regions. The model is based on
the fact that there is a strong correlation between seismic
tomography and mantle temperature. The weakness of the
model is the assumption that crustal radioactive heat pro-
duction is similar in regions with similar crustal structures.
The spatial resolution of the model is 2° x 2° (2° being
equal to 100—150 km at the latitudes of Greenland) [Shapiro
and Ritzwoller, 2002].

[35] The third GHF model is the magnetic model of Fox
Maule et al. [2009] (Figure 1c) which uses high-quality
magnetic field data derived from the @rsted, CHAMP and
SAC-C satellite missions to map remnant crustal magnetiza-
tion. This allowed the authors to first estimate the thickness

of the magnetic crust and then determine the GHF values.
Their thermal model of the crust is based on the assumption
that the lower boundary of the magnetic crust coincides with
the Curie isotherm. The authors considered a 4-layer model of
crustal thermal conductivity and heat production. However,
the method employs several simplifying assumptions, most
importantly, it neglects variability in crustal radioactive heat
production with respect to lithology. The GHF values are
averaged over thomb-shaped cells with areas of thousands of
square kilometers (a few hundred kilometers in extent).

[36] In addition to the three GHF models, we employ as
input to the ice sheet modeling a spatially uniform GHF
forcing of 63 mW/m?, which is the mean of the seismic and
magnetic GHF values averaged over the Greenland region.

3. Results

3.1. The Influence of GHF Forcing on the GIS History

[37] We now examine the long-term effect of different
GHF forcings on the evolution of basal temperatures and
GIS volume during the last 150 kyr. For this purpose, we
conduct a series of paleoclimatic simulations, which we
designate as TRS (Tectonic Regionalization Simulation),
STS (Seismic Tomography Simulation), MDS (Magnetic
Data Simulation) and U63S (Uniform 63 mW/m? Simula-
tion), controlled by the tectonic, seismic, magnetic and
spatially uniform GHF fields (see section 2.3), respectively.
In all cases, the heat flux is constant over time. These
simulations are driven by the same time-dependent climate
forcing, which is based on the ice surface temperature
history inferred from the GRIP ice core record (Figure 2a;
in addition see section 2.2).

[38] It should be noted that after the initialization proce-
dure (approximately 100 kyr), the influence of the choice
of initial state (see section 2.1) on the modeled GIS and its
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Figure 2. Response of the GIS model to the different GHF inputs and temporal variations in climatic con-
ditions. (a) Time-dependent component (glacial index) of the climate forcing based on the GRIP ice core
record [Dansgaard et al., 1993]. The first 100 kyr are required to initialize the GIS model; (b) GIS volume;
(c) Basal temperatures averaged over the area where the ice thickness is greater than 1.5 km; (d) Temperate
base area with nonzero basal melting relative to the total GIS-covered area at each time slice.
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thermal state is insignificant, as demonstrated by Rogozhina
et al. [2011].

[39] In Figures 2b—2d, we show the response of the
evolving GIS to the different GHF inputs by comparing the
modeled evolutions of ice volume, mean basal temperature
averaged over the area with ice thicknesses over 1.5 km, and
temperate basal area relative to the total ice-covered area.
The highest basal temperature, largest temperate base cov-
erage and lowest ice volume over the course of the whole
modeled GIS history result from the TRS (Figure 2, red
curves) as a consequence of the higher heat flux relative to
the GHF forcing employed by the other simulations.

[40] The present-day volumes from the STS, MDS and
U63S (Figure 2b, blue, green and black curves, respectively)
are 10%, 4.6% and 5.25% larger, respectively, than that
from the TRS (Figure 2b, red curve). In general, despite the
same climate forcing driving these simulations, the use of
different GHF models results in different scenarios of the
history of the GIS and its thermal regime. For example,
during the LGM (21 kyr BP), the total ice volumes resulting
from the STS, MDS and U63S are 8.6%, 4.1% and 5.1%
larger, respectively, than that from the TRS.

[41] The TRS arrives at temperate basal conditions over
75% of the modeled present-day ice-covered area
(Figure 2d, red curve; see also section 3.2 and Figure 4a),
with the lowest temperate basal coverage (48%) during the
LGM, whereas the highest temperate basal coverage (79%)
is reached shortly after the Eemian interglacial. The tem-
perate basal coverages resulting from the STS, MDS and
U63S are about 40%, 19% and 26% smaller, respectively,
throughout the modeled history.

[42] A relatively small difference of about 1°C between
the mean basal temperatures computed by the TRS
(Figure 2c, red curve) and MDS (Figure 2c, green curve) can
be explained by the presence of large temperate base areas
with basal ice at the pressure-melting point in both modeled
GISs (Figure 2d; see also section 3.2 and Figures 4a and 4c).
The present-day basal conditions in the inland part of the
GIS computed by the STS (Figure 2¢, blue curve) are by
comparison 3°C to 4°C colder, indicating a major difference
in its thermodynamic state relative to the other two modeled
ice sheets.

[43] The evolution of the basal thermal regime and ice
volume resulting from the U63S (Figures 2b-2d, black
curves) shows a surprising similarity with the results from
the MDS throughout the modeled history, despite it having
GHF values 5-20 mW/m? lower in the central and southern
inland areas and 5-15 mW/m? higher in the northern area
compared to the magnetic GHF model (see Figure 1c). The
basal temperatures produced by the U63S are slightly lower
(from 0.1°C during the post-Eemian buildup to 0.3°C during
the Holocene meltdown of the GIS) when compared to the
MDS results, with the temperate ice area being 2-8%
smaller and the GIS volume being slightly larger. Overall,
the effects of the differences between the uniform and
magnetic GHF models on the analyzed quantities of the
modeled GIS are, however, minor, compared to the effects
of the differences between the tectonic, seismic and mag-
netic GHF models.

[44] Figure 2c shows that the amplitudes of basal tem-
perature changes throughout the glacial-interglacial period
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are smaller for the simulations with higher basal tempera-
tures than for those with lower basal temperatures. Indeed,
during the last 150 kyr, the basal conditions associated with
the TRS vary in temperature by only 0.64°C, whereas the
variations according to the MDS, U63S and STS amount to
1.13°C, 1.26°C and 1.9°C, respectively.

3.2. Modeled Present-Day GIS Versus Observations

[45] In this section, we examine the effects of the different
GHF forcings integrated over the GIS history on the mod-
eled present-day topography and ice temperature distribu-
tion, and compare the modeled and observed ice thicknesses
and temperatures at the locations of the ice cores, where
direct measurements are available.

[46] In Figure 3 the differences between the modeled
and observed present-day ice thicknesses [Bamber et al.,
2001; Layberry and Bamber, 2001] are presented. The first
observation is that all simulations produce significant dis-
crepancies between the modeled and observed thicknesses,
exceeding 1 km at the margins of the GIS and in two large
areas in the most northern and eastern parts of Greenland.
These misfits can be partly explained by the oversimplified
treatment of temporal climate variations and ice sheet mar-
gin dynamics, which are responsible for the shape of the ice
sheet’s boundaries. Furthermore, the modeled ice dynamics
in ice margin areas and in those areas with large horizontal
gradients of bedrock and surface elevations (such as, for
example, mountainous regions in eastern Greenland) suffer
from the fundamental limitations of the SIA-based model
used in our simulations [Bueler et al., 2005; Greve, 1995].
At the same time, the analysis of GHF distribution in the
mountainous and marginal regions is associated with higher
uncertainties due to the strong influence of small- and large-
scale variations in bedrock topography on the GHF values
[van der Veen et al., 2007]. This calls for higher-resolution
estimations of the GHF distribution and far more sophisti-
cated ice-flow models [e.g., Brinkerhoff et al, 2011;
Goldberg and Sergienko, 2011]. For these reasons, in this
study, we focus on the effects of GHF on the inland GIS,
excluding ice margin regions from further discussion.

[47] We can observe that all four simulations equally fail
to reproduce the observed ice thicknesses in southern
Greenland. On the western side of the southern GIS, the
discrepancies between the observed and modeled thick-
nesses vary between 100 and 300 m, whereas the misfit
reaches 400 to 600 m on the eastern side, including the
location of the Dye 3 ice core. Another general tendency
revealed by all four simulations is that the northeastern
part of the GIS is always too thick and the northwestern
part of the GIS is always too thin when compared
with observations.

[48] The present-day GIS resulting from the TRS is gen-
erally too thin, with the exception of its central eastern and
central western parts (Figure 3a). All along the divide the ice
thicknesses are between 100 and 400 m too small compared
to the observed ones. By contrast, northern and central parts
of the GIS computed by the STS (Figure 3b) are 200 to
300 m too thick. Good agreement between the GIS thick-
nesses from the U63S and the MDS, which is only violated
in central northern Greenland, again points out that the
effects of the uniform and magnetic GHF forcings on the
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Figure 3. Differences between modeled and observed present-day ice thicknesses (meters) as a function
of the employed GHF input. (a) TRS-observed, (b) STS-observed, (c) MDS-observed, and (d) U63S-
observed. Black borders indicate the present-day modeled coastlines and margins of ice-covered areas.
Locations of the boreholes (GRIP + GISP2, NGRIP, NEEM, CC and Dye 3) are marked by black crosses

(see Figure 1).

modeled GIS are very similar (see section 3.1). In the north,
the U63S produces 100-150 m too-thin ice relative to the
observed GIS, whereas the MDS provides very good
agreement with the observations in this region. In the central
area close to the GRIP and GISP2 (Greenland Ice core
Project two) ice cores, the GIS computed by the MDS is
slightly thinner than that from the U63S. Among the four
runs, the MDS provides the best fit to the divide thicknesses
of the present-day GIS, with maximum discrepancies from
the observed values not exceeding 50 m (except for the
southern Greenland area).

[49] The present-day basal temperatures BPMP (below
pressure-melting point, see section 2.1), 7', computed by the
four simulations are shown in Figure 4. As already indicated
by the comparison between the observed and modeled ice
thicknesses, the largest discrepancies can be expected in the
southern part of the GIS. The TRS and STS suggest that
most of the basal ice in the southern GIS, including the
location of the Dye 3 station, is close to or at the pressure-
melting point (Figures 4a and 4b). The other two simulations
produce slightly lower basal temperatures BPMP, but again,
these are very close to the pressure melting point, with the
location of the Dye 3 site still lying at the margin of the cold-
ice area surrounding the southern dome (Figures 4c and 4d).
In reality, however, a large part of the southern GIS and the
Dye 3 site itself should have a cold base in compliance with
the extremely low basal temperature values observed at the
Dye 3 site (—13.22°C; measured basal temperatures, 7, can
be found in Table 2).

[s0] Comparing the present-day basal temperatures BPMP
derived from the transient simulations reveals that the TRS
produces higher temperatures overall than the other three
runs, as already suggested by the analysis of the basal tem-
perature evolution (see section 3.1). According to the TRS,
most of the basal ice is close to the pressure-melting point
and basal temperatures, 7, at all ice core locations are too
high compared to the observed values, with the only

exception being the NGRIP site, where this simulation gives
a good fit to the observed temperate basal conditions. Hence,
the modeled basal temperature at NEEM (North Greenland
Eemian Ice Drilling) is at the pressure-melting point as
opposed to the observed non-temperate basal conditions,
while basal ice at the GRIP, GISP2 and CC (Camp Century)
sites has the highest temperatures relative to the results of
the other simulations and is about 6°C too high compared to
the observations.

[51] By contrast, the STS produces the lowest basal tem-
peratures BPMP, 7', and the smallest temperate ice area
among the four runs. With the exception of the marginal
areas, basal temperatures BPMP computed by the STS lie
within the range of —4.5°C and —11°C over most of the
northern and central parts of the present-day GIS (Figure 4b).
The modeled basal temperatures, 7, at the locations of the
GRIP, GISP2 and NGRIP stations are 3.2°C, 2.6°C and
6.1°C, respectively, too low in comparison to the observed
values. The computed basal temperatures at the CC and
NEEM sites are both in agreement with the available data
(see Table 2).

[52] The basal temperatures, 7, from the MDS are about
5°C too high in the area of the GRIP and GISP2 stations
(Table 2), but are close to the observed values at the NGRIP
and CC and in agreement with the cold-ice conditions
observed at NEEM. The MDS produces a very large tem-
perate base area (Figure 4c) occupying more than 56% of
the present-day GIS-covered territory, whereas large non-
temperate areas are spread over most of the northern GIS and
around the central and southern summits.

[53] The U63S produces the best agreement of the four
runs with the observed basal temperatures at the locations of
GRIP, GISP2 and Dye 3. It gives a temperature slightly
below the pressure-melting point at the NGRIP base and a
cold ice base at NEEM, in agreement with observations,
with only the CC site having temperature that is too high, by
4.5°C. Although the modeled basal temperature at the Dye 3
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Figure 4. Basal temperatures BPMP (°C) computed using the (a) TRS, (b) STS, (¢) MDS, and (d) U63S.
Gray dashed lines indicate the boundaries of the modeled temperate base. Black borders indicate the
present-day modeled coastlines and margins of ice-covered areas. Locations of the boreholes (GRIP +
GISP2, NGRIP, NEEM, CC and Dye 3) are marked by black crosses (see Figure 1).

location is still unrealistically high, the cold-ice area around
the southern dome predicted by the U63S is the largest rel-
ative to the results of the other three runs.

[54] In agreement with the existing data and estimations
[Fahnestock et al., 2001; Grinsted and Dahl-Jensen, 2002;
Dahl-Jensen et al., 2003; Anderson et al., 2004; Buchardt
and Dahl-Jensen, 2007], both the MDS and U63S suggest
a temperate ice base in the present-day central-northern GIS.

[s5] In Figure 5, we present modeled versus measured
temperatures, 7, at the locations of the GISP2, GRIP,
NGRIP and Dye 3 ice cores (see Figure 1 for their locations)
[Clow et al., 1996; Cuffey et al., 1995; Johnsen et al., 1995]
and differences between modeled and measured temperature
profiles at the locations of GISP2 and GRIP. The tempera-
ture profiles from the U63S show the best agreement with
the measured profiles from GRIP and GISP2, although
the modeled temperatures of the uppermost ice layers are
slightly too low. Below 400 m ice elevation (above the
bedrock), however, the computed profiles diverge from the
measured ones and arrive at 1.6°C and 2.2°C too-high tem-
peratures at the ice sheet base as compared to the measure-
ments at GRIP and GISP2, respectively (Figures 5f and 5Se,
black curves). The profiles resulting from the MDS and
especially TRS show too-high temperatures between the
ice base and 2000 m elevation above the bedrock, with
the misfit increasing with depth and the discrepancies
reaching 5°C to 6.5°C at the bases of the GRIP and GISP2
boreholes (Figures 5f and Se, green and orange curves).
The STS produces too-low temperatures all along the two
profiles, being 1.6°C too-low at the surface due to the
lapse rate (0.79°C per 100 m) and about 3°C too-low at the
base (Figures Se and 5f, gray curves). The ice at the loca-
tions of these two drill sites is also 200 m too thick compared
to the measured values (Figures 5a and 5b). All modeled
results show significant differences with respect to the
observed vertical temperature gradients at the base of the
Summit region.

[s6] At the NGRIP site (Figure 5c), the STS produces
ice almost 200 m thicker, with the surface and basal

temperatures being 1.5°C and 6.1°C lower than observed.
By contrast, the modeled ice thicknesses, and surface and
basal temperatures resulting from the other three simulations
agree well with the observed values at this location.

[57] Finally, at the Dye 3 location (Figure 5d), all modeled
temperature profiles closely coincide with each other,
although the temperatures from the STS and TRS are
slightly higher. All four simulations produce an ice thickness
450 m too thin, with temperatures almost 4°C too high at the
surface, mostly due to the lapse rate, and 11°C-12°C too
high at the base.

4. Sensitivity Analysis

[58] Given the fact that the climate evolution that drives
our GIS model is defined in an overly simplified way (see
section 2.2), it is reasonable to assume a significant contri-
bution of inadequacies in the past climate forcing to the
misfit between the observed and modeled states of the
present-day GIS (see section 3.2). Even in central Green-
land, where surface temperature forcing is based on paleo-
climate reconstruction, the precipitation history remains
poorly constrained. In the following sections, we therefore
aim at analyzing the sensitivity of the modeled ice thick-
ness and basal thermal state of the present-day GIS to all
major forcing components, namely precipitation, surface

Table 2. Modeled Versus Observed Basal Temperatures (°C) at
the Deep Ice Core Sites of the GIS

TRS STS MDS U63S Observed
GRIP  —2.64 —11.743  —3.711  —6924  —8.56
GISP2  —2.672 —11.65 —3.581  —6.85 —9.05
NGRIP  —2.566° —8.49 —2.62°  —2612° 24"
cC —7.197  —13.13  —11.884 —8.57 —13
Dye3  —1337° —1339"° —1.5524 —226 —13.22
NEEM  —2.11*  —1224  —6.6427 —4.99 Non-temperate®

“Temperate base.
bPopp et al. [2010] and Dahl-Jensen [2010].
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Figure 5. Simulated present-day temperature profiles resulting from the TRS (orange), STS (gray), MDS
(green), and U63S (black) for the locations of (a) GISP2, (b) GRIP, (c) NGRIP and (d) Dye 3 ice cores
(see Figure la). Differences between the measured and observed temperature profiles at the locations of
the (e) GISP2 and (f) GRIP from the bedrock to the observed thickness of the ice surface. Dashed red
curves indicate the measured temperatures at the GRIP and GISP2 sites. Red crosses indicate measured

temperatures at the present-day base and ice surface.

temperature and GHF forcings, in order to estimate the
potential of each forcing component to influence the agree-
ment between the observations and the modeled quantities.

4.1. Sensitivity of the Modeled Basal Temperature
and Thickness of the Present-Day GIS
to Climate Forcing

[59] To analyze the possible effects of inadequacies in the
past climate forcing on the ice thicknesses (Figure 3) and
basal temperatures (Figure 4) of the present-day GIS, we
designed four series of paleoclimatic simulations. These are
driven by colder/warmer climate conditions and higher/lower
precipitation rates during the last glacial (Wisconsin, 110 to
20 kyr BP) period and the Holocene period (11 kyr BP to the
present) relative to the climate forcing employed by the ref-
erence simulation, U63S (details of each series of simulations
are in Table 3). In the first two series of simulations, SS TW

and SS TH, the temperature forcing is perturbed by
increasing/decreasing surface temperature by a portion Pf (in
%) of the surface temperature employed by the U63S for each
grid point and time step during the Wisconsin and Holocene,
respectively.

[60] Note that when we refer to a positive perturbation in
surface temperature, for temperatures below 0°C, this will
lead to a cooling of the climate forcing, and vice versa for a
negative perturbation, e.g., a surface temperature of —40°C
perturbed by +10% will be —44°C. This is expressed by

Zir(a,qo,t) =T (0,9,1) <1 +%), for T,, <0. (19a)

[61] However, in some cases the mean annual surface
temperature T, is positive. In these cases we still define
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Link Between Pr (%) and Pt, (units)®

Series of Perturbed Forcing Perturbation Perturbation Pt (%)

Simulation® Component (units) Period (kyr BP) Relative to U63S° GRIP Dye 3

SS TW Surface temperature, Wisconsin 110 =20 —20, —15, —10, —5, 45, +10, +10% equals - 4.8°C +10% equals -3.3 (°C)
T1a(0, ¢, 1) (°C) +15, +20

SS TH Surface temperature, Holocene 11-0 —10, =5, +5, +10, +15, +20 +10% equals - 3.36°C +10% equals - 2.36 (°C)
T8, 9, 1) (°C)

SS PW Precipitation, Wisconsin 110-20 —20, —15, —10, —5, +5, +10, +10% equals + 12.3 mm/a +10% equals + 28.1 (mm/a)
P8, o, t) (mm/a) +15, +20

SS PH Precipitation, Holocene 11-0 -20, —15, —10, —5, +5, +10, +10% equals + 20.9 mm/a +10% equals + 52.7 (mm/a)
P,..(0, ¢, 1) (mm/a) +15, +20

SS_GHF GHF (mW/m?) 250-0 —20, —15, —10, =5, +5, +10, 10% = 6.3 (mW/m?)

+15, +20

SS, sensitivity simulations; T, temperature; P, precipitation; W, Wisconsin; H, Holocene; GHF, geothermal heat flux.
egative perturbation in surface temperature, Pt, corresponds to warmer climate conditions and vice versa.
°Pt, is the deviation of perturbed forcing component from the unperturbed one (as in the U63S) averaged over the perturbation time at the GRIP/

Dye 3 location.

a positive perturbation as a cooling of the climate forcing,
and vice versa for a negative perturbation, e.g., a surface
temperature of +5°C perturbed by +10% becomes +4.5°C.
This is in turn expressed as

P
T7(0,0,0) =T _(6.9,1)- (1 —ﬁ), for T,, >0.  (19b)

[62] In the second two series of simulations, SS_ PW and
SS PH, we perturb precipitation forcing by a portion Pt
(in %) of the precipitation rates employed by the U63S,
again for each grid point and time step and during the same
perturbation periods:

100 (20)

PP (0,0,1) = Ppa(0,0,1)- (1 + ﬂ),
where a positive perturbation P¢ leads to increased precipi-
tation, and the opposite for a negative perturbation.

[63] The resulting present-day basal temperatures and ice
thicknesses as functions of the perturbations in precipitation
(left) and surface temperature (middle) forcings during the
Wisconsin (blue) and Holocene (red) at the locations of the
GRIP (crosses) and Dye3 (diamonds) drill sites are shown in
Figures 6a—6f.

[64] At the GRIP site, the responses of basal temperature
and ice thickness to perturbations in precipitation forcing are
nearly linear, as opposed to their responses to perturbations
in the surface temperature forcing. Nonlinearity in the
response of the GRIP ice column to increasing Wisconsin
temperature is due to the changing rheological properties of
ice as it approaches the pressure-melting point, while the
nonlinear response to even moderately warmer Holocene
climate (relative to the U63S forcing) is caused by instabil-
ities in the GIS. This is indicated by the GRIP ice column
being 400 m thinner under conditions of a 10% warmer
Holocene climate (Figure 6f) and by the complete disinte-
gration of the southern GIS as a result of the 5% higher
temperatures during the Holocene (Figure 6d).

[65s] Both the southern and central GIS areas appear to be
very sensitive to perturbations in Holocene precipitation.
A 10%-deficit of precipitation (relative to the U63S forcing)

results in the ice sheet being 250 m thinner at Dye 3 and
65 m thinner at GRIP, while a 10% higher Holocene pre-
cipitation results in 65 to 70 m thicker ice in both locations
(Figures 6a and 6¢). The latter responses of the present-day
GIS indicate that the scenarios for the Holocene climate
being warmer or drier than that employed by the U63S are
unlikely to be realistic.

[66] The effects of the Wisconsin precipitation forcing on
the GRIP thickness are rather minor (Figure 6¢, 18 m per
10%), whereas the present-day Summit grows extensively in
response to perturbations in the Wisconsin temperature
forcing (Figure 6f). Thus, a 10% cooling of the Wisconsin
climate conditions leads to almost 100 m thicker ice. The
present-day basal temperature is strongly affected by the
Wisconsin precipitation (0.55°C per 10%) and surface tem-
perature (2°C per 10%) forcings, whereas the effects of the
Holocene forcing components on basal temperatures are less
pronounced (0.17°C and 0.04°C per 10%, respectively).

[67] At Dye 3 location, the present-day ice thickness
responds strongly to the perturbations in the Holocene cli-
mate conditions, while remaining rather insensitive to
changes in both the Wisconsin precipitation and temperature
forcings (Figure 6a and 6d). By contrast, the responses of the
Dye 3 basal thermal conditions to perturbations in Holocene
and Wisconsin temperatures are very similar (Figure 6e),
with basal temperature decreasing by approximately 0.25°C
for each 10% that the surface temperature is decreased.
Perturbations in the Holocene and Wisconsin precipitation
forcings have the opposite effects on basal temperatures,
showing that an increase in Holocene precipitation makes
the southern GIS thicker, but also increases basal tempera-
tures, thereby enhancing the misfit between the measured
and modeled basal temperatures.

4.2. Relative Effects of the Climate and GHF Forcing
Components on the Present-Day GIS

[68] The second part of the sensitivity analysis aims to
examine the relative effects of the three major forcings of the
GIS model, namely the precipitation and temperature histo-
ries and the GHF forcing, on the basal thermal state and
ice thickness of the present-day GIS. For this purpose,
we introduce a fifth series of paleoclimatic simulations
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(SS_GHF), which is driven by a number of spatially uniform
GHF forcings. SS_GHF uses GHF values that are up to 20%
lower or higher than the value of 63 mW/m? employed
by the reference simulation (Table 3). The resulting pres-
ent-day basal temperatures and ice thicknesses as functions
of perturbations in GHF at the locations of the GRIP

(crosses) and Dye3 (diamonds) drill sites are shown in
Figures 6g—6i.

[69] The GHF forcing strongly affects the modeled pres-
ent-day GRIP thickness (Figure 6i), while its effects on the
Dye 3 ice thickness are rather moderate (Figure 6g), espe-
cially in comparison to the effects of the Holocene climate

Perturbation in Perturbation in
— "
precipitation (%) surface temperature (%) Perturbation In'GHF {2}
-20 -10 0 10 20 -20 -10 0 10 20 20 10 0 -10 -20
— 1 8 l 1 I 'l ' 1 I L I l 'l l A l A l 'l l l L I L ' L l L l 1 8
E . .
= - E 4 o} . L
% 16 002’ 5o 4 +16
® 1P T 000003000 000000099 PODDPRX A A B
£ 144 S i e - 1.4
(2]
: { A | { D 1 G |
Q 1.2 l L] l L) ' LJ l LJ l l L l L] l v l L] l l L) l L] ' L) l v ' 1-2
-20 -10 0 10 20 -20 10 0 10 20 20 10 0 -10 -20
1 Lo 1 o 1 51 51 L 1+ 1 o 1 .1 Lo 1 o1 1,1 A1
<
2 ol 1%6e, T 178, | [ 5
| RAAETE X-2- 24 B AN [ ] o [
3 CIP 2 3
o < L 1 « @ 5 - X < o 3
o -4 B - -4
Otl - Ly - X - -t X 0 o
Q@ B i R ¥ -mmmmmmmmmmmmeeeees o -5
=] - 3 - L - 5
R R 6
8‘ 7 _-,__)_(__’_(__?‘__g_x g oo | -_ | X_ %X 3¢ [ _- ______________ K| -_ 7
g 7 §§:x_ ] ) ’ -
< -8 X % % -8
g - 3 - 3 - 3
m -9 X e T - -9
S0 X -10
e 3 - = C x oo
B E-x  —
i E 4 I a < F
-12 rT vt L LI LU UL -12
-20 10 0 10 20 -20 10 0 10 20 20 10 0 -10 -20
Lo 1 o 1 51 5,1 Ll o 1. 1.1 Lo 1 o 1 o 1 5 1
;E: 3.2 s ssnasasire e xx- : i %4+ 3.2
= | x [ xx [ A % i
8 3_xxx§x§xxx_ x*x xx 3
d=> b x X 3 % x X
3..]1x" [ [ ] [
£ 2.8 e e i - 2.8
o . L s . !
L s C ————————————— - * F R | --------------- - 2.6
l L] I L] I L) ' L] I l LJ ' l LJ l v ' l v ' v l L] l L] l
-20 -10 0 10 20 -20 10 0 10 20 20 10 0 -10 -20
Dye 3 GRIP
& X Results of the reference run (U63S)
O X Perturbation in the Wisconsin forcing (SS_TW and SS_PW)
Yeod X Perturbation in the Holocene forcing (SS_TH and SS_PH)
o X Perturbation in the GHF forcing (SS_GHF)

Figure 6

12 of 16



F02025

forcing (Figures 6a and 6d). In general, the responses of both
basal temperatures and ice thicknesses to the same pertur-
bations in the GHF forcing are stronger at the GRIP site
(2.45°C and 100 m per 10%, respectively) than at Dye 3
(1.1°C and 20 m per 10%, respectively). It is also striking
how similar the responses of the GRIP and Dye 3 ice
thicknesses are to the perturbations in the GHF and Wis-
consin temperature forcings. However, in both locations,
the responses of basal temperatures to the changes in the
GHF forcing are considerably stronger than their responses
to the Wisconsin temperature perturbations.

[70] Since the response of the GRIP basal thermal state to
all forcing components is almost linear, we can link the
effects of the GHF forcing and the two climate forcing
components by comparing their contributions. Even in those
cases where the responses are nonlinear, we are still able
to provide estimates for the relative contributions of the
different forcing components. We will only consider cli-
mate forcings during those perturbation periods which
significantly influence the basal thermal state, namely
Wisconsin precipitation and temperature at the GRIP
location and both the Wisconsin and Holocene climate
forcings at Dye 3.

[71] The effect of a perturbation in the uniform GHF
forcing by 10% (6.3 mW/m?) is equivalent to those from the
perturbations in the Wisconsin temperature forcing by
12.5% at the GRIP location and by approximately 20% at
the Dye 3 site. The response of basal temperatures to the
maximum perturbation in Wisconsin precipitation (20%)
resembles their responses to a GHF perturbation of 3 to 5%
(2-3.1 mW/m?) in both the central and southern GIS
areas. A 20%-perturbation in Holocene temperature con-
tributes to the Dye 3 basal thermal regime as much as an
11%-perturbation in the GHF forcing (7 mW/m?), while
the effects of Holocene precipitation on the southern GIS
appear quite different from the effects of perturbing the
GHF forcing.

5. Discussion

5.1. Spatially Variable GHF Models Versus Spatially
Uniform GHF Distribution Under the GIS

[72] The results presented in section 3.2 suggest that the
simulation U63S, driven by a spatially uniform GHF forc-
ing, produces a considerably better fit to the majority of the
observational data considered in this study than the other
simulations, driven by spatially variable GHF forcings. This
raises questions about the credibility of these GHF models
within the context of GIS modeling.
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[73] The GHF value of 63 mW/m” used in the U63S
represents the mean of the averaged GHF values over the
Greenland territory that are suggested by the magnetic
(68 mW/m?) and seismic (58 mW/m?) GHF models. The
tectonic GHF model was not considered while calculating
this mean value, because a number of previous studies have
already identified the tectonic GHF model as providing too
high GHFs under most of the GIS-covered territory [e.g.,
Greve, 2005; Tarasov and Peltier, 2003]. This conclusion
is well supported by the results of the present study (see
section 3.2). In any case, the GHF value of 63 mW/m? is
significantly larger than those used by most GIS modeling
studies [e.g., Abe-Ouchi et al., 1994; Calov and Hutter,
1996; Huybrechts, 2002], but is supported by the results of
Greve [2000] and Lhomme et al. [2005].

[74] Despite the value of 63 mW/m” lying between the
two averages of the seismic and magnetic models, the U63S
reveals a close correspondence to the results of the MDS, but
not to the STS (Figures 2 and 3). This fact can be explained
by the following effects: (1) Both the magnetic and spatially
uniform GHF models include GHF values that are suffi-
ciently high to form large areas with basal temperatures
close to the pressure-melting point. (2) The magnetic model
gives a mosaic of small-scale patterns with higher and lower
GHF values that do not have the power to strongly heat or
cool large parts of the GIS. (3) By contrast, the low GHFs
provided by the seismic model enhance the thickening of the
most ancient central and northern parts of the GIS through-
out the modeled history.

[75] In the northern, western and southern-southeastern
parts of Greenland, both the magnetic and seismic models
reveal a close correspondence, suggesting similar GHF
features and a northwest to southeast horizontal gradient.
Thus, a large difference between the averaged GHF values
for these two models (10 mW/m?) is mostly due to an 8-to-
35-mW/m? difference between the GHF values predicted
by the two models in central Greenland (see Figures 1b
and 1c). The results discussed in section 3.2 indicate that
the STS produces systematically too low basal temperatures
in the central GIS as opposed to the MDS, which produces
too-high basal temperature values in the central non-tem-
perate areas where observations exist (see Table 2). The
mean GHF value of 63 mW/m? lies between the too-low
GHF values from the seismic model and too-high GHF
values from the magnetic model, thereby producing a better
fit with the temperature measurements in central Greenland.
This fact indicates that both the seismic and magnetic GHF
models produce reasonable GHF values for the Greenland

Figure 6. Simulated basal temperatures and ice thicknesses resulting from the series of sensitivity tests, SS TW and
SS PW (blue), SS TH and SS_PH (red), SS_GHF (green), and the reference simulation, U63S (black), at the locations
of the GRIP (crosses) and Dye 3 (diamonds) boreholes. The responses of modeled ice thicknesses to perturbations in the
Wisconsin (blue) and Holocene (red) precipitation rates are shown at the locations of (a) Dye 3 and (c) GRIP. (b)
Corresponding responses of modelled basal temperatures at Dye 3 (diamonds) and GRIP (crosses) are given. The responses
of modeled ice thicknesses to perturbations in the Wisconsin and Holocene surface temperature forcing are shown at the
locations of (d) Dye 3 and (f) GRIP. (e) Corresponding responses of modelled basal temperatures at Dye 3 (diamonds)
and GRIP (crosses) are given. Finally, the responses of modeled ice thicknesses to perturbations in the GHF forcing are
shown at the locations of (g) Dye 3 and (i) GRIP. (h) Corresponding responses of modelled basal temperatures at both loca-
tions are given. The measured basal temperatures at these two boreholes are given in Table 2. The observed ice thicknesses
are 3.028 km at GRIP and 2.035 km at Dye 3.
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region, but are unlikely to correctly represent the actual
spatial patterns of the GHF distribution.

5.2. Possible Reasons for the Model’s Failure
in Southern Greenland

[76] In southern Greenland, all four simulations failed to
reproduce either the observed ice topography (Figure 3) or
the measured cold basal conditions (Figures 4 and 5), giving
basal temperatures that are 11°C too high at the location of
the Dye 3 drill site, and ice that is 400 to 600 m too thin. In this
region, where we have the largest misfit with observations,
all GHF models provide relatively high GHFs between 58 and
82 mW/m? (tectonic model: 72 to 82 mW/m?, seismic model:
70 to 80 mW/m?, magnetic model: 58 to 75 mW/m?, and
spatially uniform model: 63 mW/m?). Such high GHF values
contradict the findings of previous studies that suggest low
GHFs (20 to 45 mW/m?) in this region [Dahl-Jensen et al.,
1998; Huybrechts, 1996; Greve, 2005; Gundestrup and
Hansen, 1984; Lhomme et al., 2005; Tarasov and Peltier,
2003]. The results of the above mentioned studies are also
supported by information about low GHF values obtained
from the southern boreholes, Ivigtut and Ilimaussaq [Sass
et al., 1972]. That is why the U63S and MDS, which are
defined by slightly lower GHF values in southern Greenland,
show better agreement with the observed basal conditions
at the Dye 3 site compared to the other two simulations, STS
and TRS.

[77] As discussed above, the tectonic model suffers from
generally too-high GHF values under most of the GIS,
including the southern ice-covered region. In addition, the
resolution of this GHF model is too crude (over 1000 km) to
capture the spatial variations in GHF in this region, which is
500 km wide and 700 km long. It has been suggested by Fox
Maule et al. [2009] that in southern Greenland, the too-high
GHF values provided by the magnetic GHF model may be
due to an overestimation of the crustal heat production.
Inaccuracies in the modeled crustal heat production are
likely to be significant in the south of Greenland, where
measurements obtained from the fairly close boreholes,
Ivigtut and Ilimaussaq [Sass et al., 1972], reveal strong
spatial variability in surface heat production. Given the fact
that the seismic and magnetic models are based on some-
what similar assumptions about crustal heat production [Fox
Maule et al., 2009], it is not surprising that both models
overestimate GHF values in this region. Thus, the large dis-
crepancies between the observed and modeled basal tempera-
tures and ice thicknesses at the Dye 3 station may be partly
attributed to inaccuracies in the GHF forcing at this location.

[78] The sensitivity analysis presented in sections 4.1 and
4.2 suggests that the underestimated ice thickness in south-
ern Greenland is possibly due to the uncertainties in the
Holocene climate conditions rather than the GHF forcing
(Figures 6a, 6d and 6g). The effects of the Holocene precip-
itation forcing are such that, while improving an agreement
with one observable (ice thickness or basal temperature), they
increase the disagreement with another (see section 4.1).
Thus, the misfit between the observed and modeled ice
topographies is unlikely to be due to strongly underestimated
Holocene precipitation (Figure 3). It is therefore clear that a
large portion of the misfit between the observed and modeled
southern GIS can be amended by decreasing the GHF to the
lower values suggested by the previous studies (i.e., 20—
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45 mW/m?) and improving the regional surface temperature
forcing, especially for the Holocene period, by using the
surface temperature reconstruction inferred from the Dye 3 ice
core [Dahl-Jensen et al., 1998].

[79] Finally, we expect that another significant contribu-
tion to the misfit between the observed and modeled south-
ermn GIS is due to the simplifying assumptions within the
modeling approach used [e.g., Soucek and Martinec, 2008],
in particular the absence of explicit ice stream dynamics
[Pattyn, 2010].

5.3. Uncertainties in Past Climate Forcing and Their
Effects on the Present-Day Summit of the GIS

[so] The sensitivity analysis presented in section 4 demon-
strates that the effects of different forcing components on the
GIS are location dependent, therefore the conclusions based
on the analysis of the two locations, both of which are in close
proximity to the GIS divide, are not easy to extend to the GIS
as a whole. Our results are in agreement with those from
previous studies, in that for thinner or more dynamic ice sheet
areas, the roles of both the GHF and the glacial climate
diminish. However, even in the relatively thin and dynamic
southern GIS, which is fostered by the highest precipitation
rates across Greenland, basal conditions are still strongly
affected by the glacial climate forcing (Figure 6e).

[81] The results of the sensitivity analysis suggest that the
misfit between the observed and modeled basal temperatures
in the central GIS could, to some extent, be explained by
inadequacies in the Wisconsin forcing. Given the fact that, in
the Summit region, the modeled ice thickness is close to the
observed one and the surface temperature history is rela-
tively well constrained, it is the inadequacies in the Wis-
consin precipitation forcing that should influence the values
of the modeled basal temperatures to a greater extent. By
contrast, the deviations of the modeled vertical temperature
gradients from the observed ones are believed to be mainly
a product of inaccurate GHF forcing and simplifying
assumptions about ice rheology and internal energy evolu-
tion within the employed dynamic ice sheet model.

6. Conclusions

[s2] We have designed a series of paleoclimatic simula-
tions and sensitivity experiments that have allowed us to
assess the effects of three GHF forcings, namely the mag-
netic model of Fox Maule et al. [2009], the seismic model
of Shapiro and Ritzwoller [2004], and the tectonic model
of Pollack et al. [1993], on the present-day GIS within
the context of dynamic ice sheet modeling. Due to the large
differences in the regional GHF patterns and overall heat
flux into the GIS body predicted by the GHF models, the
three paleoclimatic simulations suggest quite dissimilar
scenarios for the history of the GIS, resulting in large differ-
ences in its present-day thermal regime and topography. After
comparing the direct temperature measurements inferred from
the deep ice core sites and the observed GIS thickness with
the equivalent modeled quantities, we conclude that the sim-
ulation controlled by the tectonic GHF model gives a present-
day ice sheet that is largely too warm and too thin. This
confirms findings of previous studies indicating that the tec-
tonic GHF model generally overestimates GHF values under
most of the ice-covered Greenland region [Greve, 2005;
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Tarasov and Peltier, 2003]. On the other hand, the simulation
controlled by the seismic GHF model produces an ice sheet
that is too cold, and 200 m too thick, over central and northern
Greenland, whereas the resulting southern GIS is 200 to
600 m too thin and too warm by 11°C degrees at the base.
The third simulation, using the magnetic GHF forcing, exhi-
bits a good agreement with respect to the observed state of
the northern GIS, but results in too-high temperatures in the
Summit region and again fails to reproduce either the sur-
face topography or the observed low basal temperatures in
southern Greenland. Finally, for the purpose of comparison,
we have designed a fourth simulation driven by a spatially
uniform GHF forcing under the entire GIS, with a constant
GHF value of 63 mW/m? (this being a mean of the averaged
GHF values from the magnetic and seismic models). This
simulation provides a considerably better fit with the majority
of the used observational data and raises questions about the
credibility of the three addressed GHF models within the
framework of GIS modeling studies.

[83] Sensitivity experiments suggest that the misfit
between the modeled and measured basal temperatures in
central Greenland arises, to a large part, from inaccurate
GHF and Wisconsin precipitation forcings, whereas the
misfit between the measured and modeled vertical tempera-
ture gradients is mostly due to GHF forcing and simplifica-
tions within the modeling approach.

[s4] These sensitivity experiments also reveal that the
failures of all simulations in the southern part of the GIS can
be attributed to both the overestimated GHF values in this
region and inaccuracies in the past surface temperature
forcing, in particular during the Holocene period. The results
of previous studies [Dahl-Jensen et al., 1998; Huybrechts,
1996; Greve, 2005; Gundestrup and Hansen, 1984; Tarasov
and Peltier, 2003] suggest that GHF values should be two
to three times smaller than the values proposed by the
addressed GHF models in southern Greenland. Although
a significant decrease in Wisconsin and Holocene surface
temperatures could possibly result in colder present-day basal
conditions in this region, the temperature forcing required
to fit the observed basal temperatures is unrealistically cold
and not supported by past climate reconstructions.
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