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Abstract Predictions about reservoir temperature change during carbon dioxide in-

jection requires consideration of all, often-subtle, thermal effects. In particular, Joule-

Thomson cooling (JTC) and the viscous heat dissipation (VHD) effect are factors that

cause flowing fluid temperature to differ from the static formation temperature. In

this work, warm-back behavior (thermal recovery after injection completed), as well

as JTC and VHD effects, at a multi-layered depleted gas reservoir are demonstrated

numerically. OpenGeoSys (OGS) is able to solve coupled partial differential equations

for pressure, temperature and mole-fraction of each component of the mixture with a

combination of monolithic and staggered approaches. The Galerkin finite element ap-

proach is adapted for space discretization of governing equations, whereas for temporal

discretization a generalized implicit single-step scheme is used. For numerical model-

ing of warm-back behavior, we chose a simplified test case of carbon dioxide injection.

This test case is numerically solved by using OGS and FeFlow simulators indepen-

dently. OGS differs from FeFlow in the capability of representing multi-componential

effects on warm-back behavior. We verify both code results by showing the close com-

parison of shut-in temperature profiles along the injection well. As the JTC cooling

rate is inversely proportional to the volumetric heat capacity of the solid matrix, the

injection layers are cooled faster compared to non-injection layers. The shut-in tem-

perature profiles are showing a significant change in reservoir temperature; hence it is

important to account to thermal effects in injection monitoring.
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1 Introduction

Enhanced gas recovery (EGR) is an important technology for gas production from

depleted reservoirs (Oldenburg et al. (2004); Kühn et al. (2011); Yang et al. (2011);

Becker et al. (2012)). To this purpose carbon dioxide is injected into the reservoir en-

hancing the natural gas production. The subsurface system consists basically of two

elements, (i) wellbore and (ii) reservoir. Models are developed and used for controlling

the thermodynamic processes within the wellbore to guarantee optimal carbon diox-

ide injectivity and characterizing large-scale reservoir properties to assess the long-

term effects of EGR (Singh et al. (2011); Böttcher et al. (2011); Singh et al. (2012);

Esposito et al. (2010)). Typically, gas reservoirs consist of multiple layers of different

types of rock. Layers of the reservoir usually have different properties, such as thick-

nesses, porosities and permeabilities that tend to cause differential depletion during

reservoir exploitation. Thermal conductivity of injecting carbon dioxide differs to most

materials filling the pore space with the exception of natural gas, which is quite similar

to it. Experimental studies by Ehlig-Economides and Joseph (1987) showed that tran-

sient temperature response is very sensitive to individual layers’ permeability, porosity,

thermal conductivity and specific heat capacity values. Sedimentary deposition pro-

cesses of the multi-layer reservoir is analyzed by many researches (Ahmed and Lee

(1995); Sui et al. (2008); Cui and Zhao (2010); Tenzer et al. (2010)) to quantify for-

mation properties.

Temperature data can provide additional information to characterize hydraulic for-

mation properties (Henninges et al. (2011); Henninges and Baumann (2012)). Finding

of Mathias et al. (2010) indicate that during the injection of gas there are thermody-

namic mechanisms which can change the reservoir temperature as the injection pressure

drops. Firstly, cooling occurs due to the JTC process. At the entry point to the reser-

voir the injected gas expands significantly which increases the intermolecular potential

and, consequently, gas temperature decreases following the energy conservation law.

Secondly, heating can occur due to VHD as a result of energy conversion by friction.

Additionally, investigations about heat transfer between injection and formation fluid

(also between injection and non-injection layers) helps to analyze the warm-back phe-

nomena. By shutting the well for a period of time, we are able to record the transient

temperature response due to conductive heat transport.

One of the earliest works on the thermal behavior of fluid flow through boreholes

was presented by Ramey (1961). He has developed a model for the prediction of wellbore

fluid temperature as a function of depth. Additionally, Ramey (1961) expanded this

approach to give the rate of heat loss from the well to the formation, assuming steady

state in the wellbore and unsteady conductive heat transfer to the reservoir. Only few

authors have studied so far the thermodynamics of fluid flow through multi-layer porous

media, especially in the context of JTC and VHD. Lefkovits et al. (1961) developed

a detailed mathematical description and studied the relative rates of layers depletion.

Found that, rate of depletion is depending on permeability of the reservoir layers, i.e.

more permeable layer have higher depletion rate compared to less permeable layer. In

his work, the average formation properties can be determined using buildup curves.

Following Lefkovits work, several authors improved his mathematical model. Analyti-

cal approach to investigate flow rate in production and injection wells is described by

Witterholt and Tixier (1972); Curtis and Witterholt (1973). Hurter et al. (2007) de-

tected carbon dioxide by adopting temperature logging technique in the framework of

carbon dioxide storage. Ehlig-Economides and Joseph (1987) extended the model to
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an arbitrary number of layers and included interlayer cross flow as well as the effects

of wellbore storage. This study showed that individual layer properties in multi-layer

reservoirs cannot be determined from conventional drawdown or buildup tests. A more

general analytical solution for multi-layer testing in commingled reservoirs was pre-

sented by Kuchuk et al. (1991). Their approach is applicable to a variety of reservoir

systems in which individual layers may have different initial and outer-boundary con-

ditions. A complete literature review of the analytical models developed between the

1960s and the 1980s can be found in Ehlig-Economides and Joseph (1987).

Oldenburg (2007), performed numerical simulation to investigate the magnitude

of JTC effect that may arise during carbon dioxide injection into depleted methane

reservoir with using EOS7C (is a module of TOUGH2). He mentioned that JTC ef-

fect could produce extreme cold in the subsurface which generates thermal stresses

that could fracture the formation. Most commonly, these effects are considered as

part of wellbore and completion modeling where pressure drops can be significant

(Ouyang and Belanger (2006)). Ramazanov and Nagimov (2007) presented an analyt-

ical model to estimate the temperature distribution in a saturated porous formation

with variable bottomhole pressure. They solved the convective heat transport model

with variable pressure but constant flow rate. Their investigation showed that pressure

drop can change reservoir temperature. Pruess (2008) did numerical simulation to study

the temperature effect on carbon dioxide leakage from geologic storage. He pointed out

that pressure decrease and associated heat exchange is isenthalpic, when carbon dioxide

migrates upward. Monitoring carbon dioxide injection in the framework of enhanced

gas recovery (EGR) operations is a current research target. Mathias et al. (2010) de-

rived an analytical solution by invoking steady-state flow and constant thermo-physical

properties. They compared results from isothermal and non-isothermal simulations us-

ing this analytical solution. Andre et al. (2010) investigated the JTC effect associated

with vaporization and dissolution of carbon dioxide. They have mentioned that JTC

induce temperature changes which are significantly with combination of other thermal

processes.

Within this study we present a numerical model to simulate the injection of car-

bon dioxide in a multi-layer depleted gas reservoir, which is filled with a homogeneous

mixture of methane and nitrogen gases. This work is focused on the prediction of tem-

perature changes in order to evaluate if temperature monitoring can be used for injec-

tion monitoring (Henninges et al. (2011); Henninges and Baumann (2012)). Through

temperature monitoring it is possible to observe the injection section of the wellbore

and identify the excessive gas influx. This information can potentially be inverted to

infer the types and amounts of fluid entering along the wellbore. We are also inter-

ested in showing how reservoir temperature varies near the wellbore with fluid flowing

through it. To this end, we perform simulations by taking into account heat loss due to

gas expansion, and frictional heating along with conduction and convection. Governing

equations for flow and heat transport processes are mass and energy balance equations,

respectively. Sequentially, we solve fractional mass transport equations for the solution

of the mole-fraction of mixture components. The selected primary variables, i.e. mixture

pressure, temperature and mole-fractions of each component, respectively. For process

coupling, we adopt a staggered approach. We use the finite element method (FEM) for

solving the non-linear coupled, non-isothermal compositional gas flow (THC3) problem.

The numerical model is implemented into the open source, scientific modeling platform

OGS (e.g. Rink et al. (2011), Wang et al. (2011a)), and, therefore, other test cases have

been considered. Material parameters changes with pressure, temperature and compo-
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sitions; details about relationships have been presented in Singh et al. (2011). Process

verification against analytical solutions has already been presented in a previous paper

(see Singh et al. (2011); Böttcher et al. (2011)). For verification purposes we compared

numerical results by OGS and FeFlow for a simplified (constant material parameters

and injection and formation fluid are carbon dioxide) test case for a warm-back sce-

nario in a multi-layered gas reservoir. Other test examples for single-layer problems

can be found in Böttcher et al. (2011); Kolditz et al. (2012). This research work has

been performed within the context of the joint research project CLEAN represent-

ing a German research and development alliance of scientific and industrial partners

(Kühn et al. (2011); Kühn et al. (2012)).

2 Mathematical model

During carbon dioxide storage, analysis of fluid spreading into the gas reservoir needs

pressure, temperature and mole-fraction of components. Mass balance equation gives

the pressure and by using velocity, heat and fractional mass transport equations gives

temperature and mole-fraction of components, respectively. In case of fluid flow through

porous medium, Darcy’s law is a good approximation for velocity field according to

Wooding (2006); Görke et al. (2011); Gray and Miller (2004). In the following subsec-

tions, we briefly present the governing equations used in the non-isothermal composi-

tional gas flow module of OGS.

2.1 Flow model

According to extended Darcy’s law, the advective fluid flux is defined as

Ja = ρnv = −ρ
k

µ
(∇p− ρg) (1)

where diffusive flux

Jd = 0; v =

2
∑

k=0

xkvk (2)

Mixture density is according to extended ideal gas law ρ = M p/(zRT ) (kgm−3),

where super compressibility factor z is a dimensionless value accounts real behaviors

of gas. Here, R (Jkmol−1K−1) is universal gas constant; M (kgkmol−1) is mixture

molecular weight; x is mole-fraction; v (ms−1) is velocity vector; µ (Pas) is mixture

dynamic viscosity and g (ms−2) is the gravity vector. n and k (m2) are the porosity

and intrinsic permeability, respectively.

Mixture mass balance equation is in the following form

∂ (nρ)

∂t
+∇ · Ja = ρQp; (3)

where, t (s) is time and Qp is source/ sink term.
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2.2 Heat transport model

Following the assumption of local thermal equilibrium between fluid and solid matrix

of the reservoir, the energy balance equation for the porous medium (which pores are

filled with a mixture) is given as

(ρcp)eff
∂T

∂t
+ ρcpnv · ∇T −∇ · [κeff∇T ] = TβTn

∂p

∂t
+ (TβT − 1)nv · ∇p+QT (4)

Here, cp (Jkg−1K−1) is specific heat capacity at constant pressure;QT is heat source/sink

term. For the thermal expansion coefficient of the gaseous mixture βT (K−1), we choose

0.003 to keep µJT > 0 (see Eq. (16). Terms TβTn
∂p
∂t and TβTnv · ∇p are accounting

JTC whereas term nv · ∇p gives VHD effect. Condition under which the JTC and/or

VHD processes should be taken into account was examined by Garg and Pritchett

(1977). They suggest that if one wishes to account the pressure-work, then keep the

viscous dissipation term in the energy balance Eq. (4).

Effective thermal conductivity coefficient is defined by κeff = (1 − n)κs + nκ.

Effective volumetric heat capacity is defined by (ρcp)eff = (1−n)ρscsp+nρcp. ’s’ and ’eff’

stand for solid phase and effective, respectively, further, µ, M , cp and κ Wm−2K−1 of

the gaseous mixture are estimated by averaging over its components, while component’s

dynamic viscosity, specific heat capacity and thermal conductivity are density and

temperature dependent. Medium properties of the solid matrix such as density, specific

heat capacity and thermal conductivity were held constant.

2.3 Fractional mass transport model

The divergence form of the fractional mass transport equation is given by

nρ
∂xk
∂t

+ ρnv · ∇xk + xkρQρp −∇ · [nρD∇xk] = Qxk . (5)

where D is hydrodynamic dispersion tensor.

The dispersion process is controlled by D (m2s−1) which is assumed as homogeneous

and isotropic. In porous media, diffusion cannot as fast as it can in free fluids because

the fluid particles must follow longer pathways as they travel through pores of a solid

skeleton. The product of diffusion coefficient Dk and the tortuosity factor τ , i.e. τDk

is often termed the effective diffusion coefficient. The tortuosity factor is estimated

according to the empirical correlation τ = 3
√
n proposed by Millington (1961).

We have combined the tensors (diffusion and dispersion) in the tensor D, defined

by its tensor components

D = Dij = τDkδij + αL |v| δij +
vivj
|v| (αL − αT ) (6)

where δij is the Kronecker-delta (coordinates of the unit tensor). The transverse dis-

persivity αT = 1 m and longitudinal dispersivity αL = 0.1 m were used in this study.

The diffusion coefficients can be calculated by using binary diffusion coefficient

under the condition of zero overall diffusive flux (Helmig (1997)).

Dk =
1− xk
∑

i
xi

Di,k

; for i 6= k (7)
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The pressure and temperature dependent binary diffusion coefficient is calculated from

Di,k = D0
p0
p

(

T

T0

)π

(8)

For any arbitrary pair of gas component coefficient D0 and exponent π can be found

in Vargaftik (1975).

3 Numerical approach

The method of weighted residual is applied to derive the weak forms of the governing

partial differential Eqs. (3), (4) and (5)

Cpp ˙̄p+CpT
˙̄T+ (App +Kpp)p̄+ (ApT +KpT)T̄ = fp (9)

CTp ˙̄p+CTT
˙̄T+ (ATp +KTp)p̄+ (ATT +KTT)T̄ = fT (10)

Cxk
˙̄xk + (Axk +Kxk)x̄k = fxk ; k = 0, 1, 2 (11)

Here, p̄(t), T̄(t) and x̄k(t) are nodal value vector for pressure, temperature and mole-

fraction unknowns, respectively. fp, fT and fxk are the right hand side vectors. C, A

and K denote mass, advection and Laplace matrices, respectively. Elements of these

matrices and right hand side vectors are given in the Appendix.

Space discretization of the governing equations is carried out by means of the

Galerkin finite element approach. Pressure p(x, t), temperature T (x, t) and mole-fraction

xk(x, t) of each component are expressed over whole domain by the nodal value vector

and global shape function matrices N(x)

p = Np̄; T = NT̄; xk = Nx̄k; k = 0, 1, 2 (12)

The system of coupled equations for pressure, temperature and mole-fraction is

solved by using a combination of monolithic and staggered approaches. That is, within a

time step, pressure and temperature are solved monolithically then the fractional mass

transport equation is solved for each component with using velocity and temperature.

This so-called staggered approach is executed until specific convergence criteria are

satisfied (Kolditz and Diersch (1993); Park et al. (2011)). Since we apply the staggered

scheme for coupling, all mole-fraction related terms of the coupled equations are shifted

to the corresponding right hand side vector and all pressure and temperature related

terms of the uncoupled equation to the corresponding right hand sides. Here, coupled

terms are calculated at each Gauss point by interpolating node values.

3.1 Temporal discretization

To approximate the solution of ordinary differential equations Eqs. (9)-(11), tempo-

ral discretization is performed by using a generalized implicit single-step scheme and

considering relaxation term as follows

˙̄φ =
φ̄m+1 − φ̄m

∆t
; φ̄ = θφ̄m+1 + (1− θ)φ̄m (13)
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Substituting Eq. (13) into Eqs. (9)-(11) results in the following discretized time stepping

algebraic equations in matrix form

(

Mφ + θ∆t(Aφ + Kφ)
)

φ̄m+1 =
[

Mφ − (1− θ)∆t(Aφ + Kφ)
]

φ̄m (14)

where φ̄ = p̄, T̄ or x̄k; m and m + 1 represent the previous and current time steps,

respectively. ∆t denotes time step size tm+1 − tm, θ is an relaxation constant. For

forward differences, θ = 0; for backward differences, θ = 1. To guarantee numerical

stability, we take θ ≥ 0.5, as at this value of relaxation factor, an unconditional stable

algorithm is obtained. For instance, θ = 0.5 gives second order central implicit scheme.

Then the Picard method is adopted to linearize the discretized equation.

4 Numerical example

Appropriate injection state of carbon dioxide is the key questions for carbon dioxide

injection into the Altensalzwedel depleted gas reservoir which is owned and operated

by GDF SUEZ E&P Deutschland GmbH (GDF SUEZ). Various injection temperatures

of carbon dioxide are considered for different purpose, i.e. (1) evaluation of thermo-

dynamic phenomena during injection (JTC and VHD processes), (2) determination

of reservoir properties by warm-back analysis and tracer tests (Singh et al. (2012))

as well as (3) carbon dioxide injection technology for large volumes. In case (2) of

warm-back analysis the temperature of injecting carbon dioxide is 102 ◦C. This value

of temperature is obtained by analytical calculation of heat transfer between forma-

tion and injecting carbon dioxide on the way from wellhead to top of the reservoir (at

given reservoir conditions and parameters). However, for case (1) of JTC and VHD

analysis, we assumed that injecting carbon dioxide and formation are at the same

temperature (125 ◦C) before injection starts. This assumption neglects other kind of

heat transfer and emphasizes only JTC and VHD effects. Altensalzwedel gas reser-

voir contains fifteen different layers, eight of which are injection layers. Hydraulic and

thermal parameters of these layers are taken from available well log data provided by

GDF SUEZ (2009). Injection layers share a common density ρs = 2650 kgm−3, specific

heat capacity csp = 960 Jkg−1K−1 and thermal conductivity κs = 2.77 Wm−1K−1,

but porosity and intrinsic permeability are different (averaged value, typical used for

the Altmark site) as given in Table 1. We used ρs = 2650 kgm−3, csp = 925 Jkg−1K−1,

κs = 2.36 Wm−1K−1, n = 0.01 and k = 9.8692 × 10−15 m2 for each non-injection

layers.

Initially, pores of the solid skeleton are occupied by nitrogen and methane gases.

Under the symmetric condition, a two-dimensional (x− z) plane is extracted from the

gas reservoir and injection well S13 is located at the left of this plane. The bottom

of this plane is located at −3500m depth from the reservoir surface, and its height

and length are 176m and 250m, respectively. For analysis of JTC and VHD effect,

we alter the length of this plane by 1000m to visualize JTC and VHD effect for a

longer time of injection. Geometrical details and conditions are given in Fig. 1. This

plane was discretized with 44125 quad type elements. In the z-direction a constant

step size is used, i.e. ∆z = 0.5 m. To capture the sharp gradient of the physical

quantity close to the injection point, we used step size in the x-direction whereas (∆x)

varying from 0.001 m (at the injection point) to 10 m. For time stepping, we used a

stable and efficient automatic time control algorithm based on elementary local error

control theory described by Wang et al. (2011b); Söderlind (2002). Carbon dioxide
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injection rate at the well S13 is equal to 142.86 tons per day at reservoir pressure of

4.0× 106 Pa and temperature of 125 ◦C. Assuming a density of 94.896 kgm−3, which

corresponds to a bottom-hole injection pressure of 5.8 × 106 Pa at 102 ◦C, this gives

0.017424 m3s−1 injection rate for numerical simulation of carbon dioxide injection.

For verification of the numerical module with Eq. (4), we selected a simple example

of an one-dimensional horizontal reservoir column to demonstrate the JTC effect. The

comparison of steady state profile against the analytical solution (Singh et al. (2011))

for pressure and temperature (heat loss due to JTC) is presented in Fig. 2. In this

example, βT = 0.003 K−1 is used for thermal expansion coefficient of gas. The initial

temperature for injecting fluid and formation is equal to 125 ◦C.

4.1 Joule-Thomson process

Understanding of the thermodynamical effect related to pressure change during com-

pressible flow is essential for safe and optimal design of gas reservoir systems. As gas

expands, average molecular distance grows, hence, potential energy increases due to

growth of the intermolecular attractive forces. Total energy is conserved, therefore in-

creased potential energy forces a decrease of kinetic energy, and thereby the gas cools

down. Also, gas expansion reduces the frequency of molecular collision which causes

a reduction in the average kinetic energy and fluid temperature deceases. For a ther-

modynamic system, when the temperature is below to the Joule-Thomson inversion

temperature, a cooling effect dominates. Above this inversion temperature, collision

frequency rises with the increase of molecular movement and therefore the JTC effect

heats the gas. Hence, a fluid cools or heats upon expansion, depending on the value

of its Joule-Thomson coefficient. Thermodynamically, the Joule-Thomson process con-

serves enthalpy. The Joule-Thomson coefficient is defined as the isenthalpic change in

temperature of a fluid caused by a unitary pressure change, i.e.

µJT =

(

∂T

∂p

)

h

(15)

Fluid thermal expansivity βT and Joule-Thomson coefficient µJT can be thermody-

namically related through the following expression:

µJT =
TβT − 1

ρcp
(16)

Eq. (16) defines whether a fluid can be cooled down or warmed up upon expansion.

When TβT−1 is positive, the free expansion of the fluid leads to cooling. Consequently,

for ideal gas βT = 1/T gives µJT = 0.

In this section we analyze the JTC effect by neglecting term nv · ∇p from Eq. (4).

Temperature contour corresponding to the JTC effect while injecting carbon dioxide in

the gas reservoir is presented in Figs. 3a-d for different time steps. As injection begins,

in the absence of thermal gradients, advection and conduction are not active. Hence,

cooling occurs around the injection well at the start of the injection (see Fig. 3a) due

to JTC. The extent to which pressure change can cool the reservoir layers is inversely

proposition to the ’effective volumetric heat capacity’ of the layer. Therefore, injection

layers cool down more than non-injection layers and a plume with low temperature

advances towards the observation well while exchanging heat with the reservoir through

conduction.
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To analyze the thermal interaction between injection and non-injection layers,

in Fig. 4a we presented the temperature evolution at the observation points. These

points are located in the layers B14a and NB14a along the well S13 with coordinates

(0,−3436.6 m) and (0,−3431 m), respectively (see Fig. 1). The curve corresponding

to B14a and NB14a in Fig. 4a represents the time evolution of the temperature at the

observation points located in layers B14a and NB14a, respectively. This figure shows

that the rate of cooling in the non-injection layer NB14a is lower than in the injection

layer B14a. For a very short duration (up to two days), Fig. 4a shows that JTC dom-

inates, whereas for longer times, conduction raises the temperature near the injection

well. However, for longer time, i.e. 30 days, the presented curves show that temperature

values at both observation points are same. This reveals that there is heat exchange

(through conduction) between the layers B14a and NB14a. Fig. 4b represents temper-

ature profiles along the layer B14a for different time steps. The curve for 1 day shows

a large temperature reduction in the vicinity of the injection well that is not affecting

the undisturbed fluid temperature. Close to the injection well, temperature increases

(due to conduction) while JTC cooling advances toward the observation point. The

reason behind temperature rise is that the cooled area starts taking heat from the

solid matrix.

4.2 Viscous heat dissipation

In a viscous fluid flow, the viscosity of the fluid takes energy from the motion of the

fluid (kinetic energy) and transforms it into internal energy of the fluid (viscous heat

dissipation). The viscous heat dissipation process is partially irreversible and is high in

regions with a large pressure gradient. So, in the case of carbon dioxide gas injection,

fluid close to the inlet heats up.

In this section we omitted the terms, nβTT
∂p
∂t and βTTnv · ∇p from Eq. (4). In

Figs. 5a-d we present the temperature contours due to VHD heating. Fig. 5a shows

that at the beginning of injection, fluid flows in the injection layers with larger velocity

than in non-injection layers according to their intrinsic permeability. Hence, VHD

behaves differently in the different layers of the reservoir, i.e. more heating can be

observed in highly permeable layers compared to low permeability layers. For longer

injection times, the pressure field becomes uniform, consequently, whatever heat that

was generated due to VHD is diffused among the reservoir layers at a rate dependent

on the effective thermal diffusivity (αeff = nα + (1 − n)αs) of the layer. The values

of αeff for injection and non-injection layers are approximately the same. Therefore,

plots for longer injection times, i.e. Figs. 5b-d, show that the temperature difference

between injection and non-injection layers is decreasing.

In Fig. 6a we plotted viscous heating versus time at both observation points. Curves

in this figure show sharp increments before 30 days of injection. After this time flow

velocity weakens and whatever heat has generated due to VHD starts diffusing. Due

to this diffusion, a small reduction in the temperature is observed after 30 days. Fig.

6b clearly shows that VHD increases the reservoir temperature. The distance from the

injection point that VHD can heat the reservoir depends on the rate of gas injection

and amount of gas injected. For example, at the considered injection rate, in one day

VHD is able to heat the reservoir layer B14a only up to 200m from the injection well.

For longer injection periods, i.e. 7 or 30 days, VHD is able to heat the whole layer.
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These profiles also show that near the injection well (where flowing velocity is large),

the heating extent is higher than in the rest of layer B14a.

JTC and VHD processes affect the reservoir temperature in mutually opposite ways.

To determine which one is dominant in the scenario of carbon dioxide sequestration,

we produced the temperature profile along the layer B14a using the full form of the Eq

(4) and presented in Fig. 7. The temperature profiles at the 1st day and 7th day show

that temperature is below the initial reservoir temperature value, i.e. 125 ◦C, whereas

temperature profiles for the 30th day are also below the initial temperature except near

the injection well. Hence, JTC dominates over VHD.

4.3 Warm-back behavior

Numerical simulation for warm-back analysis (without JTC and VHD) is divided into

two parts to mimic the different operation regimes. In the first part we inject carbon

dioxide for a duration of 10 days, i.e. the injection regime. In the second part, the

temperature solution at the end of the injection regime is used as the initial temperature

while setting a constant pressure over the whole computational domain, i.e. the shut-

in regime. The purpose of the shut-in period is to suppress/eliminate the advective

portion of heat transport. Hence, heat transport during the shut-in regime is only by

conduction. By shutting the well for a period of 100 days, we record the transient

temperature response during the warm-back. The different warm-back behavior is a

function of the shut-in time, previous injection time, injection rate and temperature, as

well as hydraulic and thermal properties of the reservoir rock and the injected carbon

dioxide. Using these parameters, numerical simulation provides the opportunity to

calculate the warm-back behavior of different layers depending on the injectivity of

each layer. The injection regime is mostly controlled by the injection rate at given

pressure and temperature conditions of the reservoir formation. We used an analytical

solution by Köckritz (1979) to find the injecting fluid temperature. This analytical

solution describes conductive heat transfer between formation and injected fluid.

Pressure and temperature distributions at the end of the injection regime are pre-

sented in Figs. 8a, b. Fig. 8a shows stronger pressure propagation in injection layers

than non-injection layers. This figure also depicts negligible gravity effects on fluid flow,

which negates possible inter-layer flow. As expected from the pressure propagation, Fig.

8b shows that during injection, heat transport in injection layers is mainly due to ad-

vection, whereas in non-injection layers conduction is the main phenomenon of heat

transport. Heat propagation, however, is very weak in comparison to pressure because

of the very high ’effective volumetric heat capacity’ (ρcp)eff of the reservoir layers.

(ρcp)eff depends primarily on the porosity value; accordingly, non-injection layers have

larger ’effective volumetric heat capacity’ than injection layers. To show the heat prop-

agation in the reservoir layers, in Fig. 9a we have presented temperature profiles along

the center line of the injection layer B14a and its neighboring non-injection layer, i.e.

NB14a. We find that during injection the permeable layer B14a cooled with a greater

radius than the impermeable layer NB14a (see temperature difference at x = 3m in Fig.

9a). Here it is important to see how reservoir layers behave with respect to conductive

heat transport during the shut-in period. To this end, in Fig. 9b we have presented

temperature profiles in B14a and NB14a at the 10th day of the shut-in regime. We find

that warm-back is stronger in the non-injection layers than injection layers.
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For the case of multi-componential fluid, temperature contours during the shut-in

period of the 1st day; 10th day and 100th day are presented in Fig. 10. Plots for different

times show that during shut-in, heat is flowing back to the injection well. However, non-

injection layers warm-back at much faster rates than the non-permeable layers. Though,

for longer periods of time Fig. 10c depicts that the temperature distribution is almost

uniform. In the above case of a simplified reservoir we have used constant material

parameters with an assumption that the formation fluid is pure carbon dioxide. In the

case of multi-componential fluid flow (THCn) we used variability of material parameters

(w.r.t pressure, temperature and mixture composition), and the formation fluid is a

mixture of CH4 and N2 in composition of 25% and 75%. Fig. 11 illustrates shut-in

temperature profiles along the injection well S13 during a shut-in period of the 1st day;

10th day and 100th day. This figure includes the shut-in temperature profiles from the

FeFlow and OGS simulators for the case of a simplified reservoir. Shut-in temperature

profiles from both simulators are in close agreement. This figure also presents the

componential effect on the warm-back behavior. From the results it is clear that the

multi-componential effect produces stronger warm-back in the injection layers while

warm-back in the non-injection layers remains unchanged. The figure clearly reveals

that the extent of warm-back towards the well by conduction through non-injection

layers dominates over the injection layer. Time series of temperature (during the shut-

in period) for the cases of simplified and multi-componential are presented in Fig. 12. In

addition, the figure shows that at the beginning the strength of warm-back is very high

but weakens with time and ultimately the temperature at observation points reaches

the reservoir temperature. Occasionally information about the thermal gradient in a

particular layer is important. For that we have presented the temperature profile along

layer B14a at different time steps during the shut-in period in Fig. 13. The profile for

a one day shut-in time illustrates that the thermal gradient along layer B14a is very

high, but other temperature profiles, i.e. for the 10th and 100th day show that the layer

achieves thermal equilibrium.

5 Conclusions and outlook

In this work, reservoir temperature was altered significantly due to carbon dioxide

injection. Particularly, conductive warm-back during the shut-in regime gradually in-

creased the temperature near the wellbore region. Change in the reservoir temperature

was observed due to reservoir repressurization (decreased due to JTC and increased

due to VHD).

5.1 Achievements

In the present work warm-back behavior, JTC, and VHD effects have been analyzed

thus far. The following progress was achieved.

1. JTC and VHD effects altered static formation temperature near the injection well.

JTC cools where VHD heats the formation. Temperature change due to these

effects was different in different layers. A larger temperature change was observed

in injection layers compare to non-injection layers, as pressure drops in the non-

injection layers was mild. The magnitude at which pressure change could change
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the temperature was directly governed by the ’effective volumetric heat capacity’

of the layer.

2. Because of the lower volumetric heat capacity of the injection layers compare to

non-injection layers, JTC cooled injection layers faster than non-injection layers.

Heat transfer owing to pressure drop is very fast, therefore, JCT and VHD processes

were assumed as isenthalpic processes. Heat lost (or gained) in the formation fluid

by JCT (or VHD) was diffused in the solid matrix with a diffusion rate which was

dependent upon the respective layers’ effective thermal diffusivity, αeff = nα+(1−
n)αs. Hence, there must be exchange of heat (by conduction) between two adjacent

layers.

3. In general the porosity was a crucial driver for temperature propagation, i.e. the

larger the porosity (and permeability) the more cold carbon dioxide went into the

layer. Hence, during the injection regime, injection layers cooled with a greater

radius. In the shut-in regime, conductive warm-back was found stronger in non-

injection layers (because of larger effective conductivity value) compare to injection

layers. Multi-componential effects produced little stronger warm-back.

4. Warm-back behavior showed a significant change in reservoir temperature during

and after carbon dioxide gas injection. Temperature change in the injection regime

was mainly because of the relatively lower temperature of the injected carbon

dioxide. Results of warm-back behavior were proposing to account thermal effect

for injection monitoring.

5.2 Outlook

In addition to the achievements above, the presented model has some limitations con-

cerning parameterizations and its current applicability.

1. The model accounts only for conductive heat transport during the shut-in regime

while ignoring the advective part of heat transport by setting a constant pressure

over the whole domain. Warm-back behavior of the gas reservoir with advective

heat transport during the shut-in regime could be important.

2. Results in sections 4.1 and 4.2 were based on a thermal equilibrium assumption

between injected and formation fluids at the start of injection. This assumption

was just for visualization of the JTC and VHD effects in the gas reservoir. In

reality, injecting fluid is cooler than the formation. In this scenario advective and

conductive heat transport dominate over JTC and VHD.

3. The model used a constant value for the thermal expansivity βT for the considered

gas mixture. Inclusion of its variability w.r.t. pressure, temperature and mixture

composition would give a more accurate JTC effect. The model needs to be ex-

tended in this manner, which is the focus of future work.
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Köckritz V. (1979) Wärmeübertragungs- und Strömungsvorgänge bei der Förderung und Spe-
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Appendix

Elements of mass, advection, Laplace matrices and right hand side vectors of the Eqs.

(9)-(11) are as follow:

Cpp =

∫

Ω

N
T

[

n
1

ρ

∂ρ

∂p

]

NdΩ

CpT =

∫

Ω

N
T

[

n
1

ρ

∂ρ

∂T

]

NdΩ

Kpp = −
∫

Ω

(∇N)T
[

k

µ

]

∇NdΩ

KpT = −
∫

Ω

(∇N)T [0]∇NdΩ

App =

∫

Ω

N
T

[

nv
1

ρ

∂ρ

∂p

]

∇NdΩ

ApT =

∫

Ω

N
T

[

nv
1

ρ

∂ρ

∂T

]

∇NdΩ

fp = −
∫

Ω

(∇N)T
[

k

µ
ρg

]

dΩ−
∫

∂Ω

N [Qp] d∂Ω

CTp =

∫

Ω

N
T [−nTβT]NdΩ

CTT =

∫

Ω

N
T [

(ρcp)eff
]

NdΩ

KTp = −
∫

Ω

(∇N)T [0]∇NdΩ

KTT = −
∫

Ω

(∇N)T [κeff ]∇NdΩ

ATp =

∫

Ω

N
T [nv (1− TβT)]∇NdΩ

ATT =

∫

Ω

N
T [nvρcp]∇NdΩ

fT = −
∫

Ω

N [QT ] d∂Ω

Cxk =

∫

Ω

N
T [nρ]NdΩ

Kxk = −
∫

Ω

(∇N)T [nρD]∇NdΩ

Axk =

∫

Ω

N
T [nvρ]∇NdΩ

fxk = −
∫

Ω

N [Q − xkρQρ] d∂Ω



17

Table 1 Medium properties of injection layers.

Layers ∆h(m) n(−) k(m2)

17B 1 0.123 9.8692× 10−15

16B 1.5 0.105 9.8692× 10−15

A 3.5 0.110 9.8692× 10−15

B14a 3 0.160 9.8692× 10−14

B14b 5.5 0.155 5.9215× 10−14

B13 9 0.165 5.9215× 10−14

C12 1 0.155 5.9215× 10−14
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Fig. 1 Model setup for carbon dioxide injection at multi-layered depleted gas reservoir.
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Fig. 3 Temperature (◦C) distribution due to Joule-Thomson cooling effect around the injec-
tion well S13 for (a) day; (b) week (c) month and (d) 100 days of injection time.
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Fig. 5 Temperature (◦C) distribution due to viscous heat dissipation around the injection
well S13 for (a) day; (b) week (c) month and (d) 100 days of injection time.
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Fig. 8 Distribution of (a) pressure (Pa) and (b) temperature (◦C) around the injection well
S13 at the end of injection for the warm-back analysis.
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