
 

 

 

 

   Originally published as: 

 

 

 

 

 

Falter, D., Vorogushyn, S., Lhomme, J., Apel, H., Gouldby, B., Merz, B. (2013): Hydraulic model 

evaluation for large‐scale flood risk assessments. ‐ Hydrological Processes, 27, 9, 1331‐1340 

DOI:  10.1002/hyp.9553 



Hydraulic model evaluation for large-scale flood risk assessments 1 

 2 
Daniela Falter,1* Sergiy Vorogushyn,1 Julien Lhomme,2 Heiko Apel,1 Ben Gouldby2 and Bruno Merz1 3 

 4 
1 Deutsches GeoForschungsZentrum GFZ, Sektion 5.4: Hydrologie, Potsdam, Germany  5 

2 HR Wallingford, Howbery Park, Wallingford, Oxfordshire United Kingdom 6 
 7 

*Correspondence to: Daniela Falter, Deutsches GeoForschungsZentrum GFZ, Hydrologie, Potsdam, Germany. 8 
E-mail: falter@gfz-potsdam.de 9 

 10 

 11 
KEY WORDS 12 

 model benchmarking; 2D hydraulic models; flood inundation modelling 13 
 14 

 15 

Abstract 16 
 17 
For a nationwide flood risk assessment in Germany, simulations of inundation depth and 18 

extent for all major catchments are required. Therefore, a fast two-dimensional hydraulic 19 

model is needed. From the range of existing methods, two storage cell models are evaluated 20 

to find an appropriate method for large-scale applications. The Dynamic Rapid Flood 21 

Spreading Model (Dynamic RFSM) based on irregular storage cells, and a raster-based model 22 

with inertia formulation of momentum equation are compared. Simulation performed with the 23 

fully dynamic shallow water model InfoWorks RS 2D served as a reference. The hydraulic 24 

models are applied to a test area having a very flat topography adjacent to the river Elbe. As a 25 

benchmark scenario, the outflow through a hypothetical dike breach was chosen. To 26 

investigate the impact of the grid resolution on run time and model performance, the 27 

simulation with the raster model is carried out with different grid sizes. Furthermore, the 28 

sensitivity of the Dynamic RFSM to the choice of time step was analysed. Both models were 29 

able to simulate the final inundation extent and depths with a reasonable accuracy. However, 30 

the Dynamic RFSM showed some weakness in simulating inundation extent over the flat test 31 

area. Coarsening the grid resolution reduced the run time of the raster-based model 32 

considerably and can be regarded as a promising strategy to constrain the computational 33 

efforts for a large-scale application, although the model accuracy gradually deteriorated. With 34 

similar run time, the raster-based model performed better than the Dynamic RFSM in terms of 35 

inundation extent and comparable regarding maximum inundation depth. Generally, an 36 
application at national scale appears feasible with both hydraulic modelling schemes. 37 

 38 

Introduction 39 

During the last decades, a series of heavy flood events affected Europe and raised the public 40 

and scientific interest in flood risk related issues. The assessment of current and future risk 41 

and the causes driving the change of risk became important research questions. There is 42 

controversy regarding the nature of the trends in flood discharges and their climate drivers 43 
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(Wilby et al., 2008; Petrow and Merz, 2009; Villarini et al., 2011). Current research on socio-44 

economic factors indicates that a major contribution to the increase of flood damages in the 45 
last decades in Europe seems to be caused by changes in vulnerability (Barredo, 2009).  46 

The European Member States are obliged to carry out flood hazard and risk assessments of 47 

each river basin by 2013 as required by the European Directive on Assessment and 48 

Management of Flood Risks (EU, 2007). Currently, there appears to be no common strategy 49 

or methodological approach among European countries (de Moel et al., 2009). Until recently, 50 

relatively few projects have addressed national scale flood risk, e.g. the RASP-project in 51 

England and Wales (Hall et al., 2003; Hall et al., 2005) as well as FLORIS-project in the 52 

Netherlands (FLORIS, 2005). In Germany, the responsibility of risk assessments is distributed 53 

to authorities at the level of federal states (Bundesländer). In most cases, this does not allow a 54 

consistent catchment-wide analysis of flood risk. The methodologies used for large-scale 55 

flood risk assessments suffer from a number of drawbacks that may constrain the reliability of 56 

the results. Risk assessments are typically carried out reach-wise, meaning that an assumption 57 

of e.g. a 100-year flood is consecutively applied to each reach based on the extreme value 58 

statistics for an upstream gauging station. However, a uniform 100-year event at all gauges is 59 

an unrealistic assumption. Such a scenario would lead to the overestimation of flood risk. 60 

Another drawback of the reach-wise approach is that the attenuation of a flood wave passing a 61 

long and ramified reach is not considered. Floodplain storage, dike overtopping and breaches 62 

are therefore not taken into account on a catchment scale, but only considered locally for a 63 

particular reach. Wide and flat floodplains in the lowland river parts possess considerable 64 

storage capacities that would capture flood peaks and reduce the risk farther downstream. 65 

Therefore, continuous unsteady simulations of flow in the whole river network including 66 
inundation areas are required. 67 

For a nationwide flood risk assessment in Germany, a complete model chain, starting from 68 

rainfall-runoff to damage evaluation is currently being set up. Within this model chain, 69 

hydraulic simulations of flood depths and inundation areas will be carried out countrywide for 70 

all major river basins including not only main river channels but also tributaries of higher 71 

orders. In contrast to other projects, unsteady hydraulic simulations will be performed over 72 

long-term periods to investigate the response of flood risk to global changes. Therefore, a fast 73 
and efficient hydraulic model for channel flow and floodplain inundation is needed.  74 

For the purposes of hazard assessment, it is widely accepted that river channel flow processes 75 

are adequately captured by one-dimensional models. However, inundation processes on a 76 

floodplain clearly have a two-dimensional character. Especially in the northern parts of 77 

Germany where floodplains are wide and flat, the flood can spread over large areas. For such 78 

large-scale applications, usually two-dimensional (2D) models with simplified shallow water 79 

equations are applied. The use of the reduced complexity models is often motivated by the 80 

intention to reduce computation time, as fully-dynamic 2D models can be very demanding in 81 

terms of computational effort. However, the intention to reduce run time by simplification of 82 

equations cannot be assumed to be generally valid. This can be concluded from a recent 83 

benchmark study of the Environment Agency for England and Wales (UK) (Néelz and 84 

Pender, 2010). In that study, the performance of various two-dimensional models from fully-85 

dynamic to very simplified models was investigated. The reduced complexity models were 86 



not always found to be faster than fully-dynamic models. However, the variations between the 87 

hardware used to run different codes made it difficult to draw definitive conclusions. On the 88 

other hand, Neal et al. (2011a) benchmarked two simplified and one fully-dynamic model 89 

within a single code and on a uniform computing platform. They concluded that a simplified 90 

diffusive wave model was much slower compared to the recently developed and more 91 

complex inertia and the full-dynamic models because of the smaller time steps needed to 92 

retain model stability. The straightforward implementations of simplified approaches have the 93 

advantage of relatively easy code handling, as opposed to the 2D shallow water equations that 94 

need complex numerical solutions and pre-processing steps. Furthermore, reduced complexity 95 

approaches are often sufficient to provide the necessary results in terms of accuracy, when 96 

compared to the more complex schemes with respect to inundation extent (Horritt and Bates 97 
2001b; Horritt and Bates 2002) and flood risk estimates (Apel et al., 2009). 98 

Among the 2D reduced complexity inundation models, one can further distinguish between 99 

models based on continuity and simplified momentum equations, and those based solely on 100 

the continuity or floodplain connectivity. Particularly,  models based on discretisation of the 101 

diffusive wave equation over the 2D Cartesian grids were extensively used in recent years 102 

(Bates and de Roo, 2000; Bradbrook et al., 2005; Hunter et al., 2005; Vorogushyn et al., 103 

2010). Their success can be attributed to the relatively simple model structure based on a 104 

regular grid and straightforward explicit numerical solutions. The reliance on a regular grid 105 

allows a direct use of widely available digital elevation and land-use data for model 106 

parameterisation, as well as remote sensing flood extent data for model calibration and 107 

validation. 108 

Particularly, the widely used LISFLOOD-FP model (Bates and de Roo, 2000) was 109 

successfully applied to a number of catchments, among others to the large-scale basins such 110 

as Amazon (Trigg et al., 2009; Wilson et al., 2007) and Ob (Biancamaria et al., 2009). In 111 

these studies, the model was applied with a coarse grid resolution to overcome the still high 112 

CPU time required. The early LISFLOOD-FP scheme, applied also to the mentioned large 113 

scale applications, used a so-called flow limiter approach to counteract numerical instabilities 114 

emerging during the computation of flows across cells with deep water and small free surface 115 

gradients (Hunter et al., 2005). However, the flow limiter approach suffers from insensitivity 116 

of the model to floodplain roughness, which led to the development of an adaptive time step 117 

solution scheme for the explicit solver (Hunter et al., 2005). This approach improved the 118 

model sensitivity to the roughness parameter, however, at the expense of computational time. 119 

Accordingly, the advantage over a fully-dynamical hydraulic model decreased. Driven by this 120 

problem, the LISFLOOD-FP code was further developed to include the inertia term into the 121 

momentum equation (Bates et al., 2010). With the inclusion of the local acceleration term, the 122 

model gained numerical stability. The more stable solution allowed the usage of larger time 123 
steps, which positively influenced the computational performance.  124 

Other reduced complexity inundation models are based on the application of the Manning’s 125 

formula or weir overflow equations on irregular grids. These approaches have a long history, 126 

with the first applications dating back to the 1970s (Cunge, 1975) and have experienced a 127 

renaissance in the recent years (Moussa and Bocquillon, 2009; Castellarin et al., 2011). The 128 

floodplain is represented by interconnected storage cells of irregular shapes. Water volume 129 



fluxes between cells are typically computed by the Manning’s equation or weir-type formulas, 130 

whereas water levels within the cells are derived from water stage-volume functions. A pre-131 

processing algorithm is needed to define the storage cells and their topology. The definition of 132 

the irregular storage cells is often done manually based on distinct topographic features 133 

constraining the flood spreading. However, such a subjective delineation may result in an 134 

inadequate representation of inundation dynamics. This could especially cause problems in 135 

wide and flat areas, where topographic constrains are difficult to evaluate. In the Rapid Flood 136 

Spreading Model (RFSM) developed at HR Wallingford (Gouldby et al., 2008), an automatic 137 

approach to derive irregular storage cells from a digital elevation model of the floodplain is 138 

used. With a search algorithm, local depressions in the topography are located and the storage 139 

cells are delineated around them. Hence, this method defines the storage cells in the whole 140 
floodplain objectively.   141 

Storage cell models, based on an irregular mesh and using stage-volume functions and simple 142 

flux approximations, were developed to perform faster computations when compared to more 143 

sophisticated shallow water models. In one respect, this is attributed to the use of very simple 144 

equations that do not need complex numerical solution algorithms. Additionally, the fewer 145 

number of computational cells reduces the number of calculation steps. Due to representation 146 

of sub-grid topography, the water depth variability within the computational cells is retained. 147 

The popularity of this approach is probably explained by the need to perform large-scale 148 

hydraulic computations. However, these models may suffer from an oversimplified 149 

representation of inundation dynamics and may not capture the flood wave propagation 150 

properly (e.g. Aureli et al., 2005). 151 

To assess the suitability of simplified hydraulic models for large scale inundation simulations, 152 

in this study two models are compared in a benchmarking analysis: the irregular storage cell 153 

model Dynamic RFSM (HR Wallingford), based on the diffusive wave approximation, and a 154 

raster-based storage cell model with the inertia formulation as proposed by Bates et al. (2010). 155 

The objective of this benchmark study is to examine the model efficiency in terms of 156 

computational effort as well as the model performance to reproduce the bulk inundation 157 

characteristics relevant for large-scale flood risk assessment such as maximum inundation 158 

extent and depth. Dynamic RFSM and the raster-based inertia model were part of recent 159 

benchmark studies by Néelz and Pender (2010) and Neal et al. (2011a) respectively. This 160 

study further complements the two mentioned benchmark studies as Dynamic RFSM and the 161 

raster-based inertia model are compared directly. With the intention to evaluate the model 162 

performance in lowland areas, where there are few distinct topographic features and flow 163 

paths are difficult to identify, a study area in north-eastern Germany was chosen. The area is 164 

adjacent to the river Elbe and covers around 2000 km² and was severely affected by flooding 165 

in summer 2002. During this event, vast areas of the Elbe floodplain were inundated as a 166 

consequence of multiple dike breaches. In the absence of reliable flood event data, such as 167 

dike breaches and breach outflows, no real scenario is chosen. Instead a hypothetical dike 168 

breach scenario was modelled. Additionally, a simulation with the fully-dynamic shallow 169 

water model InfoWorks RS 2D (MWH Soft / Innovyze) was performed and used as a 170 
reference for checking the accuracy of the above two model approaches. 171 



In contrast to the regular raster model, the Dynamic RFSM does not have a time step stability 172 

constraint, hence the sensitivity of the Dynamic RFSM to time step is also analysed. The 173 

choice of time step obviously has a direct influence on the run time; a large time step is 174 

desirable as it will reduce the total number of iterations, but a too large time step will produce 175 

inaccurate results. Furthermore, the possibility to reduce run time in the raster-based inertia 176 

model by coarsening of the grid resolution is examined. Simulations on a raster size from 25 177 

m to 500 m are performed. The accuracy of 2D raster models depending on the grid size were 178 

already extensively examined for some test sites, particularly in urban environments (Horritt 179 

and Bates, 2001a; Yu and Lane, 2006a; Fewtrell et al., 2008), with the general conclusion that 180 

the smoothening of the topography and poorer representation of blockage at coarse grid 181 

resolution adversely affects the surface routing processes. However, we particularly test the 182 

model performance in terms of run time and accuracy for lowland floodplains typical for 183 
eastern-central Germany. 184 

In the following sections, detailed descriptions of the inertia model and the Dynamic RFSM 185 

are provided. After performing the comparative analysis, the paper concludes on the 186 
applicability of both model types to the countrywide flood risk assessment. 187 

 188 

Methods 189 

Raster-based inertia model 190 

In this study a raster-based storage cell model with an implementation of the inertia 191 

formulation, as presented by Bates et al. (2010), is used. Thereby the diffusive flood wave 192 

formulation is extended by the local acceleration term, whereas the advective acceleration 193 
term is still disregarded.  194 

The equation development will be described here briefly, a more detailed derivation is 195 

provided by Bates et al. (2010). The inertia model solves the continuity (Eq. 1) and 196 

momentum (Eq. 2) equations of the Saint-Venant equations with the latter one neglecting the 197 

advective inertial term only: 198 
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where, hi,j is the water free surface height, qi,j is the specific flow per unit width at the node (i, 202 

j), ∆x is the cell dimension, v is velocity, g is gravity, Sf is the friction slope and S0 is the bed 203 
slope. 204 
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Expressing the momentum in terms of specific flow per unit width and approximating the 205 

hydraulic radius with the flow depth between cells (hflow), the explicit equation for q at time 206 
t+Δt reads: 207 

)/h| q| n+t gh+(1
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flowt
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∆
=∆+  (3) 208 

where n is the Manning's roughness coefficient and ∆t is the time step. The fluxes across cell 209 

boundaries in x and y directions are computed independently of each other and are used to 210 
update the water level using the continuity equation (Eq. 1). 211 

However, the numerical scheme is not unconditionally stable. The time step for a stable 212 

numerical solution is constrained by the Courant-Friedrichs-Levy criterion: 213 

flow
max gh

xt ∆
=∆ α                           (4) 214 

where α was introduced by Bates et al. (2010), as a factor reducing Δtmax to enhance model 215 

stability. Bates et al. (2010) indicated a value ranging between 0.2 and 0.7 as sufficient for 216 
most floodplain flow situations.  217 

The inclusion of the inertia term implies that the water mass can gradually accelerate and 218 

decelerate that precludes the flow overshooting and resulting instabilities known for this type 219 

of codes (Bates et al., 2010). However, previous studies (Bates et. al, 2010; Dottori and 220 

Todini, 2011; Neal et al., 2011b) indicated a small difference between the diffusive storage 221 

cell code and the inertia formulation regarding model accuracy. Nevertheless the inertia 222 

model requires by far less computational time because of the stabilizing effect of inertia on 223 

the numerical solution that allows using larger time steps compared to the diffusive wave 224 

approximation. In contrast to the diffusive storage cell code with an adaptive time stepping 225 

solution developed by Hunter et al. (2005), the  maximum stable time step of the inertia 226 

model is 1-3 orders of magnitude larger (Bates et al., 2010). Moreover, with the decreasing 227 

cell size, the stable time step of the inertia model reduces linearly instead of quadratic 228 

dependence for the diffusive code. This leads to an increased computational performance, 229 

especially for fine grid resolutions. Speedups of 2.5 to 1125 times depending on the grid size 230 

of 200 m to 5 m were reported for inundation over horizontal planes and planar beaches 231 
(Bates et al., 2010). 232 

Dynamic RFSM  233 

The Dynamic Rapid Flood Spreading Model (Dynamic RFSM) is an irregular storage cell 234 

model developed by HR Wallingford in 2009. It is based on a previous developed steady-state 235 

model, the so-called Direct RFSM (Lhomme et al., 2008; Gouldby et al., 2008). The Direct 236 

RFSM determines the final inundation extent by distributing a given water volume over the 237 

storage cells. Conversely, the Dynamic RFSM is an unsteady model, which computes fluxes 238 

across cell boundaries as a function of time based on the weir formula or Manning’s equation. 239 

Both Direct and Dynamic RFSM were applied in the model benchmarking exercise conducted 240 

by the UK Environment Agency (Néelz and Pender, 2010). That study however, did not 241 



include an inertia based model and did not cover a large scale site of regional extent as is 242 

presented here. 243 

The computational mesh of irregular storage cells is established with a fully automated 244 

procedure presented in Gouldby et al. (2008). These so called impact zones do not follow a 245 

regular raster. Depending on the topography, the impact zones can be very different in size 246 

and shape. They are delineated around depressions in the topography. With an automated 247 

search algorithm, low points in the digital elevation model (DEM) are identified and denoted 248 

as accumulation points (see Fig. 1). Looking at the topography gradient, all DEM cells 249 

draining towards the same accumulation point form a polygon called impact zone. All the 250 

interfaces between two neighbour impact zones are screened to identify the lowest 251 

communication level and the relationship between water level and flow width across the 252 

impact zone boundary. Flow between two impact zones is initiated when the water level in 253 

one or both impact zones is higher than the communication level. Furthermore, the 254 

relationship between water level and storage volume is also calculated for each impact zone. 255 

All the information described above characterising the impact zones is stored in a SQL 256 
database.  257 

Within the Dynamic RFSM, at each time step, the discharge between the impact zones is 258 

calculated with the weir formula or with the Manning’s equation using the water levels in the 259 

two neighbour impact zones. In this study only the weir formula was used, the model is able 260 

to switch automatically between free flow and drowned flow. Water levels are updated using 261 
the water depth-volume relationships.  262 

The constant time step at which the calculations are carried out is set by the user. The time 263 

step has to be chosen with care. An inappropriate time step may produce inaccurate results, 264 

e.g. in a very large time step a high water column can be generated within an impact zone, 265 

which in its turn leads to the development of alternative flow pathways across the impact zone 266 

boundaries that otherwise would not be activated with small gradual water level increase. This 267 

may lead to the development of unrealistic inundation patterns and ’chequerboard’ 268 

oscillations of the water level. Similar argumentation can be applied to the selection of a very 269 
small time step.  270 

InfoWorks 271 

The engine used in the fully-dynamic shallow water model InfoWorks RS 2D (MWH Soft / 272 

Innovyze) is based on the procedures described in Alcrudo and Mulet-Marti (2005). It uses a 273 

conservative formulation of the full shallow water equations and a first-order finite volume 274 

explicit scheme. Fluxes at cell interfaces are calculated with Roe’s Riemann Solver. The time 275 

step is calculated accordingly to the Courant–Friedrichs–Levy condition. This algorithm can 276 

be used with both structured and unstructured meshes and is appropriate for representing 277 

rapidly varying flows (shock capturing) as well as super-critical and transcritical flows. 278 

Detailed description of the model and a model application can be found respectively in 279 

Innovyze (2011) and Lhomme et al. (2010). 280 
 281 

 282 



Study Area 283 

For the evaluation of both models, a test area adjacent to the river Elbe in Germany was 284 

chosen. This reach is part of the middle Elbe and has the characteristics of a lowland river 285 

with flat topography and large floodplains. The selected Elbe reach is almost completely 286 
protected by dikes. 287 

In Fig. 2, the model domain around the gauge at Torgau is shown. It covers an area of 45 km 288 

length and width with a total area of 2025 km². The topographical information is derived from 289 

a digital elevation model (DEM) provided by the Federal Agency for Cartography and 290 

Geodesy in Germany (BKG, 2007). The DEM was constructed from different information 291 

sources, such as digitized topographic maps, photogrammetric and laser scanned data. The 292 

horizontal grid resolution is 25 m and the vertical accuracy is reported to be in range of ± 1-5 293 

m. The channel and floodplains between dikes were excluded from the modelling domain 294 

(displayed in dark blue in Fig. 2). The inundation simulation over the floodplain in the 295 
hinterland was simulated after the initial dike breach was initiated (red circle in Fig. 2). 296 

Floodplain roughness parameters were derived from ATKIS (Amtliches Topographisch-297 

Kartographisches Informationssystem) and CORINE (COoRdinated INformation on the 298 

Environment) land-use data by assigning Manning’s values to land-use classes. For the 299 
mainly agricultural areas, a constant Manning’s value of 0.035 m-1/³s is assumed.  300 

 301 

Model Testing and Results 302 

For the evaluation of the two models, a hypothetical dike breach scenario along the Elbe reach 303 

was implemented. The heavy flood event of August 2002 served as a basis for the calculation 304 

of the outflow hydrograph. Water levels within the channel were simulated with a one-305 

dimensional hydraulic model. At the location shown in Fig. 2, a dike breach with a breach 306 

width of 20 m was enforced. The outflow from the channel to the floodplain was calculated 307 

with the weir formula. The total outflow volume calculated was 55x106 m³, distributed over 308 

an event duration of 7 days with a maximum outflow of 150 m³/s. However, the total 309 

simulated duration was taken as 22 days, to ensure that the steady state was reached. No flow 310 

from the floodplain back to the river was considered (i.e. wall boundaries).    311 

Results of the model simulations were evaluated in terms of maximum inundation extent and 312 

depth in comparison to a benchmark simulation using the following metrics: bias in depth, 313 

root mean square difference (RMSD) of maximum depth, bias in inundated area and flood 314 
area index (FAI) defined as follows: 315 

M0D1+M1D0+M1D1
M1D1

=FAI                       (5) 316 

where, M1D1 is the number of cells simulated as flooded by both models, M1D0 is the 317 

number of cells  flooded in the prediction and dry in the benchmark simulation and M0D1 the 318 
number of cells dry in the prediction, however, indicated as wet in the benchmark simulation. 319 



The benchmark is set up with the fully-dynamic shallow water model InfoWorks RS 2D 320 

(MWH Soft / Innovyze). Simulations with the raster model and the Dynamic RFSM were 321 

performed on a single core only, with an Intel Core Duo 2.66 GHz processor. The InfoWorks 322 

simulation was run on two cores at a Pentium 4, 3 GHz CPU. To keep the run time to an 323 

acceptable extent, the model domain for the InfoWorks simulations was cut down to the 324 

minimum possible extent of 227 km². The computational mesh is made of 234,184 triangles, 325 

which have an area comprised between 500 m2 and 1500 m2 (i.e. equivalent to square cells of 326 

width between 22 m and 39 m). At the given extent, the overall computational time was 64 327 

hours with a minimum time step of 0.058 s. Due to the smaller model domain used and the 328 

automatic parallelization on two cores, a direct comparison of run times to Dynamic RFSM 329 

and raster-based inertia model should be avoided. The mass balance error was zero.  330 

To be able to compare the benchmark simulation results based on an irregular computational 331 

mesh to the results of Dynamic RFSM and raster-based inertia model on regular grids, the 332 

benchmark model results were transformed to a regular raster of 5 m resolution. Accordingly, 333 

modelling results of the Dynamic RFSM on 25 m and raster-based inertia model on various 334 

grid sizes were also resampled to a higher resolution of 5 m. The resampling method used was 335 
nearest neighbour. With this method only the resolution, not the value, is changed. 336 

Raster-based inertia model 337 

To investigate the impact of grid resolution on run time and model performance, the two-338 

dimensional simulation with the raster model was repeated several times with different 339 

resolutions. Simulations with a grid size varying from 25 m to 500 m were run. The α-value 340 

has a direct influence on the model time step and the run time. To find the appropriate α-341 

value, where the solution retains stable while the run time is minimum, an extensive 342 

sensitivity analysis would be required for each gird resolution. Furthermore, this analysis 343 

would only be valid for this particular test case. However, for large scale and long term 344 

applications it is necessary that models are stable for most flow conditions. Therefore, a 345 

constant and relatively low α-value of 0.2 was chosen, to guarantee the stability of the 346 

solution. Nevertheless for a grid size of 25 m, the water volume spread over the grid was still 347 

too large for the time step. Thus, water depths below zero were calculated.  Accordingly, the 348 
α-value had to be lowered to 0.1 for calculations on a 25 m grid.  349 

A summary of simulation results of the raster model on different grid size, compared to the 350 

benchmark, is shown in Table 1. As a comparison between an unstructured and a structured 351 

gird is done, one would always find differences in simulation results. However, the smallest 352 

difference from the fully-dynamic model simulation in terms of inundation extent and depths 353 

was achieved with the finest resolution of 25 m. This difference gradually increases with the 354 

grid resolution. In particular the model accuracy significantly deteriorates at a grid resolution 355 

of 200 m. There seems to be a local threshold for model accuracy at which the FAI drops by 356 

approximately 10% and RMSD increases by ca. 50%. Almost 90% of the flood extent was 357 

correctly predicted with the 25 m resolution. The total inundated area is slightly 358 

underestimated at 25 m grid size resolution, for coarser grids the total inundated area is 359 
generally overestimated as can be concluded from the bias in inundated area.  360 



To illustrate the spatial variation of differences between the benchmark and the inertia based 361 

model, the results of the model run with 100 m resolution are shown in Fig. 3. As indicated by 362 

the bias and flood area index, the inertia model tends to overestimate the inundation extent as 363 

would be expected for coarse resolution, at which topographical boundaries become 364 

smoothed. The deviations in depth have been calculated, the absolute error from the reference 365 

simulation and the ratio between absolute error and reference depth are shown respectively in 366 

Fig. 3 (b) and (c). For the vast majority of the cells in the study area, the absolute error is 367 

below 20 cm and the relative error in depth less than 20% of the reference depth given by the 368 

benchmark model. High errors in absolute depth (more than 1 m) and relative depth (more 369 

than 100%) occur mainly at flood extent boundaries, which can be explained by the 370 

discrepancy in simulated inundation areas.    371 

Mass balance errors for the raster-based inertia model were calculated at the end of model 372 

simulations as a percentage of the input volume. They remained zero for all simulations, 373 
which is a good proxy for model accuracy as recently discussed by Neal et al. (2011a).  374 

For the simulation on the 25 m grid, the run time was approximately 20 days and accordingly 375 

almost as long as the actual simulated duration. However, the computational time could be 376 

reduced remarkably by coarsening the grid resolution. According to Eq. 4, the time step 377 

depends on grid size, flow depth between cells and the α-value. For simulations with a grid 378 

resolution up to 200 m, where the difference in modelled depth is small, the minimum time 379 

step during the simulation increases linearly with coarsening of the grid. However, this is not 380 

valid for the simulation on the 25 m grid, due to the fact that a smaller α-value was necessary 381 

to achieve numerical stability. In addition to the increase of minimum time step, the run time 382 

is even more reduced by coarsening of the grid resolution and the resulting smaller number of 383 

computational elements (Table 1). It can be expected that for larger grid sizes of 100 m and 384 

more, larger α-values could be used, which would result in a further reduction of the run time. 385 

However, in order to determine the largest α-value at which the model retains stable, a 386 

comprehensive and computationally intensive sensitivity analysis for each grid resolution 387 
would be required.  388 

Dynamic RFSM  389 

Compared to the regular raster model that runs directly on the DEM, a more extensive pre-390 

processing is needed for the application of the Dynamic RFSM. Firstly, the automatic 391 

delineation of impact zones was carried out. The mesh of computational elements was 392 

generated from the 25 m resolution digital elevation model (Fig. 4). Around 30,000 impact 393 

zones were delineated from around 3 million cells of the digital elevation model. Hence the 394 

number of computational elements was reduced by factor 100 compared to a regular raster 395 

model for the selected representative lowland floodplain. It can be expected that in other areas 396 

with more pronounced relief, the reduction factor is lower if more local topographic 397 

depressions are detected. The size and shape of the delineated impact zones varies widely. 398 

The mesh of impact zones is shown in Fig. 4. In the very flat areas, some very large impact 399 
zones were delineated, with characteristic width of 2 km or more.  400 



The time step within the Dynamic RFSM is constant and set by the user. To test the model 401 

sensitivity to the time step size, simulations with time steps of 10 s, 20 s, 40 s, 60 s, 80 s and 402 

100 s were performed with the Dynamic RFSM. The volume exchange between the 403 
computational elements was calculated with the weir formula.   404 

During the simulation with a large time step of 100 s, ‘chequerboard’ type instabilities 405 

occurred at locations with high exchange volumes (e.g. close to the breach). Within a single 406 

large time step, high water volumes flow from one cell to another, creating temporary high 407 

water levels. In the next time step, the water is flowing back into the first cell and so forth. As 408 

a result, unrealistic high maximum water depths were calculated. For smaller time steps of 60 409 

s and less, no instabilities could be observed. This type of instability can effectively be 410 

suppressed by considering the inertia of water mass as was implemented for the raster-based 411 

model (Bates et al., 2010). Initial work on the inclusion of the inertial formulation of the 412 

momentum equation within the Dynamic RFSM by Jamieson et al. (2012) gives promising 413 
results.  414 

The comparison of the six Dynamic RFSM simulations (∆t = 10, 20, 40, 60, 80, 100 s) with 415 

the benchmark results are summarized in Table 2. Overall, the model underestimates the total 416 

inundated area as indicated by the bias in inundated area and additionally supported by the 417 

low FAI (Table 2). However, the underestimation of maximum inundation depths occurs 418 

mainly in areas with very low water depth. As a result, it has a small influence on the RMSD 419 

and the depth bias. It appears that, when decreasing the time step the underestimation of 420 

inundation extent is increasing. Due to this effect, the decrease of time step from 60 s to 10 s 421 

has a negative influence on the RMSD. Although the model runs with 100 and 80 s time steps 422 

seem to deliver good results in terms of inundation extent and overall depth bias, the results 423 

cannot be used due to the instabilities that occurred during run time producing locally 424 

unrealistic high maximum water depth. Therefore, the simulation with a time step of 60 s 425 
gives the overall best results in comparison to the fully-dynamic model.   426 

In Fig. 5 (a), showing the 60 s time step simulation compared to benchmark, the 427 

underestimation of flood extent becomes evident. In addition it can be seen that a few 428 

‘isolated ponds’ of inundation were simulated. The large absolute and relative errors in depth 429 

up to 0.5 m or 100% respectively, stretching over extended parts of the model domain, are 430 

apparent (Fig. 5 (b) and (c)). However, due to the very shallow inundation in these areas, this 431 
does not dominate the RMSD value. 432 

For simulations with the Dynamic RFSM, mass balance errors are constrained to zero. This is 433 

a result of strict use of discharge limiters implemented. The discharge limiters prevent the 434 

total amount of water leaving the cell to be greater than the sum of the initial volume and the 435 
volume coming in. 436 

The run times depend roughly linearly on the time step. The simple algorithm, the relatively 437 

large time steps and the low number of computational elements enable overall short model 438 

run times. However the communications with the SQL database during run time cost a large 439 

part of this advantage. The appropriate and structured storage of information is nonetheless 440 



indispensable for large-scale applications, where millions of impact zones need to be handled 441 

in this framework. 442 

  443 

Discussion and Conclusion 444 

In the previous sections, two simplified hydraulic models, an inertia based raster model and 445 

the Dynamic RFSM, were compared to a benchmark scenario. The objective was to 446 

investigate their ability to simulate a hypothetical inundation scenario, in comparison to the 447 

fully-dynamic InfoWorks model. The accomplished tests included a sensitivity analysis of the 448 

raster model to grid size and of the Dynamic RFSM to time step, with respect to model 449 
accuracy and run time.  450 

Simulations of inundation processes in the selected lowland study area with wide and flat 451 

floodplains were shown to be specifically challenging because of multiple possible flow 452 

paths. The simulated scenarios have shown that both simplified models were able to simulate 453 
the final inundation extent and depths with a reasonable accuracy.  454 

As was expected, the raster-based model delivered the best results at the finest tested grid 455 

resolution of 25 m corresponding to the original DEM resolution used for the benchmark 456 

model. However, the total computational time at this resolution becomes intractable in view 457 

of the national scale application. Much progress has been made over the past decade with 458 

raster-based models to develop simplified and fast hydrodynamic schemes. However they still 459 

remain CPU time demanding for large scale problems. Therefore, the strategy of grid 460 

coarsening has to be taken into account to cope with computational constraints. It was shown 461 

that the model accuracy deteriorates with increasing grid size, as one would have expected, 462 

when the topographic constraints become smoothed by interpolation. Indeed, the inertia 463 

model tends to overestimate the inundation extent at coarser grids compared to the benchmark 464 

result. It is however, evident that doubling the cell size results in a considerable decrease of 465 

computational time. Although one must keep the acceptable accuracy level for hydraulic 466 

simulations, this does not seem to dominate the risk estimations (Apel et al., 2009), which is 467 

especially true for large scale applications, where the local errors can counteract each other in 468 
the final risk estimate.  469 

Even with its simplified structure that uses a diffusive-wave approximation on an irregular 470 

grid, the Dynamic RFSM was able to simulate the maximum inundation extent and depths in 471 

a reasonable manner, although problems occurred with very large impact zones delineated in 472 

the flat regions of the case study area. Isolated ponds of inundation were simulated in the 473 

study area. This effect is caused by the filling of the impact zones that starts from the lowest 474 

point. Whenever an impact zone is not completely filled, the crest between the considered 475 

impact zone and its neighbours is not inundated. This effect increases with larger inundation 476 

zones and leads to a marked underestimation of inundation extent in the affected areas. 477 

However, as indicated by the RMSD, the overall maximum depth is in generally well-478 

reproduced, due to the fact that these effects only occur in areas with very shallow inundation. 479 

These problems are likely to be less dominant in areas with a complex topography where 480 

generally smaller inundation zones are delineated. Care has to be taken with the choice of 481 



time step, as it affects model performance. At large time steps, the level in a given impact 482 

zone is likely to rise too high as the exchanged volume was too high. This impact zone will be 483 

able to spill towards more neighbours compared to the case where the level is properly 484 

estimated. For a too large time step of 100 s ‘chequerboard’ type of instabilities could be 485 

observed. With a shorter time step, the level is likely to rise to a more moderate value and 486 

potentially fewer neighbours will be spilt into. A time step of 60 s was optimal in this study 487 

area for impact zones of the given size. This type of instability can effectively be suppressed 488 

by the implementation of the inertial type approach (Bates et al., 2010). Early exploration of 489 

the inclusion of the local acceleration term of the momentum equation within the formulation 490 
of the Dynamic RFSM shows considerable promise (Jamieson et al., 2012).  491 

Using a relatively coarse grid resolution of 100 m can reduce the run time of the raster-based 492 

model to the run time similar to the computational time of the Dynamic RFSM with a time 493 

step of 60 s (Table 1 and 2). Comparing the results, the raster based model performs better 494 

than the Dynamic RFSM in terms of inundation extent, as indicated by FAI and bias in 495 

inundated area. On the contrary, the Dynamic RFSM achieved a slightly better RMSD 496 

compared to the benchmark simulation. This is an advantage of the Dynamic RFSM over the 497 

current version of the inertia model which basically resides in consideration of the sub-grid 498 

topographic variability within the impact zones. This characteristic is crucial for representing 499 

the inundation depths. On a coarse grid the inertia model uses the averaged topography, 500 

whereas Dynamic RFSM retains the detailed topographic information within each impact 501 

zone. The advanced model physics in the inertia model cannot fully compensate the reduction 502 

in topographic complexity with respect to the simulation of inundation depths. 503 

Thus, overall it can be concluded that with a similar run time, the raster-based model 504 

performs slightly better than the Dynamic RFSM in this lowland river case study. 505 

Furthermore, there is a potential for reduction of run times of the inertia model by using 506 

higher α-values for larger grid sizes. Determination of the highest possible α-value at which 507 

the model retains stability requires, however, a computationally intensive sensitivity analysis. 508 

An additional advantage of the raster-based model is the easier model set up which does not 509 

require additional pre-processing steps. Nevertheless, it is likely that in areas with more 510 

complex topography, the generalization of the DEM has more influence on modelling results. 511 

It is possible, that in this case the raster based model might fail to simulate the inundation 512 

process correctly on a coarse grid resolution. This problem can however, be relaxed by the 513 

implementation of the sub-grid parameterisation schemes aimed at the representation of 514 

influences on flow conveyance by small-scale topographical features at a larger scale. This 515 

can be realized by deriving a so-called porosity function on a cell basis, which accounts for 516 

flow blocking effects by topographic features (e.g. buildings), reduction in floodplain storage 517 

and alteration in flow pathways (Defina, 2000; Yu and Lane, 2006b; McMillan and 518 

Brasington, 2007; Soares-Frazao et al., 2008). For instance, for the raster cell models, a 519 

porosity function can be implemented as a depth dependent percentage of volume of a coarse 520 

resolution cell available for storage (Yu and Lane, 2006b; McMillan and Brasington, 2007). 521 

In this approach, the sub-grid topographic variability is represented by the volume-depth 522 

relationships on a grid-by-grid basis, and is in essence the one used in RFSM models for 523 

irregular cells. The porosity models were reported to resemble the hydrodynamics of the high-524 



resolution flow models, however, the improvement obviously comes at the expense of 525 

computational time (Yu and Lane, 2006b; McMillan and Brasington, 2007). 526 

Previous application of the Dynamic RFSM model revealed some difficulties in the 527 

propagation of high flows (Néelz and Pender, 2010). However this was mainly the result of 528 

using too large time steps in order to achieve short run times. This is a common problem with 529 

diffusion wave models with no adaptive time stepping (Hunter et al., 2005). This situation has 530 

given an impetus to a further development of the Dynamic RFSM model and early work on an 531 

adaptation of the inertial form of the momentum equation to the irregular polygon structure 532 

shows great potential. This benchmark exercise is, however, particularly focused on the flood 533 

characteristics relevant for inundation risk assessment such as maximum inundation extent 534 

and depths. With regards to these characteristics, the Dynamic RFSM performed satisfactorily 535 
in the present test.  536 

Hence, an application at the national scale appears feasible with both the Dynamic RFSM and 537 
the inertia model as they showed reasonable run times and acceptable performance.  538 
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 651 

Tables 652 

Table 1: Influence of grid resolution on maximum simulated inundation extent and depth, as well as on run 653 
time, for simulations with the raster-based inertia model.  654 

Grid 
resolution 

Bias in depth 
(m)  

RMSD (m) Bias in 
inundated area 
 

Flood area 
index (%)  

Number of 
computational 
cells 

Minimum occurred 
time step (s) 

Run 
times 
(min) 

25 m  -0.02 0.14 0.98 89.0 3,097,600 0.4  27,840  

50 m -0.006 0.16 1.02 89.6 774,400 1.6 1,555 

100 m +0.0006 0.21 1.05 86.9 193,600 3.3 154  

200 m +0.01 0.34 1.13 75.7 48,400 6.8 21.6 
300 m +0.02 0.40 1.18 70.8 21,609 7.3 7.3  

400 m +0.006 0.43 1.19 68.9 12,100 9.2 4.5 

500 m +0.004 0.49 1.08 57.0 7,744 12.9 3.4  

 655 
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 675 

Table 2: Influence of time step on maximum simulated inundation extent and depth, as well as on run time, for 676 
simulations with the Dynamic RFSM. 677 

Time step size  Bias in depth (m)  
 

RMSD (m) 
 

Bias in inundated 
area 

Flood area index (%)  
 

Run times 
(min) 

10 s  -0.09 0.19 0.76 73.5 558 

20 s -0.08 0.18 0.78 75.0 289 

40 s -0.05 0.17 0.81 76.9 147 

60 s -0.03 0.17 0.83 78.0 102 

80 s -0.01 0.19 0.86 79.0 79 

100 s +0.007 0.22 0.88 79.1 64 
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Figures 700 

 701 

Figure 1. Example structure of impact zones (Lhomme et al., 2008) 702 
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 707 



 708 

Figure 2. Model domain of the study area at the river Elbe 709 
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 711 

 712 

Figure 3. Comparison of maximum simulated inundation depths between the raster-based model simulation (at 713 
Δx = 100 m) and benchmark. (a) Evaluation of inundation extent, (b) absolute error in depth, (c) ratio between 714 
absolute error and reference depth 715 
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 717 

 718 

Figure 4. Mesh of impact zones within the modelling domain719 
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 723 

Figure 5. Comparison of maximum simulated inundation depths between Dynamic RFSM simulation (with Δt = 724 
60 s) and benchmark. (a) Evaluation of inundation extent, (b) absolute error in depth, (c) ratio between 725 
absolute error and reference depth 726 
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