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Abstract

Age-depth-relationships are essential to understand expressions of Earth history. Age-depth-relationships
reveal the environmental significance of (terrestrial) sediment deposits and relate them to other paleoenviron-
mental archives. Although luminescence-based ages are of paramount importance, their incorporation in
age-depth-models is limited due to the convolved uncertainties with unknown proportions of systematic and
random parts. Here, we use an inverse modelling approach for fine-grained quartz OSL ages of loess deposits
to i) generate a probability density function of the random uncertainty part and ii) use this function to recal-
culate and improve stratigraphically related OSL ages. Our approach can be applied to other luminescence
dating techniques. Applying the algorithm to synthetic data sets generates valid results, despite an average
underestimation of the relative random uncertainty by ~18 %. All tests show that precision of the inverse
modelling of uncertainty parts depends only on the number of samples per dataset. By using the output of
the approach on published data the precision of a late Pleistocene loess sequence chronology was improved by
21–30%.

1. Introduction

For determining the timing, duration and
temporal variability of environmental change,
as recorded by palaeoenvironmental archives,
ages based on optically stimulated lumines-
cence (OSL) dating are superior to other ap-
proaches (e.g., 14C-dating). Moreover, lumi-
nescence dating is crucial for time scale con-
struction for considerable parts of the Quater-

nary, since it captures the depositional process
of sediment itself. For an introduction to lu-
minescence dating see e.g., Aitken (1998) or
Preusser et al. (2008). One step beyond inter-
preting particular depositional ages is deploy-
ing chronologies using multiple ages in any
succession of deposited sediment, i.e., convert-
ing the depth or thickness domain of a deposit
to the time domain, commonly referred to as
age-depth-model. Numerical chronologies rep-
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resent a defined transformation of stratigraphic
positions/layers to time in Earth’s history, giv-
ing a fundamental basis for most studies on
palaeoenvironments. Age-depth-models can
be constructed by linear interpolation or fit-
ting of polynomial or spline functions to exist-
ing ages. More sophisticated Bayesian models,
in the sense of allowing statistical inferences
using probability models, allow for obtaining
robust age-depth-models by incorporating un-
certainties from sets of individual dates (e.g.,
Buck et al., 1991, 1992; Bronk Ramsey, 1995;
Bayliss and Ramsey, 2004; Blaauw and Chris-
ten, 2011; Blaauw and Heegaard, 2012), and
sometimes also assumptions on the deposi-
tional processes (Bronk Ramsey, 2009). In par-
ticular, this involves obtaining additional infor-
mation inherent to the stratigraphic sequence,
i.e., by applying the stratigraphic principle that
deposits lower in the profile sequence are pre-
sumably older than shallower ones. The appli-
cation of Bayesian methods to stratigraphies,
which are in detail described in, e.g., Bronk
Ramsey, (1995, 2000, 2001) and Buck et al.,
(1996), reduce the uncertainty of datasets with
known chronological order where age proba-
bility density functions (PDF) overlap. Most
commonly, this approach uses Markov Chain
Monte Carlo (MCMC) simulations (cf. Gel-
man et al., 2014 for an introduction). Bronk
Ramsey (2000, 2009) and Steier and Rom (2000)
demonstrate the relevance of depositional sys-
tem assumptions and specifically Bronk Ram-
sey (2000) points out that the results strictly
represent results of applied methods. Telford
et al (2004) and Blockley et al (2007) demon-
strate that age-depth-models may give mislead-
ing accuracy when the spatial distance of dated
layers is not small enough. It becomes gener-
ally accepted that Bayesian age models includ-
ing reproducible uncertainty are more realistic
than models without uncertainty estimation
(Blaauw, 2010). In the past, Bayesian age mod-
elling approaches were mainly used by the
14C community (e.g., Bayliss and Ramsey, 2004;
Millard, 2004), but have also been applied to
archaeomagnetism (Lanos et al., 2005; Schnepp
and Lanos, 2005), U/Pb dating (Mundil, 2004;

de Vleeschouwer and Parnell, 2014;), U-series
dating of speleothems (Millard, 2004; Scholz
and Hoffmann, 2011; Hercman and Pawlak,
2012), ESR dating (Millard, 2006a), 210Pb dat-
ing (Hercman et al., 2014) and to the integra-
tion of 40Ar/39Ar ages and cyclostratigraphic
durations (Meyers et al., 2012; Sageman et al.,
2014). Luminescence ages have been used for
Bayesian age modelling, as well (Rhodes et
al., 2003; Millard, 2004, 2006b; Huntriss, 2008;
Combès and Philippe, 2017), but so far this pro-
cedure received only limited attention. Millard
(2004) comments on the rare use of Bayesian
age models applied to other dating techniques
than 14C and states: “The beauty of Bayesian
chronological models is their ability to com-
bine many different types of information in a
mathematically rigorous and philosophically
satisfying way. It is natural therefore to ex-
tend the method to the other available dating
techniques“.

This limited use of Bayesian age model im-
provement by other dating techniques may be
related to the difficulties in providing a sep-
aration of the systematic and random parts
of uncertainty. Only the random uncertainty
part can be used for modelling (e.g., Gradstein
et al., 2004; Huntriss, 2008; Agterberg et al.,
2012). Here we consider samples from individ-
ual sediment sections measured in the same
laboratory and their uncertainty parts. We re-
gard uncertainty as random, when it does not
bias ages in a systematic manner towards older
or younger ages. Luminescence data can be ex-
pected to gain improved precision by Bayesian
methods due to its comparably high uncer-
tainty and often overlapping probability den-
sity functions. Combinations of systematic and
random uncertainty may be expected in all dat-
ing methods. Comparing datasets of different
luminescence techniques (e.g., Kreutzer et al.,
2012; Constantin et al., 2014; Lomax et al., 2014;
Trandafir et al., 2015) are examples where both
systematic and random uncertainty structures
are present. For routine dating applications,
the parts of uncertainty have so far not been
separated in a reproducible way.

Various software packages implement
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Bayesian age models, specifically for 14C dat-
ing, such as OxCal (e.g., Bronk Ramsey, 1995)
and ChronoModel (Vibet et al., 2016). Simu-
lations using age distributions are employed
to obtain datasets consistent with the strati-
graphic principle. However, only random un-
certainty should be used in such models, and
model results need to be re-combined with
the systematic part of uncertainty after mod-
elling. The necessity for separating uncertainty
into random and systematic parts and attempts
from a physical understanding are discussed
already in Aitken, (1985), but due to the un-
known uncertainty structure of several parame-
ters of the age equation (e.g., the water content
which contributes significant to uncertainty) all
physical models remain rough approximations.

Scope of this article is to introduce an inverse
modelling approach to resolve the proportions
of systematic and random uncertainty for sets
of luminescence ages from individual sections.
We focus on one type of terrestrial archive
(Late Quaternary loess-palaeosol-sequences)
and one type of luminescence dating tech-
nique (fine-grain quartz based OSL). Based on
a database of published records, a PDF of the
random uncertainty is created and an existing
chronology is exemplary improved. The ap-
proach is validated with synthetic data sets of
known composition and applied to an empiric
data set from Saxony/Germany (Kreutzer et
al., 2012). The power of the here proposed
method is to work even without knowing the
sources of uncertainty, the means of obtaining
them, and their correlation. This approach may
be considered rough, but at the same time it
is effective when only age results are known.
This is inevitably the case if original data sets
are not available.

2. Methods

The approach consists of three parts (Fig. 1).
First, a survey of published OSL chronology
data sets for loess-palaeosol-sequences is inte-
grated to a database of appropriate material.
Second, based on this OSL data a PDF of the
random uncertainties is generated, applying

MCMC methods, using resampling statistics.
A PDF is preferred here to a fixed value of
random/systematic uncertainty, as these may
be different for individual ages from a dataset.
Third, this PDF-based information about the
random uncertainties is used in a Bayesian age-
depth model to calculate more precise ages
with reduced combined uncertainties. All cal-
culations are programmed and performed us-
ing the free statistic programming language R
(R Development Core Team, 2017). The two
models (PDF generation and age recalculation)
are written as documented functions and – to-
gether with test data sets – provided as Ap-
pendix and supplementary data repository for
reproduction and modification of the results
reported here. Please note that our calcula-
tions using resampling procedures; hence re-
sults vary for different experiments and may
not be perfectly reproducible. Throughout this
text R code snippets or function arguments
are given in monospaced characters and refer
to full R code provided in the supplementary
material.

2.1. Data sets used for modelling

Separation of random and systematic uncer-
tainty parts of OSL data requires a robust and
sufficiently large database of dated sediment
deposits. Deposits have to be stratigraphically
consistent and must unambiguously allow an
identification of age inversions from, e.g., mor-
phological features of the deposits. The sedi-
ment transport process that generated the de-
posit should allow for well-bleached sediments
prior to burial (e.g., due to atmospheric suspen-
sion transport) and should show minimal post-
depositional disturbance. Accordingly, to build
the empiric database we focus on OSL ages re-
ported for well documented (mainly European)
loess and loess-palaeosol sequences that show
high accumulation rates, especially during the
last glacial maximum (Rousseau et al., 2007;
Buggle et al., 2009; Újvári et al., 2010). Further-
more, aeolian sediments can be expected as suf-
ficiently bleached before deposition. The selec-
tion of the datasets was based on a series of rig-
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Figure 1: Flow chart of the calculation procedure.

orous constraints: (1) Only OSL age estimates
obtained by fine grain (4–11 µm) quartz dat-
ing using the single aliquot regenerative-dose
(SAR) approach (Murray and Wintle, 2000) are
considered, (2) ages showing an equivalent
dose (De) higher than 150 Gy are neglected
(equivalent to a maximum age of about 50 ka in
a loess section, depending on the environmen-
tal radioactivity), (3) only records with limited
pedogenic disturbances are used. The first con-
straints are introduced to avoid dealing with
systematic methodological uncertainties that
may not be comparable, and may not be fully
understood from a physical perspective. Set-
ting a cut-off level for De at 150 Gy is somewhat
arbitrary and a balance between data availabil-
ity and suggested higher reliability of lower
De values. The mineral quartz was chosen
because it is supposed not to suffer from an
anomalous signal loss over time (athermal fad-
ing, an effect that leads to age underestimation;
Wintle, 1973). Further, the limitation to De val-
ues < 150 Gy accounts for the reported and
expected dose saturation levels of quartz in
general, which range from about 125 Gy up to
about 400 Gy in exceptional cases (cf. Buylaert
et al., 2007; Roberts, 2008; Chapot et al., 2012).
This limit is kept for all datasets; even when a
study reported locally higher saturation levels.

2.2. Probability density function for
random uncertainty part

When investigating sediment samples with a
similar source area and deposition history, age
inversions within a concordant sediment sec-
tion may be explained at first order by the ran-
dom uncertainty of a dating method. Any dat-
ing method with inherent random uncertainty
is expected to show age inversions. Thereby,
the number of inversions should only depend
on the proportion of random uncertainty for
the dated samples, whereas systematic uncer-
tainty causes bias in one direction (old/young)
and does not contribute to age inversions. To
create a synthetic record with imposed uncer-
tainty, ages of datasets are ordered. Accord-
ingly, for each data set random uncertainties,
ranging from 1 % to 100 % (and systematic un-
certainties vice versa) are tested for their ability
to explain the observed number of age inver-
sions. The tests included for each combination
of uncertainty parts, realised as a sequence of
integer percentages of random uncertainty (n
= 100), 1001 times (n.MC = 1001) resampling
the natural dataset with the given uncertainty
properties. All random uncertainty parts that
could explain the empiric number of age in-
versions were given a relative probability, rep-
resenting a measure for the number of simu-
lations in agreement with real luminescence
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data and their number of inversions (Fig. 2).
Fig. 2A depicts the PDF for all here consid-
ered datasets, and Fig. 2B represents the PDF
from a single dataset by Kreutzer et al. (2012).
The function create.pdf uses datasets and their
1-sigma uncertainty as input, because most
datasets are published with this uncertainty
level. In summary, we test different amounts
of random uncertainty (in %) for their pos-
sibility to create the number of observed age
inversions. This is done using simulations of re-
ported ages and their uncertainty. Noisy PDFs
can be result of sparse simulation cases consis-
tent with data, and also unclear density due to
a limited number of simulations. In some cases,
this can be countered by increasing the num-
ber of simulations where computer memory
allows.

2.3. Algorithm validation

Synthetic data sets are created to explore the va-
lidity and performance of the uncertainty sep-
aration algorithm. Questions to be addressed
concern the influence of the number of samples
in a dataset, the number of different data sets,
the proximity of individual ages to each other
and the overall size of the relative uncertainty
on the shape of the random uncertainty density
function. The supplementary materials contain
a series of R-scripts that are devoted resolving
these questions and may be used by the reader
to comprehend and extend the tests (Fig. 3).

To estimate the overall scatter introduced
by the technique, a Monte Carlo design with
500 repeated simulations of one data set with
35 samples was created. The samples in this
data set are all separated by 500 years, starting
from zero, have a relative uncertainty of 12 %
and a random uncertainty part of 50 %. Based
on these parameters, in each Monte Carlo run
normal distributed random numbers were gen-
erated with the means defined by the evenly
spaced ages and the standard deviations de-
fined by the random uncertainty parts of the
relative uncertainty.

To test the influence of age offsets within
a chronology (i.e., effect of sampling den-

sity or deposition rate; see Fig. B, Supple-
mentary script 04_test_age_offset.R), the
spacing of individual ages was changed from
5 years to 50,000 years. The limits of this
range are far from being realistically encoun-
tered in any empiric data set but highlight
the behaviour of the algorithm also in ex-
treme cases. To test the influence of the
sample size, their number in a data set was
changed from 5 to 50 (logarithmically increas-
ing; see Fig. 3C and Supplementary script
05_test_number_of_samples.R). The upper
limit of this range will be encountered only
in few empiric data sets and is primarily used
to show the influence of this parameter. The in-
fluence of number of empiric data sets (i.e., size
of the data base; see Fig. 3D and Supplemen-
tary script 06_test_number_of_data_sets.R)
was tested by changing the data base size from
5 to 200. In a last test, the relative uncer-
tainty was changed from 0 % to 100 % in in-
teger steps to test the influence of this param-
eter; see Fig. 3E and Supplementary script
07_test_random_uncert_part.R.

2.4. Recalculating luminescence ages

Buck et al. (1991) introduced the consideration
of the principle of stratigraphy in a statisti-
cal way to 14C dating, and the concept has
been described in detail various times there-
after (e.g., Buck et al., 1991, 1992; Bronk Ram-
sey, 1995; 2000; Steier and Rom, 2000; Blockley
et al., 2004). Here, the PDF as derived from
the empirical data set is used to generate ran-
dom uncertainty parts and assign them to a
series of empiric ages in stratigraphic order.
The respective systematic uncertainty part is
stored separately and is not used for the fol-
lowing age-depth modelling procedure, but is
re-combined with the final result. This pro-
cedure is applied to in total as many simu-
lation runs as necessary to gain n.MC.min (de-
fault:1000) stratigraphically consistent data sets.
The routine recalculate.ages estimates the num-
ber of required MCMC runs based on a sub-
sample size and improves computational effi-
ciency through vectorisation of the calculations
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Figure 2: Probability density functions (PDFs) of random uncertainties using all input data (A), and only one specific
dataset (Kreutzer et al. 2012; B). The relative density (ordinate) is plotted versus the percentage of random
uncertainty (abscissa). Note that the PDF of all used data (A) allows for the whole range from 0 to 100
%, while the PDF from the dataset by Kreutzer et al. (2012; B) shows an increasing density with random
uncertainty from ca. 30 % onwards.

in R. Depending on the likelihood to draw in-
verted ages from the input data description,
this can involve a large number of Monte Carlo
runs, which are cut by a parameter n.MC.max
to avoid longer than necessary processing. The
recalculate.ages routine uses the 2-sigma uncer-
tainty of data as input, and by default provides
95 % uncertainty of the Bayesian model result;
the output probabilities can be set by adjusting
the probability parameter. It calculates a maxi-
mum of n.MC.max times n.MC.min simulations.

Straightforward interpretation of resulting
simulations with stratigraphically consistent
data are problematic (cf. Bronk Ramsey, 2000,
2009; Steier and Rom, 2000). Uncorrected re-
sults from MCMC simulations have a higher
probability for results with relatively long du-
rations exceeding means of original maximum
and minimum ages (and producing datasets
with youngest ages shifted towards younger
ages, and the oldest age being shifted towards
the older end). To account for this effect, the
Bayesian weighting prior for ordered data sets
is defined according to (Bronk Ramsey, 2000,

2009): P = (tmax − tmin) − n, where tmax is
the oldest sample age, tmin the youngest sam-
ple age and n is the number of ages/samples,
including the introduction of two boundary
ages to counter effects of preferring long dura-
tions (e.g., Bronk Ramsey, 2000). For unordered
datasets P was set to 0, as outlined, e.g., in
Bronk Ramsey (2000). Furthermore, two outer
boundary ages are set at a distance of five times
the mean temporal spacing of samples (similar
to boundaries in OxCal; Bronk Ramsey, 2009).
Fig. 4 shows how the applied algorithm avoids
preferring long durations and successfully ac-
counts for this issue.

However, this effect may affect results from
other datasets with other data structures.
Specifically, the pattern of inversions and age
non-equidistant distance between samples (or
clustering of samples at specific age intervals)
may influence this effect. Summarizing, the
re-calculation of OSL ages represents an age-
depth model using the mentioned Bayesian
Prior and a PDF of the random and systematic
parts of uncertainty.
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Figure 3: Algorithm validation results for synthetic datasets with 50 % random uncertainty. A: Mean (black line) and
standard deviation (grey lines) values for PDF generated by 500 model runs with identical input parameters,
the arrow indicates the difference between model input and output, B: Influence of age difference between
samples, C: Influence of sample size, D: Influence of data base size and E: Influence of the random uncertainty
proportion, the line indicates results lowered by about 18 %. Black dots overlaying image plots indicate the
input value of random uncertainty part (0.5/50 %) in B-E.
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Figure 4: Comparison of the original chronology by Kreutzer et al., 2012 (black) and the results from our approach
including usage of a PDF for estimating systematic and random parts of uncertainty and following Bayesian
analysis (red, for PDF from all data; green for the PDF from this dataset). Usage of the PDF from the dataset
by Kreutzer et al., 2012 results in systematically higher precision than the PDF of all data.

3. Results

3.1. Algorithm validation

Results from 500 repeated model-runs with
identical input parameters show a high proba-
bility density between 25 % and 40 % random
uncertainty (maximum around a random un-
certainty of 35 %). These results imply an un-
derestimation of the true random uncertainty
part by 10 % to 25 % (18 % on average, cf.
Figs. 3a (see the peak at 38 % instead of 50 %,
indicated by the arrow), 3e (see colours repre-
senting high density systematically below the
50 % dots, the line indicates the 18 % lowered

density), and supplementary materials). The
density curve is asymmetric with a negative
skew. Age differences between samples do
not influence the model results (Fig. 3B). The
rather stable underestimate of about 18 % is
observed regardless of the age difference be-
tween samples, and thus the potentially exist-
ing age inversions due to random uncertainty
(see specifically Fig. 3A & 3E). Sample size has
a significant impact on model results (Fig. 3c).
With less than about 10 samples per dataset
the PDF is rather flat. It indicates basically
any proportions of random and systematic un-
certainty are equally likely. From about 15
samples onward, the PDF becomes systemat-
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ically narrower. However, even as many as
50 samples do not influence the observed un-
derestimation. The size of a data base (i.e.,
the number of individual datasets) does not
influence the model results. Despite the about
18 % underestimation effect our approach re-
liably detects all imposed random uncertainty
proportions (Fig. 3e).

3.2. Inverse modelling

Data regarded reliable by the authors and ful-
filling the criteria outlined in section 2.1 are
contained in publications by ChongYi et al.,
2012; Constantin et al., 2014, 2015; Fuchs et
al., 2013; Kreutzer et al., 2012; Lu et al., 2007
(one age fulfills criteria but is not regarded as
robust by the authors); Meszner et al., 2013;
Timar-Gabor et al., 2011. For unknown rea-
sons the dataset by Meszner et al., (2013) sug-
gests random uncertainty to largely exceed the
overall uncertainty (see supplementary Fig. 1).
Thus, we excluded this dataset from further
analysis. These sets were used to create a PDF
for fine grain OSL ages of the sediment type
loess. The empiric PDF (PDFLoess, Table 1, Fig.
2a) reveals that high percentages of random
uncertainty have a higher probability than low
percentages of random uncertainty. The PDF
generated from all input data sets, hereafter
termed ”PDFLoess“, shows an almost linearly
increasing probability for higher contributions
of random uncertainty. Applying the approach
to a single data set (Kreutzer et al., 2012) yields
different results (Fig. 2b). There, the PDF has
the highest probability for high random un-
certainty percentages and declines with lower
values. The PDF approaches zero for values
smaller than about 30 % random uncertainty.

3.3. Application to an empiric data
set

Results of the original and refined chronologies
of the empiric data set from Ostrau/Saxony
(Kreutzer et al., 2012, Fig. 4) reveal that the
overall uncertainty of the data could be re-
duced on average by 30 % when using the PDF

from this specific dataset, and by 21 % when us-
ing the PDF from all input data sets (PDFLoess;
Table1). The improvement is expressed as the
difference between the uncertainty after mod-
elling and the original uncertainty over the
original uncertainty (all 2-sigma). Data near
the top and bottom of the sediment section can-
not be improved to a similar extent as data in
between (Table 2 and Fig. 4).

4. Discussion

4.1. Methodological considerations

Investigating synthetic datasets (cf. Sections
2.4 and 3.1) shows a wide, slightly negatively
skewed distribution of random uncertainty for
datasets of realistic sample numbers (Fig. 3).
For small numbers of samples, the distribution
becomes flat over the entire uncertainty pro-
portion range. The number of age inversions
in a data set is an integer number; any spe-
cific number of age inversions generates a spe-
cific result with uncertainty. Generally, it may
be presumed that higher numbers of age in-
versions represent higher random uncertainty.
Thus, the more ages an individual dataset com-
prises, the higher becomes the precision of the
inverse modelling approach (Fig. 3C). The syn-
thetic data consistently show that our approach
underestimates random uncertainty by about
18 %. We attribute this underestimation to the
assumption that real luminescence ages may be
approximated by sorted surrogates of a given
datasets. This implementation inevitably leads
to a smaller number of inversions and there-
fore less random uncertainty than originating
from resampling real ages. However, in the
absence of precise knowledge about real ages
this approach is the only and best available
option in our opinion. Robustness of the ap-
proach towards age differences between sam-
ples and overall data set size is encouraging
with respect to a wider application to other
sediment types and luminescence dating tech-
niques. It accounts for all potential causes of
unresolvable dating issues. It is the number of
samples per data set that matters. Thus, highly
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Table 1: Data of the PDFLoess, a probability density function established from fine grain OSL quartz data from loess-
palaeosol sequences. The first column gives the percentage of the random uncertainty; the second column
shows the respective probability. Please note that this PDF was created using a simulation approach, and
therefore attempts to reconstruct this dataset using the supplementary R functions is expected to lead to
similar, but not the same results. For a visualisation see Fig. 2A.

uncertainty [%] probability uncertainty [%] probability uncertainty [%] probability

0 0.01000628 33.333333 0.04821316 66.666667 0.09243584
1.010101 0.016541 34.343434 0.04934387 67.676768 0.09411864
2.020202 0.01645952 35.353535 0.05076916 68.686869 0.09503695
3.030303 0.01645641 36.363636 0.05197299 69.69697 0.09674894
4.040404 0.01644975 37.373737 0.05350727 70.707071 0.09791893
5.050505 0.01644684 38.383838 0.0543716 71.717172 0.09893429
6.060606 0.0167408 39.393939 0.05586333 72.727273 0.11468022
7.070707 0.01720838 40.40404 0.05712714 73.737374 0.10165718
8.080808 0.01769127 41.414141 0.05872534 74.747475 0.1027008
9.090909 0.01850702 42.424242 0.05997554 75.757576 0.11876968
10.10101 0.01949214 43.434343 0.06107018 76.767677 0.11997022

11.111111 0.02069329 44.444444 0.06266646 77.777778 0.11389758
12.121212 0.02177999 45.454545 0.06405702 78.787879 0.12238049
13.131313 0.02283053 46.464646 0.06540718 79.79798 0.10880839
14.141414 0.02402877 47.474747 0.06628864 80.808081 0.1175924
15.151515 0.02512093 48.484848 0.06753321 81.818182 0.11098616
16.161616 0.02631646 49.494949 0.06883373 82.828283 0.13406463
17.171717 0.02733976 50.505051 0.07050314 83.838384 0.12053686
18.181818 0.02867175 51.515152 0.07177392 84.848485 0.1149341
19.191919 0.02969268 52.525253 0.07315606 85.858586 0.12210364
20.20202 0.03105637 53.535354 0.07441017 86.868687 0.13114198

21.212121 0.03223179 54.545455 0.07580185 87.878788 0.16076203
22.222222 0.03365747 55.555556 0.07761307 88.888889 0.15430351
23.232323 0.03498134 56.565657 0.07876972 89.89899 0.14087445
24.242424 0.03605716 57.575758 0.08015879 90.909091 0.18570389
25.252525 0.0375575 58.585859 0.08125125 91.919192 0.17900544
26.262626 0.03893187 59.59596 0.08261136 92.929293 0.17969401
27.272727 0.03998447 60.606061 0.08435207 93.939394 0.20995126
28.282828 0.04152177 61.616162 0.08569958 94.949495 0.18861811
29.292929 0.04302369 62.626263 0.08709216 95.959596 0.19655025
30.30303 0.044297 63.636364 0.08836269 96.969697 0.18295683

31.313131 0.04546706 64.646465 0.08982048 97.979798 0.24858113
32.323232 0.04657738 65.656566 0.09097122 98.989899 0.26420855
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Table 2: Data and associated uncertainty from Kreutzer et al. (2012), and improved precision as by the methods
outlined.

Original data PDF of all loess datasets PDF Kreutzer et al. (2012) data
sample Depth Age 1 σ 2 σ mean age lower σ upper σ mean age lower σ upper σ

boundary
BT607 0.15 15.1 1.4 2.8 15.01 12.10 17.71 15.23 11.44 18.00
BT608 0.62 17.5 1.2 2.4 17.41 14.81 19.38 17.86 14.96 19.54
BT609 1 19.4 1.3 2.6 19.43 17.25 21.03 19.44 17.08 21.29
BT610 1.25 20.4 1.4 2.8 20.40 18.51 22.66 20.45 18.71 22.91
BT611 2.15 23.4 1.6 3.2 22.29 19.47 25.33 21.98 20.38 24.35
BT612 3.1 23.7 1.7 3.4 22.97 20.75 25.83 23.02 21.18 25.15
BT613 3.35 22.3 1.5 3 23.67 21.28 25.98 23.51 21.77 25.52
BT614 3.7 25.1 1.7 3.4 24.78 22.04 26.88 24.85 22.17 26.76
BT615 4.25 26.5 1.8 3.6 25.93 22.87 28.12 25.96 23.73 27.78
BT616 4.9 25.7 1.8 3.6 26.35 24.04 29.18 26.57 24.53 28.26
BT626 5.8 28 1.9 3.8 27.14 24.55 29.87 27.42 25.29 29.70
BT625 6.3 26.9 1.8 3.6 27.88 25.43 30.45 27.90 25.95 29.85
BT624 6.9 29.1 2 4 29.17 26.41 32.68 29.24 26.96 32.13
BT622 7.8 30.3 2.1 4.2 30.39 27.77 34.13 30.46 28.14 34.43

boundary

resolved (and sampled) sediment sections are
ideal for expanding the approach to further
deposit types and measurement techniques.

The size of the database does not play a role
for PDFs from multiple datasets when these
PDFs are of similar structure (number of ages,
age difference; Fig. 3D). However, because
hardly ever only datasets of the same length
are in a data compilation, we regard building a
database representative for a dating technique
useful.

4.2. Properties of probability density
functions

The PDFLoess (Fig. 2A) shows higher probabili-
ties of higher random uncertainties. Even fully
systematic uncertainty is possible, though un-
likely (see table 1 and PDFs in Fig. 2). It may be
subject to personal considerations whether (A)
it is more appropriate to use a PDF from mul-
tiple datasets with similar sedimentologic ori-
gin and dating approach (here: fine grain OSL
Quartz data from loess-palaeosol sequences)
or (B) a PDF of an individual dataset (if suf-

ficient dates are available, as for example in
the dataset by Kreutzer et al. (2012), Fig. 2B)
to estimate a PDF of random uncertainty. We
advocate for using both, a PDF from an indi-
vidual dataset and a PDF compiled from a set
of representative datasets. The probability den-
sity functions of both concepts overlap in our
case, and the impact on the age recalculations
are similar, though smaller uncertainties result
from the PDF from the dataset by Kreutzer et
al. (2012).

The constructed PDF for loess (PDFLoess,
Fig.2A) is assumed to be representative only
for fine grain OSL quartz ages from loess and
loess-palaeosol sequences, and may exclusively
be used for such environmental archives. More
or different data used for future inverse mod-
elling approaches may modify results, and
therefore also results of age-depth models
based on this PDF. Here we set the maximum
percentage of random uncertainty to 100 %.
However, if the OSL uncertainty is systemati-
cally underestimated, also higher percentages
should be used. Such a possibility is explored
by setting the maximal random uncertainty to
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1000 %, along with an artificial dataset where
random uncertainty is explored up to 500 %
(Fig. 5). A maximum in the random part of
uncertainty is located at 120 % for both PDFs.
Because the method tends to underestimate
random uncertainty, and also systematic un-
certainty can be expected (e.g., Constantin et
al. 2015), these results point at an even larger
underestimation of uncertainty in the analysed
luminescence datasets. A closer investigation
in this direction is, however, clearly not aim
of this manuscript, but may lie in the integra-
tion of the time dependent water content since
deposition.

A direct comparison to the information on
the systematic and random uncertainty, as
given by Constantin et al. (2014), is difficult
in detail because of their deterministically set
percentage versus the PDFs derived by our ap-
proach. A dominance of systematic uncertainty
as proposed by Constantin et al. (2014) is pos-
sible, given that the PDF from the dataset by
Constantin et al. (2014, see Fig. 6) allows for
all possible uncertainty percentages. However,
the proposed approach results in highest prob-
abilities for random uncertainty of 120 %.

4.3. Improved precision of the em-
piric data set

The increase in precision due to the Bayesian
Prior of superposition is related to the amount
of random uncertainty. The higher the random
uncertainty, the higher is the improvement by
the statistical method. The age recalculation
removed all age inversions inherent to the ini-
tial dataset when considering the mean ages.
However, more important are the changes of
the age-depth relationship between 1 m and 3
m depth and the increase in the accumulation
rate between 3 m and 4 m depth (Fig. 4). The
recalculated dataset now reveals up to four dif-
ferent phases of sedimentation: (1) 0–1.5 m, (2)
1.5–3 m, (3) 3–4 m and (4) 4–8 m. Phases of
rapid sedimentation (2 and 4) are linked to the
corresponding loess layers. The recalculated re-
sults are not changing the palaeonvironmental
interpretation by Kreutzer et al. (2012), how-

ever, they more sharply reveal the significance
of the sedimentation phases. In combination
with other datasets, this outcome has potential
to further constraining the European climate
history. Nevertheless, our results also show the
limitation of our approach: The improvement
of a single dataset does not necessarily lead to
a changed palaeoenviromental history.

4.4. General application of Bayesian
age depth models

The application of a simulation allows only
stratigraphically consistent data in a statisti-
cally justified way. Separating random and
systematic uncertainty for luminescence data,
can advance the precision of chronologies with-
out decisively increasing precision in unjus-
tified ways as specifically assuming uncer-
tainty to be fully random. The accuracy de-
pends on the systematic part of data uncer-
tainty. We presume that all datasets with
overlapping probability density functions of
ages can be improved this way. The degree
of data improvement depends on the shape
of the PDF, the amount of overlap of age un-
certainties and the number of measured ages
of the chronology. The differentiation of clus-
tered ages and/or hiatuses obvious from lithol-
ogy is useful, and can be incorporated in al-
gorithms, as available in the OxCal software
(e.g., Bronk Ramsey, (1995) or ChronoModel
(http://www.chronomodel.fr; manual: Vibet
et al., 2016). A more comprehensive database
for a PDFLoess would be advantageous. How-
ever, more important would be the generation
of decisively large datasets for single sediment
sections. Unfortunately, only a few sections
appear to be dated with the sufficient high res-
olution (e.g., at least every 50 cm; if stratigraph-
ically applicable). We aim at finding a balance
between the number and size of datasets and
the needed constraints to generate reliable out-
put. Regardless of whatever input PDF is used,
resampling specific datasets will tend to show
stratigraphically consistent results for a specific
range of random and systematic uncertainty
which may better explain a given dataset.
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Figure 5: Exploring random uncertainty beyond 100 % of reported uncertainty (at 95 % confidence level). (A)
represents an artificial sample with 100 % random uncertainty. (B) and (C) explore random uncertainty up
to 10 times the reported uncertainty for the PDFs from one dataset (B; Kreutzer et al. 2012) and all here
investigated datasets (C). Note that the abscissas in A) and B, C) have different labels.

In contrast to calibrated 14C ages with com-
plex PDF shapes, the OSL data used here are
assumed to be normal distributed around a
mean. This normal distribution has the ad-
vantage that improbable data structures do not
need to be considered outliers. Other and more
complex distributions and also density func-
tions may be used in adjusted computer code,
but are not commonly reported for lumines-
cence ages. However, this also limits the in-
crease in precision by applying Bayesian meth-
ods to luminescence dates.

4.5. Parametrizing uncertainty for
Bayesian age depth models

Dating techniques relying on standards and
constants have an overall uncertainty with
parts of uncertainty being systematic and parts
being random. Tests with synthetic data
showed that datasets comprising a low number
of ages lead to PDFs allowing for systematic
and random uncertainty in the whole range
between 0 % and 100 %. In cases where the
amount of random/systematic uncertainty is
unknown, we suggest to conservatively draw
random/systematic uncertainty from a uni-

form PDF from 0 % to 100 % or use dataset-
specific PDFs once these are generated or com-
piled from the literature. Higher systematic
uncertainties lead to relatively imprecise re-
sults of Bayesian age depth-models and vice
versa.

4.6. Critical considerations and limi-
tations

With our approach, the random and systematic
parts of uncertainty are not strictly separated
for every single age, but a PDF is modelled for
all ages; either of one data set or a suite of data
sets with comparable genetic constraints. This
approach may systematically fail to hit the cor-
rect random and systematic uncertainty parts
for individual dates, but is a generalisation
made to adequately describe a data set. Like-
wise, a dataset with a small number of ages
will not generate a narrow PDF. However, since
the amount of random and systematic parts
of uncertainty can be different for individual
dates of a chronology, we do not consider im-
precise PDFs as problematic, but rather a real-
istic case. Moreover, especially PDFs resulting
from short chronologies should be regarded
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Figure 6: PDFs for the dataset by Constantin et al. (2014). (A) represents a PDF of the random uncertainty proportion
from 1-100 %, (B) explores a wider random uncertainty proportion up to 500 %.

carefully when the uncertainty is expected to
be dominantly systematic. Finally, Bayesian
age models are expected to produce results
with an improved precision, in comparison to
the original data. Nevertheless, this precision
may become misleading if potential systematic
uncertainties have been not included by the
individual dates (or dating methods; e.g. sys-
tematically higher or lower water content than
assumed for luminescence). Further, computa-
tion results should be interpreted as a result
of the applied method, and not necessarily as
a perfect estimate of the true precisions; see
Bronk Ramsey, (2000) for a thorough discus-
sion of what Bayesian ages stand for. Though
the choice of a uniform Bayesian prior distri-
bution is applied here, it is neither the only
option (Bronk Ramsey, 2000; 2009), nor may it
be in all cases the preferred one (e.g., Bronk
Ramsey, 2000). However, it may be assumed
as the most appropriate option if no additional
information on this distribution is available. In-
dependent determination of the minimum and
maximum systematic (or random) uncertainty
for luminescence data derived from physical
processes (as e.g., decay constants) would be
beneficial for future work, and has the poten-
tial to improve on the here presented PDFs

by setting the limits parameter in the function
recalculate.ages.

5. Conclusions

Using a combination of an inverse modelling
approach to estimate the random and sys-
tematic parts of OSL data uncertainty and a
Bayesian age-depth model, we increase the pre-
cision of fine grain quartz OSL chronologies.
Where separation of uncertainty into random
and systematic parts is impossible, we propose
to use a uniform PDF allowing for random
uncertainty between 0 % and 100 %. Exem-
plary the precision of ages has been improved
by 21–30 %, depending on the PDF used for
random/systematic uncertainty. The applied
approach of separating uncertainty parts of lu-
minescence data may be applied to other envi-
ronmental archives such as fluvial, limnic and
marine datasets, and to other (luminescence)
dating techniques. The application of the pre-
sented approach leads to a higher precision
of luminescence-based chrono-stratigraphies,
allowing more detailed conclusions about the
timing and duration of Earth surface dynamics
as preserved by sedimentological records.

Implementation of the approach using free
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and open software allows for a maximum of
transparency and reproducibility. Adaptation
of the provided functions for and application
to new data sets (other OSL measurement pro-
tocols and techniques, other dosimeters, etc.) is
encouraged and shall result in an active discus-
sion of uncertainty patterns across these data
sets.
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URL http://www. chronomodel.fr.

Wintle, A.G., 1973. Anomalous fading of
thermo-luminescence in mineral samples. Na-
ture 245, 143–144.

18


	Introduction
	Methods
	Data sets used for modelling
	Probability density function for random uncertainty part
	Algorithm validation
	Recalculating luminescence ages

	Results
	Algorithm validation
	Inverse modelling
	Application to an empiric data set

	Discussion
	Methodological considerations
	Properties of probability density functions
	Improved precision of the empiric data set
	General application of Bayesian age depth models
	Parametrizing uncertainty for Bayesian age depth models
	Critical considerations and limitations

	Conclusions
	Acknowledgements
	References

