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Effective Stress Drop of Earthquake Clusters

by Tomáš Fischer and Sebastian Hainzl

Abstract The static stress drop is a standard measure of the average decrease of
shear stress on a fault during an earthquake. It has been observed that stress drop does
not vary significantly with earthquake magnitude and may be regarded as an invariant
parameter of the rupture process at different scales. Although typical stress drops of
earthquakes range between 1 and 10 MPa, much smaller stress drops in fractions of
MPa are reported for slow earthquakes and in some cases also for earthquake swarms.
For the latter cases, the effective stress drop was introduced as an alternative parameter
that makes use of the cumulative seismic moment and total activated area of the seis-
mic cluster. In this article, we test how the effective stress drop is comparable to the
static stress drop of a single earthquake rupturing the same fault portion. To this pur-
pose, we compare the spatiotemporal evolution of the seismic moment release and
analyze the uncertainties of the estimated stress drops. We show that the effective
stress drop is only comparable to earthquake stress drops in specific cases. In particu-
lar, the effective stress-drop values significantly underestimate the earthquake stress
drops in the presence of aseismic deformation. The values are only scale independent
if prestress and poststress conditions are uniform in space. Our analysis of data from
injection-induced seismicity, natural earthquake swarms, and aftershock sequences
shows that in most cases the effective stress-drop estimate is rather stable during
the cluster evolution. However, slightly increasing estimates for injection-induced
seismicity are indicative for the local forcing of the system. Although the effective
stress drops of natural and induced seismicity in geothermal projects range from
0.1 to 3 MPa, those related to fracking in hydrocarbon formations are anomalous
low, from 0.08 to 1.8 kPa, which hints to the important role of aseismic deformations.

Introduction

Static stress drop is a fundamental measure of stress re-
leased during an earthquake. Its value scales with the seismic
moment of the earthquake and is inversely related to the third
power of the characteristic rupture dimension, which intro-
duces large errors in its estimates. Estimations for individual
events show a large scatter, with typical values between 0.1
and 100 MPa. In contrast, the average value is found to be
almost independent of the rupture size over several orders of
magnitudes, indicating a self-similar rupture process (Kana-
mori and Anderson, 1975; Kwiatek et al., 2011; Michálek
and Fischer, 2013). Some recent results indicate that stress
drops of swarms and slow earthquakes are only on the order
of fractions of MPa and thus relatively small (e.g., Brodsky
and Mori, 2007; Chen and Shearer, 2011). However, some of
these studies are based on a different approach to estimate the
stress drop. Instead of determining the stress drop of single
earthquakes, they use the relation between the size of the
activated area and the cumulative seismic moment of the se-
quence (Roland andMcGuire, 2009). Whereas the uncertainty
of spectral-based static stress-drop estimations results from the
uncertainty of seismic moment and corner frequency (Cotton

et al., 2013), the stress drop estimated from earthquake clus-
ters depends on the uncertainty of seismic moment, the loca-
tion accuracy, and catalog completeness.

Our study deals with the second type of stress drop,
which we denote effective stress drop and is measured by
comparing the cumulative seismic moment and areal extent
of a seismic cluster. It, thus, differs from the traditional static
stress drop, which refers to a single event and is usually de-
termined using the low-frequency asymptote of the ground-
displacement spectrum. A similar quantity has been examined
by several authors, though only some of them use the term
effective stress drop. To our knowledge, the first one was
our analysis of the 2000 seismic swarm in West Bohemia
(Hainzl and Fischer, 2002), which showed that the cumulative
seismic moment scaled during the swarm evolution with the
third power of the radius of convex area enclosing hypocenter
locations projected to a plane. Vidale and Shearer (2006)
found that some clusters in southern California show large
spatial extent compared to their cumulative moment. Chen
et al. (2012) determined the final effective stress drop of these
bursts in the 3–8 MPa range. Roland and McGuire (2009)
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found that effective stress drop of swarms in southern Califor-
nia and the Galapagos ridge ranges from 0.04 to 4.3 MPa.

In this article, we examine the concept of effective stress
drop in terms of uncertainties and their origin in data. We
analyze the evolution of the scaling between the seismic mo-
ment and the size of the event cluster with respect to different
types of seismic activity and fault rheology. Finally, we apply
our approach to various types of injection-induced and natu-
ral seismicity to determine their effective stress drops and
unveil the characteristics of these sequences.

Stress Release on the Fault

In the following, we discuss the relation between the
stress drop and the seismic moment release for simple end-
member models of a single rupture (model A) and a series of
events (models B–D) relaxing the static stress in a given
fault patch.

Rupturing by a Single Event (Model A)

First, we consider a circular fault segment of radius r with
uniform prestress that is fully unloaded by one slip event
(model A). In this case, the scalar seismic moment M0 is pro-
portional to r3, and the corresponding slip is proportional to��������������������
1 − x2=r2

p
, in which x is the distance to the center (Brune,

1970; Madariaga and Ruiz, 2016). This corresponds to a single
seismic event, which breaks the whole segment and leads to a
constant stress drop within the rupture area. The static stress
drop represents the difference Δτ between the shear stress di-
rectly before and after the slip event. The stress drop of a cir-
cular crack is related to the seismic moment M0 according to

EQ-TARGET;temp:intralink-;df1;55;359Δτeff �
7

16

M0

r3
�1�

(see, e.g., review of Madariaga and Ruiz, 2016).
Let us now consider the case in which stress is uniformly

relaxed by a series of earthquakes instead of one single event,
with the same static stress drop in the end. If numerous
smaller ruptures release the accumulated stress stepwise, dif-
ferent scenarios may occur, depending on the rheology of the
fault and density of asperities, which influences the stress
interactions among individual events. In general, we can dif-
ferentiate between three slip scenarios: (1) slip only occurs
seismically (brittle rheology), (2) slip is partly released
aseismically and partly seismically (mixed rheology), or
(3) all slip occurs aseismically (ductile rheology). In the fol-
lowing, we discuss the first two cases, which are related to
earthquake occurrences, with regard to the dependence of the
effective stress drop Δτeff on the observed cumulative seis-
mic moment release ΣM0 and the size R of the activated fault
region (R is used to distinguish cumulative area of ruptures
from a single rupture). According to the stress drop of a sin-
gle crack (equation 1), the effective stress drop is determined
in this case by

EQ-TARGET;temp:intralink-;df2;313;733Δτeff �
7

16

P
M0

R3
: �2�

Model B: Compact Asperities

In the case of a brittle fault rheology, the piecewise rup-
turing of the fault segment by numerous small earthquakes
requires some mechanism preventing the simultaneous rup-
turing of the whole segment. Possible reasons might be, for
example, the presence of barriers, inhomogeneous loading,
or dilatancy due to pore creation (Yamashita, 1999; Aki and
Richards, 2002). For our purpose, we do not need to specify
the specific process. We only assume that the circular brittle
fault segment consists of densely distributed asperities that
can rupture individually (model B in Fig. 1). Because of their
closeness, elastic stress transfer between the asperities is im-
portant. If a constant slip direction is assumed, due to the
regional stress field, slip on one asperity always increases the
shear stress in its surrounding. This leads to stress concen-
trations in front of the rupture zone, enhancing the failure of
adjacent asperities. However, it also reloads recently rup-
tured asperities that are weak due to persisting small dynamic
friction. The frictional strength is significantly reduced after
a rupture and recovers with the logarithm of time (Rabino-
wicz, 1958; Scholz, 1998). Hence, re-rupturing of these
asperities is promoted. In this way, the asperities in the fault
segment can be sequentially unloaded and reloaded. In an
ideal case, this process continues until the stress is fully re-
leased within the whole fault segment. As a result, the event
number is the highest in the central part of the fault segment,
so that the total slip predicted by the crack solution for the
same circular fault area (model A) is accommodated. Be-
cause of the rerupturing of asperities, the summed area of
individual ruptures exceeds the area of the fault segment.
This implies a cubic scaling of the seismic moment with the
radius R of the ruptured fault segment, similar to the case of
instantaneous rupturing by a single seismic event. Provided
that the stepwise rupturing totally releases the stress, the ef-
fective stress drop is close to the static stress drop of an
equivalent single large rupture.

Models C and D: Asperities Embedded in a Ductile
Environment

Many faults are, however, not fully brittle and are known
to consist of a spatially inhomogeneous rheology with vary-
ing brittle (velocity weakening) and ductile (velocity
strengthening) properties. Observational evidence stems
from inhomogeneous coupling coefficients, fault creep, and
repeating earthquakes (Lay and Kanamori, 1981; Miyazaki
et al., 2004; Harris, 2017). Numerical simulations of brittle
asperities embedded in a ductile environment show that the
asperities on such fault segments might rupture either simul-
taneously as a single earthquake or separately as individual
events, depending on the distance between the asperities and
the frictional strength of the ductile region. For a high density
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of the asperities and/or a small a − b frictional parameter in
the ductile region, simultaneous rupturing of the asperities
occurs (Kaneko et al., 2010; Dublanchet et al., 2013; Yabe
and Ide, 2017). Although we are not dealing with this case in
our study, it is interesting to note that the coseismic stress
drop is heterogeneous in this case, and spectral estimations
based on the crack model are known to underestimate the
local stress drop of the asperities (Madariaga, 1979). How-
ever, here, we are concerned with the case that those asper-
ities rupture separately, leading to an observed sequence of
clustered seismicity.

In this case of a mixed rheology with brittle asperities
sparsely distributed within a ductile environment, the
relevance of aseismic creep for stress transfer depends on the
initial stress condition on the fault segment at the time of the
rupture initiation. Models C and D in Figure 1 represent two
end members of this behavior with the same maximum of the
prestress level. In model C, the prestress is constant along the
whole rupture area at zero time, for example, due to an ex-
ternal loading of the fault segment. In this case, the simulta-
neous action of aseismic creep and seismic events reloads the
asperities, and the creeping parts foster the repeated ruptur-
ing of the same brittle compartments (Guglielmi et al., 2015).
In particular, the creep leads locally to a stress reduction but
increases the stress at adjacent asperities, resulting in re-
peated rupturing of the asperities. Heavy overlap between
subsequent seismic events occurs. Similar to model B, this
complies with the cubic scaling of the total seismic moment
with the radius R of the fault segment, if the density of asper-
ities is uniform in space. However, although individual
events release the total stress in their locations, the effective
stress drop is strongly underestimated in this case, because a
large portion of stress is released aseismically.

In contrast, in the other end-member case (model D), the
prestress is assumed to be zero in ductile parts, due to precur-
sory creep. In this case, failure of an asperity induces only
minor creep in its vicinity. Because of the relatively large dis-
tances between adjacent asperities, neither the elastic stress
transfer nor the induced creep sufficiently reloads previously
ruptured neighboring asperities. As a result, asperities are not
repeatedly ruptured, and subsequent earthquakes do not over-
lap. Accordingly, the total seismic moment is expected to sim-
ply scale with the area, that is, the square of the radius R of the
ruptured fault segment, in the case of a uniform density of the
asperities. This leads to a scale-dependent bias of stress-drop
estimations manifested in the decrease of the effective stress
drop with the spatial size R according to 1=R (see equation 2).
This case is related to the analysis of Tumarkin et al. (1994)
who found that the seismic moment scaling of a composite
source of uniformly distributed crack sources is not equivalent
to that of a single crack. Similar to model C, the effective stress
drop is strongly underestimated, due to (precursory) aseismic
unloading. A similar behavior might be expected for after-
shocks occurring on asperities within the mainshock rupture
in which the prestress has been released in between by the
mainshock rupture.

Figure 1. Characteristics of the rupture surface, stress state, and
rupture process for three different synoptic models; (left column)
initial state and (right column) final state. The dashed line in the
upper plots indicate the cross section used for the stress values
in the lower plots. Brittle asperities are indicated by white circles,
and the ductile rupture surface is gray; the black edge indicates
asperities that have slipped. Model B shows brittle rupture with uni-
form prestress, which is released by rupturing and rerupturing due
to stress transfer and reloading. Model C shows ductile rupture with
sporadic brittle asperities and uniform prestress, which is released
by simultaneous rupturing and creep. Both of these processes reload
the rupture and lead to rerupturing. In model D, the stress is non-
uniform because ductile parts were unloaded by previous creep.
Rupturing of brittle asperities alone is not sufficient to reload the
rupture, which results in the absence of rerupturing. The color
version of this figure is available only in the electronic edition.
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To summarize, the above analysis shows that, in the case
of brittle and mixed rheology with homogeneous prestress
(models B and C), the total slip amount is characterized by a
cubic scaling of seismic moment with earthquake cluster ra-
dius ΣM0 ∼ R3, whereas in the case of a partly ductile fault
with heterogeneous prestress (model D), the seismic moment
only scales with the square of the radius ΣM0 ∼ R2. However,
the effective stress drop only equals the static stress drop in
model B, whereas it is expected to be much lower than the
true static stress drop in cases represented by models C and D.

Application to Seismic Clusters

We tested the concept of effective stress drop on selected
seismic data of various types (Table 1), including seven data
sets of injection-induced seismicity, two data sets of earth-
quake swarms, two mainshock–aftershock sequences, and
one case of a creeping fault. The references to the correspond-
ing publications and the basic characteristics of these sequen-
ces, such as magnitude range, total seismic moment, total
duration, hypocenter depths, and error estimates, are provided
in Table 1. If the scalar seismic moment or moment magnitude
was not provided, we converted local magnitudes to seismic
moments using the empirical formula logM0 � 1:1ML�
10:09 (H. Jakoubková, personal comm., 2017), which was de-
rived for the local magnitude scale used by the West Bohemia
Seismic Network. Even smaller scaling of 1.0 between logM0

andML was found, for example, by Rognvaldsson and Slunga
(1994) for the seismicity in Iceland. The small scaling factor
between logM0 andML agrees with the proportionality factor
of 1.5 between ML and Mw for small earthquakes (Dei-
chmann, 2017). In the cases when the total seismic moment
was provided along with theML magnitudes, the seismic mo-
ments of individual events were scaled accordingly (indicated
in Table 1 by asterisks). The larger uncertainty of deriving
seismic moments from local magnitudes is reflected in the
larger error estimate (see the Methods section).

The used data represent areal extent corresponding to
the radius of the convex area ranging from less than 50 m
to 30 km. Microseismic activity induced by hydraulic frac-
turing has the smallest areal extent of the seismicity cluster
(R < 100 m). This case is represented by four data sets:
(1) the earthquake catalog related to hydraulic fracturing in
tight gas sands in Cotton Valley (Texas), which consists of
272 events with location error less than 2 m (Rutledge and
Phillips, 2003); (2, 3) the Canyon Sands (Texas) data set,
which includes 3500 and 5400 locations of events triggered
during injection stages 2 and 3, with the mean location errors
of 11 m (Fischer et al., 2008); and (4) theWoodford shale gas
data set (Oklahoma) involving 814 events with location er-
rors below 50 m (Anikiev et al., 2014).

Earthquake clusters of medium areal extent (R < 2 km)
are represented by induced seismicity during hydraulic
stimulation of geothermal reservoirs and by earthquake
swarms. We used data sets from Soultz-sous-Forêts with
7200 events during the 2000 injection in the GPK-2 bore-

hole, 4700 events during the 2003 injection in the GPK-3
borehole (Dorbath et al., 2009), and the Basel 2006 injection,
including 1980 events with location precision better than
15 m (Kraft and Deichmann, 2014). Earthquake swarm seis-
micity includes earthquake swarms of 2000 and 2011 and
mainshock–aftershock sequence of 2014 in West Bohe-
mia/Vogtland, all with location errors smaller than 100 m
(Fischer et al., 2014; Hainzl et al., 2016). For the largest areal
extent (R ∼ 50 km), we used the precise relocations of the
Sierra el Mayor aftershock sequence of the Mw 7.2 main-
shock in southern California in 2010 (Hauksson et al., 2012).
Effective stress drop of creeping faults is analyzed using the
double-difference relocated catalog of the Parkfield section
of the San Andreas fault (SAF) between longitudes −121:6°
and −120:4° (Northern California Earthquake Data Center
[NCEDC], 2014), with a single Mw 5.1 earthquake and five
Mw >4:5 earthquakes in the period from 1990 to 2016. For
the Sierra el Mayor sequence, the reported relative location
errors were 3 m; no location errors were available for the
Parkfield data set. Because of similar character of these data
(the same location methodology and large areal extent), we
used the same conservative location error estimate of 100 m
for both data sets.

Methods

Prior to measuring the activated fault area, outliers have
been removed by requiring that each event should have at least
five neighbors within a specified distance range, which is
chosen according to the size of the hypocenter cloud
(0.1 km for hydraulic-fracture-induced events, 0.5 km for geo-
thermal-induced events and earthquake swarms, and 10 km
for the plate-boundary faults).

Then, the activated area was measured after projecting
the hypocenters to the main plane, which was determined by
singular-value decomposition. For the projected locations,
the radius R of the activated area was calculated using
the convex envelope algorithm (convhull) implemented in
MATLAB, which determines the smallest area A that con-
tains the hypocenter projections within a convex hull. The
radius is then simply determined by R � ����

A
p

=π. To examine
the temporal evolution of the ruptured area, we determine R
for the first N events with N ∈ h4; Li, in which L is the total
number of events in the sequence, and 4 is the minimum size
of the event cluster required by the convex hull algorithm.
The same window was used to determine the total seismic
moment ΣM0 and the estimate of the corresponding effective
stress drop Δτeff using equation (2).

According to Cotton et al. (2013), we assume that the
size of the rupture (radius R of the convex area in our case),
seismic moment, and stress drop have lognormal distribu-
tions. Then, by applying the error propagation law to equa-
tion (1), one gets

EQ-TARGET;temp:intralink-;df3;313;101σ2logΔτ � σ2logM0
� 9σ2logR; �3�
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which shows the prevailing effect of location errors com-
pared to errors in seismic moment. We estimate the logarith-
mic error of seismic moment σlogM0

as 0.3 forM0 determined
from Mw, 0.5 for M0 determined from ML and MD, and 0.7
for hydraulic-fracture-induced seismicity, for which the seis-
mic moment is expected to be the most uncertain. The total
seismic moment is also affected by the completeness mag-

nitude of the earthquake catalog. Accord-
ing to Zakharova et al. (2013), the ratio
between the total seismic moment release
and the observed one for events in the
magnitude range [Mc, Mmax]:

EQ-TARGET;temp:intralink-;df4;385;673C � Mtot
0

Mobs
0

� �1 − 10−�1:5−b��Mmax−Mc��−1:

�4�
It turns out that for b < 1:4, the ratio C is
smaller than 2.0 for the magnitude range
of 3 that is fulfilled by our data. Regarding
the fact that the b-value of the analyzed
data sets is around 1.0, we consider the ef-
fect of the incomplete catalog negligible,
compared to the uncertainty of the seismic
moment estimate itself.

The uncertainty σR of the cluster size
is estimated as the convex size R of the
first events (five selected as optimal),
which are expected to be collocated in
the cases of swarms and injection-induced
seismicity, where the seismic events mi-
grate from a single origin. For events at
the SAF, we use 100 m as the location un-
certainty estimate. Then, σR is converted
to the relative logarithmic uncertainty as
σlogR � log�1� σR=R�.

Results

Table 1 shows the results of the effec-
tive stress-drop analysis along with the
basic characteristics of the sequences.
These are the maximum radius Rmax of the
convex hull, aspect ratio of the cloud, and
effective stress drop. The aspect ratio is
measured as the average standard deviation
of in-plane coordinates normalized by the
standard deviation of the off-plane coordi-
nates. It is expected to increase with in-
creasing planarity of the hypocenter
cloud. The highest aspect ratios above 10
are obtained for hydraulic fracturing of
sands and the Parkfield section of SAF
and the lowest value of 1.8 for shale gas
fracking and the Soultz-sous-Forêts injec-
tion in 2003. For eight different seismic se-

quences, Figure 2 shows the in-plane coordinates of the
seismicity with color-coded sequential ordering. For the same
cases, Figure 3 shows the result for the evolution of the cu-
mulative seismic moment release ΣM0, as well as the esti-
mated effective stress drop Δτeff as a function of the
cluster radius R. These plots reveal various patterns, which
are discussed below.

Figure 2. Hypocenter distribution of selected seismic sequences; gray scale (color
from blue to red in online version) indicates the sequence order of individual events.
(a–d) Injection-induced seismicity and (e) earthquake swarm. (f, h) Mainshock–after-
shock sequences (MAF) and (g) creeping fault. The durations of analyzed sequences
range from 2 hrs to 27 yrs and are indicated within each plot. The color version of this
figure is available only in the electronic edition.
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Scaling of ΣM0�R�
The injection-induced seismicity (Fig. 3a–d) is charac-

terized by an overall stable estimation of the effective stress
drop, which corresponds to an approximate increase of the

total seismic moment with the third
power of the earthquake cluster radius
R. However, the mean value of the
stress-drop estimate increases a bit during
the evolution of some of these sequences.
In some cases (a. Woodford Shale, b.
Canyon Sands, and c. Soultz-sous-Forêts,
2003), the seismic moment growth is only
episodic, which is probably related to ac-
tivation of asperities in the stimulated
volume. In cases (b) and (c), a slow
growth of seismic moment with spreading
of the area occurs in the initial phase of
activity, which likely results from the rel-
ative large location errors of these data
sets. Because of location errors, R is
strongly overestimated (and thus the ef-
fective stress drop underestimated) in
the initial phase in which the location er-
ror of single events is comparable to the
cluster extension. This holds for all the
sequences, except the plate margin seis-
micity (Fig. 3g,h), for which the cluster
size of kilometers exceeds the estimated
location errors significantly. A relatively
stable effective stress-drop estimation is
observed for Basel geothermal injection
and for the West Bohemia earthquake
swarm of 2011 (Fig. 3d,e), with almost
a steady-state increase of ΣM0. The scal-
ing of ΣM0 exceeds R3 for Basel and ap-
proaches R3 for the 2011 swarm, which is
consistent with the R3 scaling of the West
Bohemia earthquake swarm of 2000
found by Hainzl and Fischer (2002).

In contrast, the mainshock–aftershock
sequences in West Bohemia and California
(Fig. 3f,h) display an abrupt increase of to-
tal seismic moment during the mainshock
followed by a slow or even negligible in-
crease during the aftershock activity, in
which the effective stress drop decreases
steadily to its final value. However, the in-
itial and final values lie approximately on
the R3 scaling line. The creeping part of
the SAF north of Parkfield (Fig. 3g) shows
a fast increase of the radius R of the acti-
vated area, with only a small increase of
cumulative seismic moment, which results
in a weak scaling of ΣM0 with R, for
which the exponent is only about 1. In

fact, the only significant contributions to ΣM0 are the
M >4:5 earthquakes, for which the origin dates are indicated
by vertical lines.

Figure 3. Evolution plots of total seismic moment ΣM0, cumulative number of
events and effective stress drop Δτeff of selected seismic sequences with hypocenters
shown in Figure 2. The black diamonds in the seismic moment plot indicate the five
strongest events in each sequence. In each panel, the most suitable rupture model
and final effective stress drop are indicated. The error bars indicate the logarithmic un-
certainties of analyzed quantities following equation (2). For the radius R, only the left-
pointing error bars are shown, expressing the fact that the location error overestimates
the true area activated by seismic activity. In (f) and (h), vertical arrows indicate the time
of mainshocks, and in (g) the vertical lines with year labels indicate M >4:5 earth-
quakes. The color version of this figure is available only in the electronic edition.
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Effective Stress Drop Δτeff
The effective stress drops of the processed seismic se-

quences range over 4.5 orders from 80 Pa to 3 MPa (Table 1
and Figs. 3 and 4). The smallest Δτeff in the range from 80 Pa
to 1.8 kPa are observed for seismicity accompanying hy-
draulic fracturing of gas-bearing shales and sands, which
points to a dominating aseismic deformation in place. This
is in accordance with the rupture model C, in which creep
plays a significant role in reloading of ruptures. Hydraulic
stimulations of geothermal reservoirs and seismic swarms
are associated by significantly larger effective stress drops
from 0.14 to 3.0 MPa, which is at the lower margin of static
stress drops of natural seismicity. Along with the cubic
power-law scaling, this corresponds to the rupture model
B, in which the fractures are reloaded seismically. Effective
stress drops of mainshock–aftershock sequences exceed
1 MPa, which approaches the static stress drops of main-
shocks. The mainshock itself represents a single rupture,
for which model A holds; aftershocks occur in the area where
most of the stress has been released by the mainshock, so
reloading is not sufficient for rerupturing, and model D is
in place. The aftershocks, if they are sufficiently numerous
but not large, mainly highlight the mainshock slip area but do
not significantly contribute to the cumulative seismic mo-
ment release. As a result, the final effective stress-drop es-
timate is close to the static stress drop of the mainshock.
Anomalous low effective stress drops are observed for the
creeping section of the SAF; the cumulative value for 27 yrs
is 70 kPa, which is equivalent to an annual rate of only 3 kPa.
This is, however, not unexpected in the Parkfield area, where
aseismic creep is considered the main mechanism respon-
sible for releasing the accumulated strain (Johanson and
Burgmann, 2005; Rolandone et al., 2008).

Discussion

As shown in the previous sections, the final value of the
effective stress drop is close to the static stress drop of an
equivalent single rupture (model A) of the same size in
the case in which no aseismic loading takes place and asper-
ities are reruptured during the sequence, so that the sum of
their area scales with the third power of the radius of the ac-
tivated fault patch (model B). If aseismic loading occurs or
rerupturing is weak, the effective stress drop is smaller than
the static stress drop (model C). This is probably the case of
tight sands and shale gas fracking in Figure 3a,b, in which
aseismic loading is expected. On the other hand, the effective
stress drop can exceed the static stress drop in the case of
solely seismic loading and long-term injection, resulting
in repeated activation of fault patches, which could be the
case of the Basel geothermal data set (Fig. 3d).

Uncertainty of Δτeff
According to Figure 3, the logarithmic uncertainty of

effective stress-drop estimates is quite similar to the logarith-

mic uncertainty of seismic moment, which was estimated as
0.3, 0.5, and 0.7 for data sets of a different type. This holds
namely for the larger radii R, because the uncertainty of ef-
fective stress drop decreases with increasing R. This results
from the fact that the uncertainty of R is derived from the
location error, which does not depend on the size of the
cluster R. On the contrary, for the total seismic moment,
its logarithmic uncertainty is constant, which results in the
dominance of errors in seismic moment compared to errors
in locations. Accordingly, the larger weight of location errors
in equation (2) is suppressed by a much higher logarithmic
uncertainty of seismic moments. Here, we find a different
situation than in the case of static stress-drop estimates, in
which the radius R converts to the corner frequency fc, for
which the logarithmic uncertainty is constant. Thus, in the
case of static stress drops, which are estimated in the fre-
quency domain, the influence of errors in fc dominates (Cot-
ton et al., 2013). This is in contrast to the effective stress
drops, for which the influence of errors in seismic moment
is the largest. The relatively small effect of location errors for
estimating the effective stress drops, however, presumes that
location outliers are removed prior to the analysis. This can
be easily checked by the ΣM0�R� evolution plot, for which
the large location errors are pronounced by a fast growth of R
compared to ΣM0 that is also expressed by a small exponent
of the ΣM0 scaling (see Fig. 3).

ΣM0�R� Evolution
Besides the final value of the effective stress drop de-

fined by the total seismic moment release and the final clus-
ter extension, the analysis of the evolution of the seismic
moment release with cluster size provides some additional
insights. Especially, an increase which significantly diverges
from R3 scaling can be indicative of specific situations. In the
Stress Release on the Fault section, we explained that the
range of scaling exponents from 2 (model D) to 3 (models
B and C) is conditioned by a uniform asperity density in
space and no ongoing local aseismic loading during the clus-
ter evolution. However, smaller or larger exponents are pos-
sible, if these assumptions are not valid. In particular, smaller
exponents might, for example, occur in model D, if the den-
sity of asperities or the prestress decreases with distance from
the initiation point of the sequence. In contrast, exponents
larger than 3 can be expected if stress is continuously re-
loaded by an aseismic source in the central part of the cluster,
which might lead to re-rupturing in the central part without
significant extension of the cluster size. Here, we remind the
reader that the exponent of ΣM0�R� scaling exceeds 3 for the
injection-induced seismicity. This can be explained by mas-
sive fluid injection that decreases the effective normal stress
and also increases differential stress by poroelastic coupling
(Segall and Lu, 2015). This is observed namely during the
Basel geothermal injection (Fig. 3d) and also the Canyon
Sands gas fracking (Fig. 3b), in which the massive reruptur-
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ing occurs at extremely low-effective stress-drop levels of
hundreds of pascals.

Altogether, very small effective stress drops (up to doz-
ens of kPa) occur during hydraulic fracking of shales and
sands and also at the Parkfield creeping section of SAF. This
could be interpreted by two scenarios: (1) a small shear
modulus or (2) a large portion of creep in the total slip. For
Parkfield, the second scenario holds, based on the compari-
son of the large geodetic slip rate up to 20 mm=yr (e.g.,
Roeloffs, 2001) and the small seismic moment release. Di-
rect measurements of fault slip and seismic activity induced
by fluid injection into a natural fault (Guglielmi et al. 2015)
show that fluid injection triggers primarily aseismic slip, and
microearthquakes are induced as a secondary effect; the total
seismic moment was by more than two orders of magnitude
smaller than the total released moment. The same relation
would apply to the ratio of effective and static stress drops
in this experiment, which would clarify the effective stress-
drop deficit in the case of hydraulic fracturing observed in
our study. Indeed, with regard to the fact that the rigidity

of sands and shales is of the same order as the rigidity of
other types of rocks, it appears probable that, during hy-
draulic fracturing of these gas-bearing formations, a high
portion of strain is released aseismically, and seismic radia-
tion represents only a small part.

Other Relations

It is important to note that in cases with scaling different
from R3, the estimation of the effective stress drop depends
on the cluster size. Consequently, the estimation becomes
size and time dependent, because the cluster size increases
with time. In particular, if the scaling is smaller than 3, Δτeff
decreases with the increasing size of the cluster, as observed
namely for the initial period of some sequences (see Fig. 4).
Thus, the effective stress-drop value should be evaluated for
the complete seismic sequences. A scaling exponent smaller
than 3 could be also related to 1D seismicity spreading,
which may occur in some cases of dike intrusions and similar
geometries.

Another important point to note is that the estimation of
the effective stress drop depends on the cumulative proper-
ties and not explicitly on time. Although time information
would provide additional information, it would also compli-
cate the analysis. The modeling of the timing would require
additional assumptions of the particular triggering mecha-
nism and a more complex approach. For example, the em-
ployment of rate- and state-dependent friction laws to
describe the spatiotemporal seismicity rate as a function of
the stressing history would require at least three additional
model parameters, as well as the calculation of the stress
changes due to earthquake–earthquake interaction and aseis-
mic loading (Dieterich, 1994). Furthermore, local hetero-
geneity further increases the complexity of real time
series. Our approach has the advantage that it ignores the
complex interevent times and focuses only on the spatial
growth as a function of the event number in relation to
the cumulative seismic moment release.

Conclusions

Stress drop is an important parameter for ground-motion
prediction as well as for understanding the seismogenic proc-
ess. Although suspect of large uncertainties, the stress-drop
estimation of single earthquakes is well established, based on
either spectral analysis or inverted coseismic slip distribu-
tions. Similar to the latter, the concept of the effective stress
drop of a seismic sequence is based on the cumulative seis-
mic slip, which is estimated from the cumulative seismic mo-
ment. Assuming a uniform stress release within the spatial
seismicity cluster, the crack solution is used to calculate
the effective stress drop from the activated area and cumu-
lative seismic moment. However, we show that the estimated
value is only in agreement with the stress drop of a single
event rupturing the same area (model A) if no aseismic de-
formation takes place and rerupturing of asperities occurs

10
0

10
1

10
2

10
3

10
4

10
5

10
−6

10
−4

10
−2

10
0

10
2

10
4

Radius [m]

S
tr

es
s 

dr
op

 [M
P

a]

 

 

10
0

10
1

10
2

10
3

10
4

10
5

10
5

10
8

10
11

10
14

10
17

10
20

Radius [m]

C
um

ul
at

iv
e 

m
om

en
t [

N
·m

] 100 Pa

10 kPa

1 MPa

 

 

Cotton Valley st3

Canyon Sands st2

Canyon Sands st3

Woodford Shale

Soultz 2000

Soultz 2003

Basel 2006

WB swarm 2008

WB swarm 2011

WB 2014 MAF M 4.3

Sierra El Mayor 2007 MAF M 7.2

Parkfield creep 1990−2016

Figure 4. (Top) Cumulative seismic moment and (bottom) ef-
fective stress drop of all analyzed sequences. Error bars are not
shown for the sake of clarity; WB,West Bohemia. The color version
of this figure is available only in the electronic edition.
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during the sequence (model B). In all other cases, the mea-
sured effective stress drop does not represent the static
stress drop in this fault portion, particularly because aseis-
mic deformation releases stress in a part of the fault. Fur-
thermore, the evolution of the cumulative seismic moment
release as a function of the cluster radius can be used to
discriminate different processes. A uniformly loaded fault
region with a uniform density of asperities is expected to
lead to stable scale-independent effective stress-drop esti-
mates. In contrast, the effective stress-drop estimation be-
comes scale dependent if ongoing external local loading or
a fractal spatial distribution of asperities leads respectively
to higher or lower exponents than 3.

Our analysis of 12 sequences ranging from injection-in-
duced activity to natural-swarm and aftershock activity shows
some common and different characteristics. Three seismicity
groups can be distinguished: a low-stress-drop group of shale
and gas fracking; a normal-stress-drop group of geothermal
injections, swarms, and mainshock–aftershock sequences; and
the very low-stress-drop case of creeping events. After ne-
glecting the initial slow increase of ΣM0 of some sequences
that occurred most likely due to a large location error, the stan-
dard cubic scaling of the total seismic moment is found.
Slightly higher exponents in the case of injection-induced se-
quences are indicative of the ongoing local forcing related to
the massive fluid injections during the cluster evolution,
whereas lower exponents down to 1 in the case of creeping
events might be related to a decreasing/fractal asperity density.

Data and Resources

Catalog data used in this study are available by contact-
ing the corresponding author. The data analysis and plotting
was carried out in MATLAB, https://www.mathworks.com/
products/matlab.html (last accessed May 2017).
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