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Abstract 15 

Despite its societal relevance, the question whether fluctuations in flood occurrence or 16 

magnitude are coherent in space has hardly been addressed in quantitative terms. We 17 

investigate this question for Germany by analysing fluctuations in annual maximum series 18 

(AMS) values at 68 discharge gauges for the common time period 1932-2005. We find 19 

remarkable spatial coherence across Germany given its different flood regimes. For 20 

example, there is a tendency that flood-rich/-poor years in sub-catchments of the Rhine 21 

basin, which are dominated by winter floods, coincide with flood-rich/-poor years in the 22 

southern sub-catchments of the Danube basin, which have their dominant flood season in 23 

summer. Our findings indicate that coherence is caused rather by persistence in catchment 24 

wetness than by persistent periods of higher/lower event precipitation. Further, we propose 25 

to differentiate between event-type and non-event-type coherence. There are quite a number 26 

of hydrological years with considerable non-event-type coherence, i.e. AMS values of the 27 

68 gauges are spread out through the year but in the same magnitude range. Years with 28 
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extreme flooding tend to be of event-type and non-coherent, i.e. there is at least one 29 

precipitation event that affects many catchments to various degree. Although spatial 30 

coherence is a remarkable phenomenon, and large-scale flooding across Germany can lead 31 

to severe situations, extreme magnitudes across the whole country within one event or 32 

within one year were not observed in the investigated period. 33 

 34 

1. Introduction 35 

The typical frame in flood hydrology is the catchment view. However, the question whether 36 

flooding is coherent beyond catchment boundaries has recently received more attention. For 37 

example, Uhlemann et al. (2010) analysed trans-basin flood events that affect many sites in 38 

different river basins simultaneously. Such events are particularly relevant for disaster 39 

management and the (re-)insurance industry. Further, it has been observed that there are 40 

flood-rich and flood-poor periods, and that periods with higher or more frequent floods can 41 

be differentiated from periods with minor flood activity (for a compilation of European 42 

studies see Hall et al., 2014). It is an interesting and societally relevant question whether 43 

such fluctuations in flood activity are coherent in space. 44 

Spatial coherence of flood activity, i.e. the synchronous occurrence of floods in the spatial 45 

domain, can be defined in terms of flood occurrence or in terms of flood magnitude. The 46 

first approach analyses the number of flood events, either based on POT (Peak-Over-47 

Threshold) values or using proxies. For example, Llasat et al. (2005) reconstructed annual 48 

times series composed of three classes (no flooding recorded; at least one extraordinary 49 

flooding recorded; at least two extraordinary flooding recorded). Temporal changes in flood 50 

magnitude are typically investigated by using block maxima, as e.g. annual maximum 51 

values. Both approaches can be found in the literature, whereas studies using historical data 52 
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typically use flood occurrence because magnitudes of floods prior to systematic 53 

measurements are very difficult to estimate. 54 

Several studies stressed the large spatial heterogeneity in flood activity. Mudelsee et al. 55 

(2004) found notable differences and low correlation between flood occurrence rates of the 56 

neighbouring Central European rivers Oder and Elbe for the last 800 years. Similarly, 57 

Mudelsee et al. (2006) concluded that temporal variations in flood occurrence for the period 58 

1500-2000 in the Werra catchment in central Germany contrasted with those in the nearby 59 

Elbe catchment. Böhm and Wetzel (2006) analysed the occurrence of floods and found that 60 

flood-rich and flood-poor periods since 1300 in the adjacent catchments Isar and Lech in 61 

south Germany only partly overlapped. Annual maximum floods of 15 tributaries of the 62 

Canadian St. Lawrence River were found to correlate with different climate indices, 63 

emphasizing significant spatial heterogeneity between sub-catchments (Assani et al., 2010). 64 

The analysis of flood-rich and flood-poor periods, described in terms of the frequency of 65 

events larger than the 10-year flood, since 1850 at 83 Swiss stations showed large regional 66 

differences, especially between north and south Switzerland (Schmocker-Fackel and Naef, 67 

2010a). In contrast, other studies stressed the spatial coherence of flood activity, even 68 

across large distances (e.g. several 100 km). Llasat et al. (2005) found coherent periods of 69 

flood occurrence in three rivers in northeast Spain since the 14th century. They concluded 70 

that the coincidence of flood-rich periods with additional catchments in the west 71 

Mediterranean region suggested a large-scale response to climatic anomalies. Schmocker-72 

Fackel and Naef (2010b) emphasized for 14 Swiss rivers, that flood-rich periods since 1500 73 

were often in phase with flood-rich periods in the Czech Republic, Italy and Spain, but less 74 

often with those in Germany.  75 

Hence, the literature on spatial coherence of flood-rich and flood-poor periods provides 76 

evidences for both spatial coherence across regions and for spatial heterogeneity. This is 77 
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not surprising because the studies comprise different flood indicators, methods, temporal 78 

and spatial scales, and regions. For instance, the spatial scale is important because 79 

proximity tends to favour spatial coherence. Further, the degree of spatial coherence of 80 

flood activity should vary between regions whose flood generation is governed by different 81 

processes. Regions (e.g. Australia, see Kiem et al., 2003) whose flood activity is dominated 82 

by variations of the large-scale circulation (as represented by climate teleconnections) are 83 

expected to show stronger spatial coherence compared to regions characterized by a high-84 

frequent  atmospheric variability (e.g. westerly-dominated Central Europe, see Steirou et 85 

al., 2017). However, there seems to be consensus that the degree and causes of spatial 86 

coherence of flood activity need to be better understood (Hall et al., 2014). 87 

Floods are shaped by the interplay of processes in the atmosphere, catchment and river 88 

network, and the spatial coherence of flooding is likely a consequence of the similarity in 89 

one or several of these processes. For example, Glaser et al. (2010) investigated the flood 90 

occurrence for 20 major rivers in Central Europe and the Mediterranean region and found 91 

that the number of floods was mainly triggered by regional climate forcing with typically 92 

minor influence on adjacent catchments. However, extreme, supra-regional climatic events, 93 

such as the cold winter 1784, triggered ice-jam floods across large parts of Europe. Hence, 94 

the strength of spatial coherence is expected to vary with the flood generation processes.  95 

The most prominent cause for spatial coherence of flood activity is climate variability. 96 

Large-scale circulation modes, such as the El Nino Southern Oscillation, influence flood 97 

characteristics at the global scale (Ward et al., 2014). Northern hemispheric pressure 98 

anomalies, e.g. the North Atlantic Oscillation, have been shown to alter the flood activity 99 

over vast parts of Europe (Steirou et al., 2017).  Mesoscale synoptic weather patterns have 100 

been identified as flood drivers at the regional scale, e.g. in Germany (Petrow et al., 2009). 101 

Climate variability may modulate flood activity by changes in event meteorology, such as 102 
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increased flood event precipitation. In addition, climate variability might influence the 103 

catchment wetness, leading to systematic changes in initial conditions for flood events. 104 

Since catchment wetness is also influenced by the memory of catchments, climate 105 

mechanisms and catchment characteristics may work together in shaping flood-rich and 106 

flood-poor periods. In river basins, the river network may also contribute to spatial 107 

coherence of flooding, since downstream flood peaks may result from upstream floods. 108 

Hence, far-distance locations within river networks can be linked in their flood activity. 109 

As an example for significant spatial coherence in flood magnitude, Fig. 1 shows 110 

(smoothed) time series of annual maximum flows for nine streamflow stations in Germany 111 

for which long systematic observations are available. The stations cover Alpine rivers at the 112 

southern border of Germany with catchment areas partly in Austria (Burghausen/Salzach) 113 

and Switzerland (Neuhausen/Rhine), the middle mountain range rivers in central Germany 114 

(Cochem/Mosel, Schweinfurt/Main) and in north Germany (Vlotho/Weser), and stations 115 

along the large rivers (Cologne/Rhein, Achleiten/Danube, Dresden/Elbe). Although the set 116 

of stations covers a broad spectrum of climate and landscape characteristics and samples 117 

different flood regimes, the synchronisation between the flood time series is remarkable. 118 

The ups and downs are often parallel and periods with major flood activity tend to occur at 119 

the same time at different gauges across different basins. 120 
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 121 

Fig. 1: Annual maximum flood time series, smoothed with a Hamming filter (Oppenheim 122 

et al., 1999) with bandwidth of seven years, for selected stations in Germany.  123 

 124 

To better understand the degree and underlying mechanisms of synchronization of flood-125 

rich/-poor periods, we investigate the spatial coherence in the annual maximum streamflow 126 

(AMS) across Germany, representing an area of roughly 360,000 km2. We consider years 127 

with high spatial coherence as those years which have AMS magnitudes of the different 128 

stations in the same range, for instance, high flood peaks throughout the hydrological year. 129 

Large heterogeneity in AMS values is considered as non-coherence. By using the timing of 130 

floods, we further distinguish two types of spatial coherence (or non-coherence). Event-131 

type coherence is given when the AMS events within a hydrological year are caused by a 132 

few flood events that impact many catchments at the same time. Hence, AMS peaks at 133 

different gauges are clustered within a few events, whereas an event may last for a few 134 

days. On the other hand, non-event-type means that the AMS values are spread throughout 135 

the year, i.e. many flood events occur during one hydrological year.  136 
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The schematic representation in Fig. 2 illustrates our understanding of spatial coherence for 137 

an artificial data set. Each sub-graph shows one hydrological year, whereas the AMS values 138 

of all gauges of this specific year are plotted versus their timing, i.e. occurrence in the year. 139 

To make the AMS values of different gauges comparable, they are standardized to zero 140 

mean and unit variance. A flood-rich and flood-poor year is given for each case. The upper 141 

left situation shows a non-event-type, coherent year. The timing of AMS values is spread 142 

throughout the year and AMS magnitudes are confined to a certain range. Non-event-type 143 

non-coherence is visualized in the upper right quadrant. AMS values occur throughout the 144 

year and AMS magnitudes vary widely, i.e. timing and magnitude vary randomly. Event-145 

type coherence (lower left) is marked by a few events where many gauges show an AMS 146 

value at the same time, and AMS magnitudes are confined to a similar range. Event-type 147 

non-coherence (lower right) means that the AMS values are confined to a few events but 148 

AMS magnitudes vary widely. 149 

 150 
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 151 

Fig. 2: Illustration of different types of AMS coherence or non-coherence using artificial 152 

data. Each graph shows the AMS values of all gauges for one specific year. Each circle 153 

marks the timing throughout the hydrological year (horizontal axis) and the standardised 154 

magnitude (vertical axis) of an AMS event.    155 

 156 

Both types of spatial coherence are of importance. Event-type coherence is important for 157 

large-scale event response planning, such as provision of disaster management capacities 158 

for widespread floods. For the (re-)insurance industry that partly operates on an annual 159 

basis, non-event-type coherence is important as well because flood losses will cumulate 160 

throughout the year. Non-coherent years or periods are not interesting in the context of this 161 

paper. In such periods, AMS values occur randomly, and there is no signal that could be 162 

used for informing large-scale risk management or (re-)insurance.    163 



 9 

There is little systematic work on spatial coherence of river flooding. Several studies have 164 

looked at spatial coherence of flood occurrence or magnitude (for an overview see Hall et 165 

al., 2014) but, to the authors’ knowledge, no study has attempted to quantify the degree and 166 

type of coherence. Most studies have qualitatively compared flood activity for different 167 

catchments, for example, by averaging the number of flood events over a certain period, 168 

often 30 years, and comparing whether periods of increased flood occurrence are 169 

synchronized in different catchments. In contrast, Merz and Blöschl (2003) define spatial 170 

coherence as the spread of catchments which have their AMS value of a hydrological year 171 

on the same day. Hence, their quantitative analysis is limited to event-type coherence.   172 

In this study, the spatial coherence of river flooding across Germany is studied by analysing 173 

fluctuations in AMS values at 68 discharge gauges for the common time period 1932-2005. 174 

Spatial coherence of flooding within each hydrological year and the type of coherence (or 175 

non-coherence) is quantified. An attempt is made to understand the processes which lead to 176 

spatial coherence by analysing the role of catchment wetness and event precipitation. This 177 

study builds on a recent paper (Merz et al., 2016), which used the same streamflow data set. 178 

Merz et al. (2016) characterized the temporal clustering of floods in Germany for different 179 

time windows and for different thresholds for partial duration series, but coherence in space 180 

was not analysed. 181 

Chapter 2 introduces the study area and describes the data. In chapter 3, the indicators 182 

describing the flood characteristics, the initial catchment state and the event precipitation 183 

are introduced, and the methods to quantify spatial coherence and the underlying drivers are 184 

given. Results are presented in chapter 4, followed by the discussion and conclusions. 185 

 186 
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2. Study area and data 187 

2.1 Study area and selection of catchments 188 

Germany is characterised by a gradient of increasing continental climate from west to east 189 

and a gradient of increasing elevation from north to south. Both gradients lead to clear 190 

patterns of precipitation, temperature and snow coverage with implications for streamflow 191 

regimes and flood generation. For example, the mean annual snow cover duration follows a 192 

north-west south-east gradient with less than 20 days with snow cover to 80 days and even 193 

to more than 200 days in the south-eastern rim of Germany (BfG, 2003). Moisture fluxes 194 

into the target region are due to prevailing westerly winds and high intensity precipitation 195 

events are usually associated with cyclonic weather patterns. The advection of warm and 196 

moist air masses from the Mediterranean, referred as Vb pattern, occasionally leads to 197 

intense precipitation events and severe flooding over south and east Germany.  198 

68 stations have been selected with mean daily discharge data for the common period 1932-199 

2005. Although the mean daily flow may underestimate flood peaks in smaller catchments, 200 

this effect does not influence the overall results, since standardized AMS values (with zero 201 

mean and variance of one) are used. Fig. 3 shows the selected gauges. Table S1 (in 202 

supplement) lists the associated catchments and their main characteristics. The set of 203 

gauges and the time period is the same as in Merz et al. (2016). This selection was based on 204 

the following considerations. Firstly, the gauges are distributed all over Germany to cover 205 

the different flood generation settings. Further, a large number of gauges was sought for a 206 

common time period which should be as long as possible. Catchments smaller than 100 207 

km2 were excluded based on the assumptions that land use changes and flood retention 208 

basins play a more significant role in smaller catchments, and thus may disturb the signal. 209 
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Catchments with significant data gaps were excluded. Details about the station selection 210 

and the data set are given in Merz et al. (2016). 211 

 212 

 213 

Fig. 3: Left: Study area and locations of river gauges including their flood regime. Right: 214 

Flood seasonality of the 68 gauges showing the mean timing of the AMS and the variability 215 

of the AMS timing for each gauge. The mean timing is expressed by the angular position 216 

starting from 1 for the first day of the hydrological year (1st November). The variability in 217 

flood timing is expressed by the radius value. A variability measure close to 0, i.e. in the 218 

centre of the polar plot, indicates large heterogeneity in flood timing. A variability measure 219 

close to one indicates that AMS events tend to occur around the same day in the 220 

hydrological year.   221 

 222 

The 68 gauges are grouped into three regions based on their flood seasonality. Annual peak 223 

flow (AMS) values and the corresponding occurrence dates were extracted from the 74-224 

year daily runoff at each station. Using directional statistics (Burn et al., 1997), two 225 
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measures of flood seasonality were computed for each station: (1) the mean direction MD, 226 

representing the average time of occurrence of AMS events; (2) the variability measure r, 227 

quantifying the variability of AMS occurrence about the mean date. A cluster analysis on 228 

MD and r was then performed using the non-hierarchical K-means method. It should be 229 

noted that AMS values themselves were not used in the clustering analysis. 230 

Fig. 3 shows the resulting three clusters. Region A consists of 31 stations and stretches 231 

across the western and central part of Germany from the north to the Danube River in the 232 

south. Floods occur predominantly in winter, typically triggered by westerly atmospheric 233 

flows resulting in prolonged precipitation phases in combination with wet catchments. The 234 

mean timing of AMS events varies from 80 to 119 (day-of-the-hydrological-year), i.e. from 235 

end of January to end of February. Region B is rather limited and contains 14 stations in 236 

south Germany. These are the southern tributaries of the Danube with summer floods. The 237 

mean date of AMS floods varies from middle of June to end of July. Floods are triggered 238 

by heavy precipitation events in the mountainous areas and/or by snowmelt events. Region 239 

C with 23 gauges covers the eastern part of the study area and a west-east stretch in the 240 

south of Germany including the Danube River. Floods occur mainly in winter, however, 241 

spring and summer floods do also occur. The measure of variability in flood timing 242 

indicates that the timing of AMS floods is very variable for some gauges of region C. 243 

Our clustering result is very similar to that of Beurton and Thieken (2009) which is based 244 

on the monthly distribution of AMS values at 481 streamflow gauges throughout Germany. 245 

The difference between the two clustering analyses is that their groups of homogeneous 246 

stations are more patchy, i.e. adjacent stations tend to be more often in different flood 247 

groups. Our grouping is also in line with Mediero et al. (2015) who used fewer, but longer 248 

flow time series in Europe. They highlight the positioning of Germany at the intersection of 249 
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three large-scale European regions, namely the Atlantic, Alpine and Continental regions 250 

which correspond to our regions A, B and C, respectively. 251 

 252 

2.2 Data 253 

The flood data set consists of mean daily flow records provided by different water 254 

authorities in Germany. They are part of the official hydrometric network and the stations 255 

and observations are regularly checked and can be assumed to be reliable. We used daily 256 

gridded (6x6 km) precipitation derived from more than 1440 stations of the German 257 

Weather Service covering (starting 1901) the analysed time period. The stations are rather 258 

homogeneously distributed across Germany. The data were homogenized and quality 259 

checked at Potsdam Institute for Climate Impact Research, according to Österle (2001) and 260 

Österle et al. (2006), correcting non-natural inhomogeneities such as changes in the station 261 

location, measurement methods or devices. Gaps of a station time series were filled by 262 

finding the neighbouring station with the highest correlation and adding the relative 263 

difference between the long-term monthly mean values of both stations to the neighbouring 264 

station's value.  265 

 266 

 267 

3. Methods 268 

We derive a set of indicators representing different characteristics of the AMS floods for 269 

the 68 selected catchments. Our indicator set includes, in addition to the magnitude and 270 

timing of AMS values, proxies for the catchment wetness (CW) and for event precipitation 271 

(EP) averaged across the catchment. CW represents the state of the catchment at the start of 272 

an AMS event and is therefore a proxy for the history prior to the AMS start date. EP 273 

considers the period between the flood event start date and AMS date, i.e. the event-built-274 
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up period (Nied et al., 2014). In this way, we attempt to separate the effects of initial 275 

catchment conditions from those of the event precipitation.  276 

For each indicator, we use annual time series for the hydrological year (1 Nov. – 31 Oct.) 277 

and seasonal time series (winter: 1 Nov. – 30 Apr.; summer: 1 May – 31 Oct.). For better 278 

comparability and use in the statistical analyses, the indicator time series are standardized 279 

to zero mean and unit variance. Since we are interested in the correlation in flood 280 

characteristics, all indicator time series are detrended prior to the analysis. If two time 281 

series have a common temporal trend, this could inflate their correlation.  282 

 283 

3.1 Indicators for flood characteristics 284 

For each of the 68 catchments, three AMS (annual, winter, summer) time series are derived, 285 

whereas an AMS event has to be a peak, and two neighboring AMS events have to be at 286 

least seven days far from each other. These criteria could be important if an AMS value 287 

occurs at the start or the end of a hydrological year. Otherwise it is likely that two values 288 

belonging to the same event are counted twice. In such cases the second largest peak in the 289 

hydrological year was selected. 290 

We need an indicator to quantify the event-type strength of a certain hydrological year, 291 

which indicates whether the AMS values across Germany are clustered in a few events 292 

(event-type) or are distributed throughout the year (non-event-type). We tested the measure 293 

of the variability of flood occurrences r, however, this measure cannot well distinguish 294 

between situations where AMS are distributed throughout the year and where the AMS are 295 

clustered in a few events and the timing of these events is opposite to each other in the 296 

directional space.     297 
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We propose an alternative indicator of event-type strength based on the following 298 

considerations: (1) AMS values of different gauges are defined to belong to one flood event 299 

when they occur within a time window of at most 14 days. This period considers that 300 

atmospheric circulation patterns persist for a few days with a median persistence from three 301 

to five days (Petrow et al., 2009). It further takes into account the travel time of flood 302 

waves within the river network. 14 days is the maximum time period that we consider 303 

reasonable for the flood event built-up period in Germany. (2) To single out flood events 304 

for a given hydrological year, we select the time window (of at most 14 days) which 305 

contains the highest number of AMS values across Germany. This step is repeated with the 306 

remaining AMS values until all AMS values are assigned to flood events. This results for 307 

each hydrological year in n non-overlapping flood events, each containing at least one 308 

AMS value. (3) These n flood events are transferred into an indicator which considers the 309 

number of AMS values within a flood event. For example, suppose that there are two years 310 

with several flood events in each year (Fig. 4). In year A, 95% of the gauges are contained 311 

in one event, whereas in year B one third of the AMS values are assigned to each event. We 312 

thus regard year A as more of event-type compared to year B. We derive the cumulative 313 

distribution of the number of flood events, whereas the ordinate expresses the fraction of 314 

catchments contained in each event, when the events are ordered according to the number 315 

of AMS values. We define the event-type indicator as the area above the cumulative 316 

distribution function (Fig. 4). The smaller the area, the more inclined the year is towards 317 

event-type flooding. 318 

 319 



 16 

 320 

Fig. 4: Schematic to explain how the event-type indicator EI is quantified. Left panel: 321 

Distribution of flood events throughout the hydrological year. Numbers next to the vertical 322 

lines (indicating an event) give the number of gauges contained in that event. Right panel: 323 

EI is computed as the shaded area bounded by the distribution curve.  324 

 325 

3.2 Catchment wetness indicator 326 

We use the streamflow value prior to each AMS event as proxy for catchment wetness. Pre-327 

event streamflow is a widely used proxy for the initial catchment state (e.g. Ettrick et al., 328 

1987, Plate et al., 1988). It is easily derived from runoff time series and does not require 329 

additional data unlike other proxies, such as antecedent precipitation or soil moisture. Pre-330 

event streamflow was found to significantly correlate with runoff coefficients in humid 331 

catchments (Longobardi et al., 2003). It correlated similarly well to runoff coefficients as 332 
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pre-event soil moisture. The antecedent precipitation index was found inferior to pre-event 333 

streamflow to characterize runoff generation (Longobardi et al., 2003). 334 

For each AMS value at each gauge the start day of the flood event is identified. We apply a 335 

modified gradient-based method suggested by Klein (2009), which is an empirical method 336 

of identifying a starting point of the rising hydrograph limb providing some constraints on 337 

the gradient changes between daily flow values. Furthermore, constraints are imposed to 338 

distinguish between dependent (e.g. double-peak hydrographs) and independent flood 339 

events. The empirical thresholds are selected and tested for all 68 gauges to yield a robust 340 

separation, as one would do manually based on the visual hydrograph inspection. A similar 341 

approach was taken by Merz and Blöschl (2009) to identify the start points of direct flow 342 

hydrographs. 343 

In the first step, an independent flood event preceding each AMS flood is identified by 344 

combing the criteria after Bacchi et al. (1992) and LAWA (1997). This is needed to avoid 345 

small hydrograph spikes being treated as flood events independent from the AMS flood. A 346 

local maximum is regarded as a local flow peak if it is higher than 20% of the AMS flow 347 

and the local minimum between peaks drops below 70% of the lower peak. The AMS peak 348 

and the preceding lower peak are considered to be independent if either the time span 349 

between both (DT) exceeds a threshold value or the local minimum drops below 20% of the 350 

AMS value. We found DT=10 days as efficient to separate individual peaks. 351 

In the second step, the gradient in daily flows is computed between consecutive days. A 352 

gradient threshold is selected as the 10% percentile of the empirical distribution. A pre-event 353 

flow is detected as the minimum flow in a DT-period of consecutive days with the gradient 354 

below the selected threshold. This window characterizes a period of stable flow conditions 355 

and can be regarded as characteristic for the catchment state. In case no period of length DT 356 

is identified between independent flood peaks, the minimum flow between the two is taken 357 
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as an indicator for antecedent catchment wetness. Empirical thresholds are selected in an 358 

iterative procedure by visually inspecting the results of hydrograph separation at all gauges. 359 

The detected flood start date corresponds well to visual detection of the start of the rising 360 

hydrograph limbs. 361 

 362 

3.3 Event precipitation indicator 363 

We use the precipitation amount during the built-up period as indicator of the event 364 

meteorology. For the 68 catchments, the daily precipitation is averaged over the catchment 365 

area. There are some catchments whose headwater sub-catchments are located outside of 366 

Germany. Since precipitation data are only available for Germany and the sub-catchments in 367 

Austria and the Czech Republic, the average precipitation outside this domain is assumed to 368 

correspond to the catchment precipitation in the data-covered domain. Out of 68 catchments 369 

48 catchments are covered by precipitation data by more than 90%. In the 20 remaining 370 

catchments only very few have a coverage of less than 50%. Due to averaging the 371 

precipitation over the entire catchment to build the precipitation indicator, we do not expect 372 

that our assumption of homogeneous precipitation has a large impact on the results. However, 373 

it is certainly a limitation of the study and can only be resolved over time, when more 374 

comprehensive long-term precipitation datasets become available. Unfortunately, no daily 375 

resolved precipitation dataset for Central Europe exists dating back to 1932. The recently 376 

released ERA-20C reanalysis dataset is not suitable because it does not reproduce daily 377 

precipitation events. Since only wind fields are assimilated into the climate models, only the 378 

monthly climatology in ERA-20C can be considered reliable (Poli et al., 2016).  379 

For each AMS value, daily catchment precipitation in the event built-up period, defined as 380 

the period from the date of the detected pre-event flow to the AMS date, is analysed. If the 381 

pre-event flow is dated back more than 14 days from the AMS, a maximum time window of 382 
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15 days (including the AMS date) is taken for the analysis. Ideally, one would select the time 383 

window corresponding to the catchment concentration time to assess the flood event 384 

precipitation. This is, however, difficult; empirical estimates of concentration times may 385 

differ up to 500% between different methods (Grimaldi et al., 2012) and depend not only on 386 

the catchment characteristics but also on the event magnitude. The event precipitation is 387 

computed as the precipitation sum of all days prior to the AMS date including the 388 

precipitation peak till the first dry day within the selected time window. A day is considered 389 

dry, if the catchment precipitation drops below 1 mm/d. The threshold is taken to avoid 390 

spurious precipitation, which is not relevant for runoff. Due to averaging of precipitation over 391 

large catchment domains some small precipitation amounts can emerge thus enlarging the 392 

pre-event precipitation duration, but the amount is too small to cause notable flow changes.  393 

We tested both the catchment precipitation amount and precipitation intensity during the 394 

built-up period as indicator for event precipitation. The results were very similar, and thus 395 

the amount is used in the following. 396 

 397 

3.4 Standardized anomaly index 398 

To increase the signal-to-noise ratio, composite time series are compiled for the different 399 

indicators. The idea is that these composite time series represent the large-scale behaviour, 400 

whereas the at-site time series may be contaminated by local influences. Composite time 401 

series may be helpful in distinguishing the underlying large-scale signal at a site from local 402 

noise and local effects. Large-scale or national composites have often been used, e.g. Robson 403 

et al. (2002), McCabe and Wolock (2002), Kiem et al. (2003), Lindström and Bergström 404 

(2004), Petrow et al. (2009). 405 
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We use the standardized anomaly index (SAI) defined as the average of the standardized 406 

station time series  over the M stations, where i=1,…,N denotes the year, j=1,…,M denotes 407 

the station (Katz and Glantz, 1986):  408 

1
	  409 

The stations were given equal weight, since we focus on the temporal variations, rather than 410 

on the true average (Lindström and Bergström, 2004). Composites are determined for the 411 

entire data set of 68 gauges and, additionally, for the three flood regime regions.  412 

 413 

3.5 Degree of spatial coherence 414 

The strength of spatial coherence is quantified using the external variance ratio EVR (Katz 415 

and Glantz, 1986, Moron et al., 2006):  416 

 417 

EVR is defined using the external variance  that is common to all stations and the internal 418 

variance  that is associated with differences between stations: 419 

1
	  420 

	
1

	 1
	 	  421 

The interannual variance of SAI is given as: 422 

	 	 1 	 ̅   423 

 424 
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where ̅  is the mean interstation correlation. If all stations are independent, then 425 

	 1 . If all stations are perfectly correlated, 	1 (Katz and Glantz, 426 

1986). 427 

 428 

3.6 Multiple linear regression and relative contributions 429 

AMS coherence within a hydrological year (or for an even more prolonged period) can be 430 

caused by event precipitation and/or catchment wetness consistently above or below 431 

average throughout the considered period. To understand to which extent either of these 432 

two factors contribute to spatial coherence of floods in Germany, the AMS composite is 433 

related to the composites of catchment wetness and event precipitation via multiple linear 434 

regression. Regression models are established for the composite of the entire station set and 435 

for the three regions corresponding to different flood regimes. Regression models are 436 

developed for the annual and seasonal series. At the 5% significance level, it is tested 437 

whether the coefficients of the multiple linear regression are significantly different from 438 

zero and whether interaction effects between the predictors CW and EP play a role. 439 

To estimate the relative importance of the predictors, i.e. the proportion of the variance 440 

explained by the individual predictors, the relative partial sum of squares (RPSS) (Gardner 441 

and Trabalka, 1985) is used. RPSSk for predictor k is calculated by dividing the difference 442 

between the residual sum of squares (RSS) for the model without predictor k (RSS-k) and 443 

for the full model by the total sum of squares (TSS): 444 

RPSS 	 % 100 ∗ RSS RSS /TSS 445 

 446 
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4. Results 447 

4.1 Degree of spatial coherence 448 

Fig. 5 visualizes the spatial coherence of flood characteristics across the 68 gauges for the 449 

period 1932-2005. The top two panels show the number of flood events and the 450 

standardized AMS magnitude for each hydrological year. The number of flood events is 451 

derived by extracting peak-over-threshold values (POT) with on average one peak per year. 452 

The extraction is based on the USWRC (1976) procedure as described in Lang et al. (1999).   453 

Both flood indicators (number of floods and standardized AMS magnitude) show a clear 454 

spatial coherence, although the effect is stronger for the number of floods. Single years tend 455 

to have the same colour across many (or even all) gauges. The vertical patterns extend often 456 

across the three flood regions. This is remarkable as region B has a distinct summer flood 457 

seasonality whereas the floods in regions A and C occur typically in winter. From this plot 458 

we can conclude that there is a tendency for spatial coherence in flooding even across flood 459 

regime regions. We also see that these patterns have a short persistence, at most a few 460 

years.  461 

Fig. 5 also shows CW and EP, i.e. the standardized streamflow at the start day of each 462 

AMS event and the standardized event precipitation amount, respectively. There are some 463 

vertical stripes illustrating that catchment wetness and/or event precipitation have been 464 

consistently above or below average for many stations across Germany in some years. 465 

However, the space-time patterns of CW and EP are noisier indicating a lower degree of 466 

spatial coherence compared to the AMS values or number of floods. 467 

  468 

  469 
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 470 

Fig. 5: Space-time patterns of flood characteristics. From top to bottom: Number of POT1 471 

events per hydrological year, standardized AMS, standardized CW and standardized EP 472 

across 68 catchments for 1932-2005. Catchments are grouped according to flood regimes 473 

and catchment area (catchment size increase from top to bottom within each region).   474 
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 475 

Table 1 shows the external variance ratio EVR for AMS, CW and EP for the entire set of 476 

catchments and for the three regions. EVR values are given for the annual and seasonal 477 

series. Table 1 indicates significant coherence for AMS values. For instance, EVR = 38% 478 

for the annual series and the complete set of gauges, i.e. 38% of the variance in AMS is 479 

common to all gauges. These values are much higher for the regions, for example, EVR 480 

reaches 57% for region B. The increase in EVR for the regions is expected as these stations 481 

have a similar flood seasonality and tend to be closer together. In the winter season, EVR 482 

values tend to be higher than in summer. For instance, almost half of the variance is 483 

common to all gauges for AMS. This is a consistent result for all three indicators and the 484 

complete set of gauges: The spatial coherence tends to be stronger in the winter season 485 

compared to the summer and annual series. 486 

  487 

Table 1: Annual and seasonal spatial coherence measure EVR [%] for the flood, catchment 488 

wetness and event precipitation indicators for the complete set of catchments (ALL, 68 489 

stations) and the three flood regime regions (A: 31 stations; B: 14 stations; C: 23 stations).  490 

 AMS CW EP 

Region ALL A B C ALL A B C ALL A B C 

Annual 37.6 49.2 57.0 48.5 23.7 30.8 36.6 30.1 23.3 29.4 38.7 39.6 

Winter 47.3 57.3 56.2 53.6 30.8 35.0 37.6 35.6 25.8 36.5 40.5 31.4 

Summer 33.6 42.0 60.5 44.4 24.0 28.3 38.5 31.2 25.5 31.7 42.4 35.7 

 491 

EVR is clearly larger for AMS (38% for annual values) compared to EVR for CW (24%) 492 

and EP (23%). Hence, the common signal across the 68 gauges is quite strong for AMS, but 493 

lower for CW and EP. The same is true for the two seasons. 494 

There may be several factors explaining higher EVR for AMS compared to CW and EP. 495 

First, it is likely that there is a combined effect of both factors on AMS and not only one of 496 
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those is dominant. Second, the river network effect, which is not explicitly considered in our 497 

analysis, may contribute to higher EVR of AMS, since a number of nested catchments are 498 

present in the dataset. However, this effect also affects the CW indicator which is based on 499 

the pre-event flow. Further, our CW and EP indicators are rather simplified proxies and 500 

cannot describe the system conditions perfectly.  501 

Comparing the EVR values between the three regions shows that region B tends to be the 502 

most coherent in terms of AMS, CW and EP. The difference in EVR values between region 503 

B and regions A and C is particularly large for AMS in summer (61% for B; 42% and 44% 504 

for A and C, respectively). Floods in region B can be caused by different processes, in 505 

particular heavy precipitation events in the mountains, some of them of convective type, 506 

and events with a snowmelt contribution. Hence, the larger coherence of region B cannot be 507 

explained by a certain flood generation mechanism which is more spatially homogeneous. 508 

It is rather a consequence of the much smaller geographical extent of region B (roughly 509 

60,000 km2) compared to A (180,000 km2) and C (120,000 km2). 510 

These results show significant spatial coherence in AMS values and number of flood 511 

events, despite different flood regimes and a large spatial extent of Germany. Stratification 512 

in flood regime regions increases the spatial coherence indicator EVR. However, in most 513 

cases the increase in spatial coherence is modest. This suggests that floods (and CW, EP) 514 

are related to some large-scale variability which acts beyond the effect of single 515 

precipitation events and flood regimes. Stratification in winter and summer does not change 516 

EVR values in a consistent way. In many cases EVR values increase, as one would expect 517 

due to the smaller time period when looking at seasons, but in some cases the spatial 518 

coherence seems to decrease. The latter cases occur typically for the comparison between 519 

annual and summer series. This might be explained by the flood seasonality and differences 520 

in flood generation. For example, EVR decreases from 49% to 42% for AMS in region A. 521 
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Because region A has a distinct winter flood regime, and winter floods in Germany tend to 522 

have a larger spatial extent compared to summer floods (Uhlemann et al., 2010).  523 

 524 

4.2 Understanding the type of spatial flood coherence 525 

To give an impression of the different situations that can be found in the data set, Fig. 6 526 

shows the timing and magnitude of three selected hydrological years. The complete set of 527 

years is given in Figure S1 (supplement).  528 

The year 1941 represents a non-event-type, coherent year. It is the year with the highest 529 

value of the event-type indicator EI within the period 1932-2005. The AMS values are 530 

spread out through the year. AMS magnitudes are in a similar range, i.e. the magnitude of 531 

summer floods in regions B are not far from winter and spring floods in regions A and C. 532 

1952 represents an event-type, coherent situation. The 68 AMS values are again within a 533 

rather narrow magnitude range, but now they are clustered in only six events. Again, 534 

coherence extends beyond flood regimes. Finally, the year 1954 represents an event-type, 535 

non-coherent year. The AMS values are clustered in six events, but the AMS magnitudes 536 

are spread across a wide range. It is the year with the highest variability in AMS magnitude, 537 

i.e. the most non-coherent year. Non-coherence is caused by the large spread in magnitude 538 

of one summer event affecting gauges from all three flood regimes. 539 

 540 
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 541 
Fig 6: AMS values for the 68 catchments for selected hydrological years. The horizontal axis 542 

shows the day of the year, the vertical axis the standardized AMS magnitude. Vertical lines 543 

indicate an event with at least one AMS occurrence. Different colors indicate the flood 544 

regimes (Green: Region A; Red: Region B; Blue: Region C). Different symbols indicate 545 

different events. Abbreviations: n: number of flood events; EI: event-type indicator; sdQ: 546 

indicator of magnitude coherence, i.e. standard deviation of 68 AMS magnitudes 547 

(standardized); mQ: mean of 68 AMS magnitudes (standardized). 548 

 549 

 550 

Figure 7 shows the relation between the event-type indicator, the magnitude coherence and 551 

the average AMS magnitude for all 74 hydrological years in the period 1932-2005. Large 552 

values along the vertical axis signify non-event-type years where AMS values occur 553 

throughout the year. The horizontal axis represents the degree of coherence in AMS 554 

magnitude. It is quantified by the standard deviation of the AMS values for a certain 555 

hydrological year. The size of two digit years in the plot is proportional to the mean value 556 

of the 68 AMS magnitudes, with above-average years coloured in red. 557 

Interestingly, the upper right corner of Fig. 7 is blank, i.e, the data set of 74 years does not 558 

contain years where both the AMS magnitude and AMS timing are spread across a wide 559 

range. The lower right corner (event-type / non-coherence) shows above-average years 560 
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where AMS values tend to cluster in time. The spread in AMS values is often caused by a 561 

single event affecting a considerable number of gauges, but with different AMS 562 

magnitudes. Most of the years can be assigned to the lower left corner (event-type / 563 

coherence). The AMS values at the 68 gauges cluster in a few events, and these AMS 564 

values are within a rather limited range. Finally, some years are located in the upper left 565 

corner (non-event-type / coherence).  566 

 567 

   568 

 569 

 570 
 571 

Fig 7: Spatial coherence versus event-type indicator for all hydrological years 1932-2005. 572 

Each year is marked by the last two digits. The size of the digits represents the average AMS 573 

magnitude. Above-average flood years are marked in red, below-average flood years in blue.  574 

 575 

 576 
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From Fig. 7 we can conclude that considerable spatial coherence of AMS values exists. Many 577 

years are located in the left part of the diagram. Spatial coherence can be found in event-type 578 

and non-event-type years. The fact that many years, where the AMS timing is rather spread 579 

throughout the year, are coherent, suggests that German catchments often tend to be in a wet 580 

or dry state when there is some similarity in AMS magnitude across flood regime regions. 581 

There is a slight tendency to stratify in above-average, non-coherent years and below-582 

average, coherent years. This means that AMS magnitudes tend to be similar throughout the 583 

year for years without extreme floods. For high flood years, AMS values vary much more.  584 

 585 

4.3 Role of event precipitation and catchment wetness 586 

To answer the question whether the variability in AMS is predominantly linked to the 587 

catchment wetness or event precipitation, multiple linear regression models are established, 588 

whereas the composites for CW and EP are used as predictors for the AMS composite. Fig. 589 

8 visualizes the relative importance of CW and EP in explaining AMS variability and the 590 

variance explained by the multiple linear models. Twelve models are developed for the 591 

different time scales and regions. It should be noted that in all cases both CW and EP are 592 

significant predictors at the 5% level, whereas the interaction term between CW and EP does 593 

not play a significant role.  594 

 595 

 596 
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 597 
 598 

Fig 8: Relative importance of catchment wetness CW (left arrow) and event precipitation EP 599 

(right arrow) in explaining AMS variability for the complete set of gauges and the flood 600 

regime regions (columns) and for annual and seasonal series (rows). The thickness of the 601 

arrows indicates the relative importance. The explained variance is indicated as dark shaded 602 

segment of the pie chart. The light grey boxes show the more important cases, i.e. the 603 

dominant flood season for the different regions and the annual values for the entire station 604 

set.   605 

  606 

For the annual series and the entire set of gauges, 53% of the AMS variability is explained 607 

by the CW and EP composites. It is interesting that the region-specific models are not able 608 

to obtain a higher share of explained variance than the models for the entire data set. The 609 

stratification in seasons improves the model skill for the entire set and the regions A and C. 610 

Possibly, seasonal AMS have smaller variability and are thus better explained by the selected 611 

predictors. 612 



 31 

For the entire set of gauges, CW dominates the model with a relative importance of 71%.  613 

For the regions this dominance of CW is less pronounced. Comparing the relative 614 

contributions of CW and EP for the seasons, there is a tendency for CW being more important 615 

in winter and EP gaining importance in summer. This effect is in line with the variability of 616 

CW and EP. CW shows a larger variability than EP in winter, and the variability of EP 617 

increases for summer. This result agrees with the major flood generation processes. For 618 

instance, summer floods are more often caused by convective events linked to higher 619 

variability in event precipitation.  620 

The highlighted boxes in Fig. 8 show the more important cases, i.e. the dominant flood 621 

season for the different regions and the annual values for the entire station set. Region A 622 

and C are winter-dominated. CW plays a dominant role in region A with a contribution of 623 

76%. Floods occur typically as consequence of long-lasting, but not very intense 624 

precipitation events on wet catchments. Hence, the initial conditions play an important role. 625 

For region B and C, EP and CW have a similar contribution. These regions are either 626 

summer-dominated (region B) or winter-dominated but with the possibility of large 627 

summer floods caused by very intense rainfall (region C). This explains the comparatively 628 

larger role of EP for regions B and C.   629 

The analysis finds a tendency that higher floods in the current season are linked to higher 630 

floods in the season ahead. This effect can be caused by persistence of EP across seasons or 631 

by persistence in CW. Fig. 9 visualizes the Spearman correlation coefficients for the three 632 

indicators within and between the seasons. EP is not significantly correlated between the 633 

seasons. Hence, the significant correlation of seasonal AMS composites is related to CW. 634 

For the entire data set, a wetter winter half-year (higher CW and AMS) leads to higher CW 635 

in the following summer, and consequently to higher summer AMS. This effect works 636 

similarly, but somewhat weaker, for the transfer from summer to winter.  637 
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Overall, the regions show a similar behavior compared to the entire data set. The most 638 

striking difference is the zero correlation between the AMS values in summer and the 639 

following winter in region B: High summer floods do not lead to higher winter floods. This 640 

is expected as floods in this region are either related to snow melt or caused by convective 641 

summer rainfalls. In both cases, this does not lead to a strong increase in CW because the 642 

water tends to leave the catchment more rapidly, e.g. via a larger share of overland flow. 643 

Moreover, we can assume that higher slopes and shallower soils in these steep mountain 644 

catchments in southern Germany contribute to this effect as well.    645 

 646 

 647 



 33 

Fig 9: Intra-season and inter-season Spearman correlation coefficients AMS, CW and EP for 648 

the entire station set and the three regions. The thickness of the arrows is proportional to the 649 

correlation coefficient. Stars indicate statistical significance at 5%.  650 

 651 

 652 

5. Discussion 653 

Recently, the occurrence of flood-rich and flood-poor periods has found increasing interest 654 

in the scientific literature on flood changes (Hall et al., 2014). However, the societally 655 

important question whether such periods are in phase across regions has not be studied in a 656 

systematic way. We propose several indicators to quantify and understand the spatial 657 

coherence of flood activity. One of them, the event-type indicator EI, is proposed to assess 658 

whether the annual maxima in a given hydrological year within the study region occur in one 659 

or a few events or are distributed throughout the year. Although we propose this indicator for 660 

AMS values on an annual basis, other time periods and other flood characteristics, e.g. POT 661 

values, could be used.  662 

The application of these indicators to Germany finds that flood-rich and flood-poor periods 663 

tend to be in phase, suggesting a substantial spatial coherence in flood activity across the 664 

three flood regime regions. These flood-rich and flood-poor periods have a short persistence 665 

of at most a few years, and are not visible on the decadal time scale. This was also found and 666 

discussed in detail by Merz et al. (2016).  667 

In most of the years of the study period, the flood activity can be described as coherent and 668 

of event-type, i.e. the AMS values of the different catchments tend to occur in a few events 669 

and in similar magnitude range. There are also a number of years where the AMS timing is 670 

spread throughout the year (non-event-type), although the AMS magnitudes are similar. Both 671 

types of years suggest that annual maximum floods, and their drivers catchment wetness and 672 
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event precipitation, are conditioned on some large-scale variability beyond flood regime 673 

regions and single flood events. 674 

Non-coherent years are typically of event-type and have above-average magnitudes. This is 675 

the consequence of one or a few large events which affect many catchments but with varying 676 

magnitudes. Hydrological years with extreme floods tend to be non-coherent. This result is 677 

sensible from a climatological point of view. Extreme floods are often of smaller spatial scale, 678 

such as the Vb weather pattern caused floods mentioned in the introduction. A prominent 679 

example is the year 2002 with disastrous flooding in the Elbe and Danube catchments.  680 

The analysis of the underlying drivers of spatial coherence of flood activity reveals the 681 

relative role of catchment wetness and event precipitation. Although their importance varies 682 

between the regions and seasons, as function of the different flood generation mechanisms, 683 

catchment wetness tends to dominate. The significant correlation between the AMS 684 

composites in subsequent seasons is a consequence of persistence in catchment wetness 685 

across seasons and not by persistence in event precipitation. The weaker correlation between 686 

summer and subsequent winter could be caused by the larger role of evapotranspiration in 687 

summer. Evapotranspiration depletes the soil moisture storage thus cutting the transfer link. 688 

High CW and AMS values during summer might be more easily overwritten by 689 

evapotranspiration. 690 

Finally, we note that our study has a numbers of limitations. The analysis builds on observed 691 

streamflow and precipitation data which include gaps that were filled using correlation 692 

analysis. These time series are part of the official station network of the German Weather 693 

Service and a number of water resources authorities, and are expected to be well maintained 694 

and quality checked. Time series with large gaps were not included in the analysis. Some of 695 

the catchments have areas outside of Germany for which no high-quality data are available 696 
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to us. We believe that our assumption to fill these gaps is the most reasonable one, and that 697 

it does not impact our findings.  698 

Further, the proposed method and analysis include a few choices and subjective thresholds. 699 

We have tried to substantiate these choices and thresholds in all cases, and wherever feasible, 700 

assess the sensitivity of the results to these choices. For example, the assumed time window 701 

of 14 days in the definition of flood events is based on physical considerations, such as the 702 

travel times of flood waves in the river network. Further, it has been tested that the variation 703 

of this value does not substantially influence the results – in this case the distribution of 704 

hydrological years in the event-type – coherence space (as in Figure 7; results of the test are 705 

not shown). Although the exact numerical results of our empirical study would vary when 706 

using different data sets and different threshold values, we are convinced that the overall 707 

findings would not be impacted.  708 

A final note of caution is related to possible temporal changes in our time series. Our indicator 709 

time series have been detrended prior to the analysis. In addition to the arguments for 710 

detrending presented in chapter 3, we report here that the composite flood time series do not 711 

show significant changes for the complete set of gauges and for the three regions. Based on 712 

the Mann-Kendall test, the Null hypothesis of no trend cannot be rejected even at the 10% 713 

significance level. However, an interesting question arises in regard to the recent study of 714 

Blöschl et al. (2017) who found consistent patterns of changes in the timing of AMS events 715 

in Europe. If the flood timing changes within a region, this could affect the type of coherence. 716 

Figure 10 gives the times series of the event-type indicator EI and the coherence indicator 717 

sdQ. EI shows a significant downward trend (at 5%), whereas the change in sdQ is not 718 

significant. Hence, there is a tendency towards more event-type years, i.e. floods tend to 719 

spread out less during more recent years. The changes in flood timing in Germany can be 720 

roughly summarized by a tendency towards later floods in flood region A and towards earlier 721 
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floods in region C (see Figure 1 in Blöschl et al., 2017). Hence, the two flood regimes A and 722 

C whose average flood timing is already rather close (Figure 3) seem to have moved closer 723 

to each other explaining the decrease in the EI value. This observation would deserve further 724 

analysis; an interesting question is whether this tendency could lead to a higher probability 725 

of large-scale floods with more catchments showing AMS events at the same time.    726 

 727 

 728 
Fig 10: Time series of event-type indicator EI (top) and coherence indicator sdQ (bottom).   729 

 730 

 731 

6. Conclusions 732 

Despite its societal relevance, the question whether fluctuations in flood occurrence or 733 

magnitude are coherent in space has hardly been addressed. We investigate this question 734 

and find remarkable spatial coherence across Germany given its different flood regimes. 735 

There is a tendency that higher/lower-flood years in catchments, which are dominated by 736 

summer floods, coincide with higher/lower-flood years for winter flood-dominated 737 

catchments.  738 



 37 

To better understand this phenomenon, we propose to differentiate in event-type and non-739 

event-type coherence. Spatial coherence is seen for both types. There are quite a number of 740 

years with considerable non-event-type coherence, i.e. AMS values of the 68 gauges are 741 

spread throughout year but in the same magnitude range. Interestingly, high-flood years 742 

tend to be of event-type and non-coherent, i.e. there is often one event that affects many 743 

catchments with a range of magnitudes. This suggests that, although spatial coherence is a 744 

remarkable phenomenon, it plays a rather small role for years with larger (“interesting”) 745 

flooding. Hence, we argue that spatial coherence in flooding has not been a severe problem 746 

for Germany. Large-scale flooding across Germany can lead to severe situations, however, 747 

extreme magnitudes across the country within one event or within one year seem to be 748 

rather unlikely. 749 

We attempt to clarify the role of event precipitation and initial catchment state in shaping 750 

spatial coherence in flooding. Our findings indicate that coherence is caused rather by 751 

persistence in catchment wetness than by persistent periods of higher/lower event 752 

precipitation. Annual maximum floods and catchment wetness are conditioned on some 753 

large-scale variability beyond flood regime regions and single flood events. 754 

The proposed indicators and the analysis build on observation data and include several 755 

assumptions and subjective choices. Although the specific numerical results would vary 756 

when using different data sets and data gap filling procedures, and when selecting different 757 

threshold values, we are convinced that the overall findings would not be impacted. An 758 

interesting observation is the trend in the event-type indicator, suggesting a tendency that, in 759 

recent years, a higher number of catchments have their AMS values at the same time. This 760 

observation can be explained by the detected shifts in flood timing across Germany and 761 

Europe by Blöschl et al. (2017). It deserves further study whether this tendency significantly 762 

changes the probability of large-scale floods in Germany. 763 
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Supplement 914 
 915 
Table S1: Main characteristics of selected gauges. Flood regime according to Figure 3. 916 

Gauges in bold are those shown in Figure 1. 917 

# Gauge name River Basin 
Cat. 
area 
[km2] 

Specific  
mean flow 

[m3 s-1 km-2] 

Flood 
Regime 

Location 

Lat Long 

1 Achstetten B. Rot Danube 264 0.0125 C 48.26 9.9 

2 Kempten Iller Danube 955 0.0491 B 47.73 10.32 

3 Fuerstenfeldbruck Amper Danube 1235 0.0191 B 48.18 11.26 

4 Beuron Donau Danube 1309 0.0087 A 48.05 8.97 

5 Chamerau Regen Danube 1357 0.0192 C 49.18 12.75 

6 Seebruck Alz Danube 1388 0.0373 B 47.94 12.48 

7 Eichstaett Altmuehl Danube 1400 0.0071 A 48.88 11.2 

8 Landsberg Lech Danube 2295 0.0358 B 48.04 10.88 

9 Regenstauf Regen Danube 2658 0.0141 A 49.13 12.13 

10 Muenchshofen Naab Danube 4014 0.0093 A 49.24 12.08 

11 Heitzenhofen Naab Danube 5426 0.0090 A 49.12 11.94 

12 Burghausen Salzach Danube 6649 0.0377 B 48.16 12.84 

13 Landau Isar Danube 8467 0.0200 B 48.68 12.69 

14 Plattling Isar Danube 8839 0.0198 B 48.77 12.88 

15 Oberaudorf Inn Danube 9712 0.0314 B 47.65 12.2 

16 Dillingen Donau Danube 11315 0.0143 C 48.57 10.5 

17 Wasserburg Inn Danube 11980 0.0296 B 48.06 12.23 

18 Eschelbach Inn Danube 13354 0.0278 B 48.26 12.73 

19 Donauwoerth Donau Danube 15037 0.0127 C 48.71 10.8 

20 Ingolstadt Donau Danube 20001 0.0157 C 48.76 11.42 

21 Kelheim Donau Danube 22950 0.0145 C 48.92 11.87 

22 Passau-Ingling Inn Danube 26084 0.0283 B 48.56 13.44 

23 Oberndorf Donau Danube 26446 0.0134 C 48.95 12.02 

24 Hofkirchen Donau Danube 47496 0.0136 C 48.68 13.12 

25 Achleiten Donau Danube 76653 0.0186 B 48.58 13.51 

26 Wegeleben Bode Elbe 1215 0.0069 A 51.89 11.19 

27 Greiz W. Elster Elbe 1255 0.0084 C 50.66 12.2 

28 Lichtenwalde Zschopau Elbe 1575 0.0138 C 50.89 13.02 

29 Wechselburg Z. Mulde Elbe 2107 0.0126 C 51.01 12.77 

30 Hadmersleben Bode Elbe 2758 0.0051 A 52.01 11.32 

31 Camburg-Stoeben Saale Elbe 3977 0.0079 C 51.07 11.7 

32 Oldisleben Unstrut Elbe 4174 0.0045 A 51.3 11.18 

33 Golzern V. Mulde Elbe 5442 0.0114 C 51.25 12.78 

34 Calbe Saale Elbe 23719 0.0048 C 51.92 11.81 
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35 Dresden Elbe Elbe 53096 0.0061 C 51.06 13.74 

36 Barby Elbe Elbe 94060 0.0059 C 51.99 11.88 

37 Magdeburg Elbe Elbe 94942 0.0059 C 52.14 11.65 

38 Wittenberge Elbe Elbe 123532 0.0047 C 52.99 11.75 

39 Neu-Darchau Elbe Elbe 131950 0.0056 C 53.23 10.89 

40 Rheine Ems Ems 3740 0.0054 A 52.29 7.43 

41 Hohensaaten-Finow Oder Oder 109564 0.0096 C 52.87 14.14 

42 Altensteig Nagold Rhein 135 0.0194 A 48.58 8.61 

43 Bad-Imnau Eyach Rhein 331 0.0093 C 48.41 8.77 

44 Pforzheim-Wuerm Wuerm Rhein 418 0.0070 C 48.87 8.71 

45 Schwaibach Kinzig Rhein 954 0.0241 A 48.39 8.03 

46 Doerzbach Jagst Rhein 1030 0.0098 A 49.37 9.72 

47 Nuernberg Pegnitz Rhein 1192 0.0093 A 49.46 11.05 

48 Tauberbischofsheim Tauber Rhein 1584 0.0055 A 49.63 9.67 

49 Bad-Kissingen F. Saale Rhein 1587 0.0076 A 50.18 10.07 

50 Kesseler3 Lippe Rhein 2003 0.0118 A 51.66 8.09 

51 Plochingen Neckar Rhein 3995 0.0120 A 48.71 9.42 

52 Pettstadt Pegnitz Rhein 7005 0.0075 A 49.84 10.94 

53 Neuhausen Rhein Rhein 11887 0.0310 B 47.68 8.63 

54 Schweinfurt Main Rhein 12715 0.0082 A 50.03 10.22 

55 Rekingen Rhein Rhein 14718 0.0299 B 47.57 8.33 

56 Cochem Mosel Rhein 27088 0.0116 A 50.14 7.17 

57 Maxau Rhein Rhein 50196 0.0250 C 49.04 8.31 

58 Kaub Rhein Rhein 103488 0.0159 A 50.09 7.77 

59 Cologne Rhein Rhein 144232 0.0146 A 50.94 6.96 

60 Meiningen Werra Weser 1170 0.0121 A 50.58 10.42 

61 Schmittlotheim Eder Weser 1202 0.0158 A 51.16 8.9 

62 Gross-Schwuelper Oker Weser 1734 0.0066 A 52.35 10.43 

63 Rotenburg Fulda Weser 2523 0.0086 A 51.01 9.72 

64 Gerstungen Werra Weser 3039 0.0102 A 50.96 10.07 

65 Celle Aller Weser 4128 0.0065 A 52.62 10.06 

66 Guntershausen Fulda Weser 6366 0.0089 A 51.23 9.47 

67 Hann.-Muenden Weser Weser 12442 0.0090 A 51.43 9.64 

68 Vlotho Weser Weser 17618 0.0094 A 52.18 8.86 
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Figure S1: Flood events and AMS values for the 68 catchments for each hydrological year 922 
1932-2005. The years are ordered according to the event-type indicator, from event-type 923 
years to non-event-type years. Horizontal axis shows the day of the year, vertical axis the 924 
AMS magnitude (standardized). Vertical lines indicate an event with at least one AMS 925 
occurrence. Different colors indicate the flood regimes (Green: Region A; Red: Region B; 926 
Blue: Region C), different symbols correspond to different flood events. Abbreviations: n: 927 
number of flood events; EI: event-type indicator; sdQ: indicator of magnitude coherence, i.e. 928 
standard deviation of 68 AMS magnitudes (standardized); mQ: mean of 68 AMS magnitudes 929 
(standardized). 930 
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