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SUMMARY

We suggest a new clustering approach to classify focal mechanisms from large moment tensor
catalogues, with the purpose of automatically identify families of earthquakes with similar
source geometry, recognize the orientation of most active faults, and detect temporal vari-
ations of the rupture processes. The approach differs in comparison to waveform similarity
methods since clusters are detected even if they occur in large spatial distances. This approach
is particularly helpful to analyse large moment tensor catalogues, as in microseismicity ap-
plications, where a manual analysis and classification is not feasible. A flexible algorithm is
here proposed: it can handle different metrics, norms, and focal mechanism representations.
In particular, the method can handle full moment tensor or constrained source model cat-
alogues, for which different metrics are suggested. The method can account for variable
uncertainties of different moment tensor components. We verify the method with synthetic
catalogues. An application to real data from mining induced seismicity illustrates possible
applications of the method and demonstrate the cluster detection and event classification per-
formance with different moment tensor catalogues. Results proof that main earthquake source
types occur on spatially separated faults, and that temporal changes in the number and charac-
terization of focal mechanism clusters are detected. We suggest that moment tensor clustering
can help assessing time dependent hazard in mines.
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INTRODUCTION

Moment tensors are the most common and general representation of
seismic sources, under the assumption of a point source approxima-
tion. A moment tensor is mathematically represented by a second-
rank symmetric tensor, which is fully described by its six indepen-
dent components (e.g. Aki & Richards 1980). Additional source
constraints are often assumed, which reduces the number of inde-
pendent variables. Source volume changes for natural earthquake
source are generally considered negligible, and the isotropic source
term neglected; isotropic source components are typically consid-
ered only for certain applications, for example in volcanic (e.g.
Panza et al. 1993; Kaneshima et al. 1996; Legrand et al. 2000; Sarao
et al. 2001; Chouet et al. 2003; Cesca et al. 2007, 2008; Lokmer
et al. 2007; Cesca & Dahm 2008, Davi et al. 2010), geothermal
(Panza et al. 1993; Kravanja et al. 1999; Ross et al. 1999; Panza
& Sarao 2000; Boyd et al. 2011) or mining (Feignier & Young
1992; McGarr 1992a,b; Foulger & Julian 1993; Trifu et al. 2000;
Fletcher & McGarr 2005; Julia et al. 2009; Vavrycuk & Kiihn 2012;
Cesca et al. 2013; Kithn & Vavrycuk 2013; Sen ef al. 2013) envi-
ronments, where changes in volume at the source may take place
in consequence of multiphase processes, explosions and collapses.
Volumetric source changes have been also considered for deep focus
earthquake (Kuge & Kawakatsu 1990, 1992, 1993; Frolich 1995;

Buforn et al. 2011). The isotropic component is uniquely derived
from the moment tensor, through its decomposition into isotropic
and deviatoric terms (e.g. Jost & Hermann 1989), and the devi-
atoric part further decomposed. The most widely adopted (Julian
et al. 1998) is by far the superposition of a double couple (DC)
source and a compensated linear vector dipole (CLVD) according
to Knopoff & Randall (1970). A further assumption of negligible
CLVD brings to the description of the source by a pure double cou-
ple, a model often used to represent the radiation pattern of a shear
failure at the earthquake focus. A DC point source is generally de-
scribed by means of the scalar moment and the fault plane angles
(strike, dip, and rake), rather than by constrained moment tensor
components.

In the last decades several codes have been proposed to invert
the earthquake moment tensor. Early applications to large earth-
quakes at teleseismic distances leading, for example, to the Global
CMT catalogue (Dziewonski et al. 1981; Ekstrom et al. 2012) have
been later extended or adapted for the analysis of regional seis-
micity (e.g. Giardini et al. 1993, Ritsema & Lay 1993, Pondrelli
et al. 2002, Stich et al. 2003, Bernardi ef al. 2004) and weak seis-
micity at local distances (e.g. Sen ef al. 2013). As a result, mo-
ment tensor catalogues are routinely generated for the whole earth
and for specific regions. Moment tensor inversion, with different
source constraints, is carried out by minimizing residuals between
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observations and synthetics, with the observation being either first
onset polarities, body waves amplitudes, amplitude ratios, full wave-
forms or amplitude spectra. Possibly, the most common approach
is to invert low frequency full waveform in the time domain to re-
trieve a deviatoric moment tensor. Polarity based approach, as well
as studies to analyse the geometry of fault systems, are often carried
out using a DC source representation. Finally, for specific applica-
tions (e.g. in volcanic, geothermal and mining environments), full
moment tensors are inverted.

If the analysis of focal mechanisms for single events or a limited
number of earthquakes can be easily evaluated to discuss the fault
geometry or to invert for local stresses, the automated analysis of
large moment tensor catalogues require the setup of specific tools.
These should be able to automatically recognize the most dominant
source characteristics of the target seismicity, identify families of
events with similar focal mechanisms, and share the earthquake
catalogue according to the chosen classification. We propose here
to use clustering techniques to this purpose. Data clustering is the
task of assigning a set of objects into clusters, which are group of
objects similar among them. Event clusters are not predefined, but
automatically detected through the cluster analysis. A broad range
of clustering techniques have been proposed in the past, and applied
to a very broad range of scientific fields; a wide literature describes
different techniques and corresponding algorithms. In this paper
we limit the discussion to the use of a density-based clustering al-
gorithm, namely DBSCAN, and combine it with the definition of
different metrics, which can be used to define the distance among
source models, according to different moment tensor representa-
tions. Clustering approaches have been used in seismology so far
mostly to recognize events patterns and identify foreshocks and af-
tershocks based on the spatial location (Ouillon & Sornette 2011;
Konstantaras et al. 2012; Lippiello et al. 2012), temporal evolution
(Kagan & Knopoft 1976; Kagan & Jackson 1991, Hainzl et al.
2000) or on the analysis of spatiotemporal distribution of seismicity
(Hainzl ez al. 2000; Sornette & Werner 2005). Waveforms similarity
has also been used for clustering approaches (Maurer & Deichmann
1995; Cattaneo et al. 1999; Wehling-Benatelli et al. 2013); how-
ever, since similar waveforms are observed when both the source
radiation patterns (i.e. the focal mechanism) and the source loca-
tions are similar, the approach and expected classification results
are different to those here discussed. Finally, focal mechanism clus-
tering have been proposed by Willemann (1993), which tested hi-
erarchical clustering techniques to classify focal mechanisms using
a moment tensor representation. Following the developments of
moment tensor inversion techniques and new clustering techniques
in the last decades, we extend the former approach by Willemann
(1993) through the adoption of DBSCAN clustering, the compari-
son of different metrics for different source representations, and the
discussion of moment tensor inversion uncertainties within the clus-
tering framework. Moreover, we discuss the application of moment
tensor clustering to monitor the temporal evolution of seismicity,
in order to detect the appearance of anomalous rupture processes
improving seismic hazard assessment. This is extremely important,
for example, in mining, geothermal, gas/oil and water reservoirs ex-
ploitation environments, where different geoengineering operations
can strongly modify the characteristics of fracturing processes.

METHODOLOGY, CLUSTERING
METHOD

Clustering techniques are devoted to the automated classification
of object into classes, or clusters, characterized by similar objects.

Any clustering technique requires the definition of a metric, to be
used to evaluate the similarity (or dissimilarity) among the objects
within the studied data set. Several techniques have been proposed
in the last decades. They may lead to different clustering results de-
pending on adopted algorithms and parametrizations. We adopt here
a density-based clustering approach, DBSCAN (Ester et al. 1996).
DBSCAN, as a density-based clustering technique, is based on the
observation that data clusters are characterized by a high density
of points (in this case, moment tensors), much higher than outside
of the cluster, and that outliers are sparsely distributed, in regions
of much lower density than for any cluster. Such an approach will
identify a cluster as a densely populated region, with no constraints
on its shape. The inclusion of a point in a cluster with DBSCAN is
based on the concept of density reachability, which is here briefly
recalled (for more details, see Ester et al. 1996). It is likely that
the cluster will be more densely populated in its inner part and less
populated at the edge. From this consideration, DBSCAN defines
core points those ones located in a dense region: formally, a core
point has a sufficient number of points (N,,) in its neighbourhood
(which is defined on the base of a threshold distance, €). Points
located in the neighbourhood of the core point are defined as di-
rectly reachable from the core point. If such target points are still
located in a dense region, they are also identified as core points of
the cluster. Otherwise, when they are in a more sparse region, they
are defined as border point and will result at the edge of the cluster.
The neighbourhood of a border point is much less populated than
the one of a core point, nevertheless the border point still pertains
to a cluster, because it is directly reachable from a core point. Fol-
lowing the DBSCAN formalism, all points of a cluster are then said
density-reachable, and the cluster densely connected. Core point
can be identified by checking the populations in their neighbour-
hood. Each of them can create a cluster, together with the points in
their neighbourhood. Connected clusters will be merged into single
clusters. Points with sparsely populated neighbourhood and which
are not densely reachable by any core point will be identified as
noise. The performance of DBSCAN is entirely controlled by two
parameters: the threshold value €, which defines the maximal dis-
tance at which a target event is considered directly reachable from
a core point, and Ny, which is a measure of the density of a given
region, defined as the minimum number of the points which have
to be situated within the distance range. N, is also a constraint for
the minimal size of a cluster. DBSCAN has several qualities, which
make it appealing for the aim of clustering focal mechanisms and
moment tensor solutions. First of all, the algorithm has the concept
of noise, so that not all events have to be part of a cluster. This
feature is important to treat outliers, which are likely present in a
moment tensor catalogue, but may not be easily identified for large
catalogues. A second, relevant features is its stability against the
sorting of the input catalogues, whereas other methods may provide
different clustering results depending on the way the original cat-
alogue is sorted. This feature make the clustering result unique, at
least with respect to the catalogue sorting. Finally, DBSCAN does
not require a predefined number of clusters, a feature which is any-
how common to many other algorithms. As a drawback, DBSCAN
may be unable to separate close clusters, unless through a pre-
cise tuning of its parameters, € and N;,. Moreover, the choice of
these parameters is somehow subjective and can affect the number,
size and heterogeneity of identified clusters. The problem is further
discussed in the following section on synthetic tests. Previous at-
tempts to cluster moment tensor solutions (Willemann 1993) only
made use of hierarchical clustering techniques; density-based tech-
niques such DBSCAN have never been used before to this purpose.



The DBSCAN technique has been implemented within our soft-
ware, making use of a suitable python library within scikit-learn
(Pedregosa et al. 2011).

METHODOLOGY, DISTANCE BETWEEN
MOMENT TENSORS

Different distances among moment tensors have been proposed in
previous studies (Kagan 1991, 1992; Willemann 1993; Tape & Tape
2012) and will be here discussed and further extended. The Kagan
angle approach (Kagan 1991, 1992) aims to describe the difference
among pure DC source models. It has the beauty to be intuitive, as
it is based on the transformation of a DC focal mechanism into a
second one through rotations. Using the quaternion convention, a
single rotation is sufficient and the rotation angle (later referred as
Kagan angle) can be used as a measure of this distance. In order to
have a distance d ranging [0,1], the rotation angle is here divided
by 120°, which is the maximal possible Kagan angle among two
DC focal mechanisms (note that in the following plots, a similarity
coefficient is defined as 1-d, so that the value 1 is assigned in case
of maximal similarity):

d =&/@2n/3), (M
where £, is the Kagan angle (see Kagan 1992 for details on its
computation).

The other considered metrics are more general and based on a
moment tensor representation. They are thus useful to compare full
and deviatoric moment tensor mechanisms, but can also be used for
pure DC cases. Willemann (1993) proposed to use coherence, where
similarity is assessed on the base of the cosine angle among vectors
composed by moment tensor components. A cosine-based approach
was also proposed in Tape & Tape (2012), where the formalism is
more suited to build a distance definition which ranges between 0
and 1. Upon eq. (67) in Tape & Tape (2012), we can define the
distance among two moment tensors M and N (with elements m;;
and n;;, respectively) as:

o M N 2 mijMi
d_z[l M| ||N||]_2|:1 (Zm2)1/2(2n2)1/2i| )

ij ij

with summation over both indices. The distance is computed using
the standard inner product in IR?. Considering that moment tensor
are characterized by six independent moment tensor components,
which are the typical output of moment tensor inversions, the fol-
lowing modification of the previous distance could be considered:

d:1|:1_ ZI:Z”:'"[ 12j|’ ®)
20w (Em”

where m; and n; are the independent components of moment ten-
sors and the inner product is performed in IR®. Other possible met-
rics, treating the independent moment tensor components as vectors
could make use of normalized L' and L? norms.

Fig. 1 illustrates the distance increase with respect to a reference
DC model (normal faulting, strike 0°, dip 45° and rake —90°). The
first cases (Figs la—d) refer to DC perturbations, by increasingly
change the strike, dip, rake or the three angles at a time. The Kagan
angle shows some nice features: it has a linear relation with the
rotation angle and the same rotation of strike, dip or rake angles
lead to the same distance. The adoption of the Kagan angle for
focal mechanism comparison was criticized by Willemann (1993),
upon the fact that focal mechanisms with opposite polarities are
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not considered the most dissimilar (the Kagan angle among them is
90°, whereas the maximal Kagan angle value is 120°). However, the
maximal Kagan angle is found for focal mechanisms pairs, which
can be considered even more dissimilar in terms of rupture geome-
tries: for example, certain pairs of normal and thrust mechanisms
with perpendicular strikes.

The remaining tested distances (see Fig. 1) do not accomplish the
previous properties of the Kagan angle distance. The only exception
is the cosine distance in R®, which shows a linear behaviour with the
rotation angle, but still differ for common variations of strike, dip
and rake angles. However, these distances remain useful, at least,
for the case of full and deviatoric moment tensors, where the Kagan
angle cannot be used. Figs 1(e)(f) illustrates this case, showing
how the L', L? and cosine distance perform, when the original focal
mechanism is perturbed through the inclusion of increasing CLVD
(Fig. 1e) and isotropic (Fig. 1f) components. Note that maximal
perturbed cases correspond to pure CLVD and ISO sources. Cosine
distance in R® and R® have the same performance, because off-trace
components are invariant for the selected range of moment tensors.

It is worth to note that all these distance makes no use of un-
certainties of the moment tensors solutions. Moment tensors are
typically the results of specific inversion routines, based on the fit
of a part of the seismic data (e.g. polarities, amplitudes and wave-
forms), and relying on variable data sets and limited knowledge of
wave propagation. They are significantly affected by several fac-
tors, including the source depth, the network geometry, the signal
quality, the simplified adopted velocity models, and the inversion
framework. As a consequence, moment tensor solutions may have
relevant uncertainties: however, these are typically not compara-
ble for all moment tensor components. For example, Henry et al.
(2002) showed that M,. and M,. components are poorly resolved
for shallow earthquakes using low frequency full waveforms, be-
cause their Green’s functions vanish at the free surface. Bukchin
et al. (2010) showed how this can lead to ambiguous focal mech-
anisms solutions. Du & Warpinski (2011) discussed the effects of
moment tensor uncertainty effects on fault plane solutions for mi-
croseismicity studies. In other cases, because of the source-network
geometry and the inversion approach, the distribution of uncertain-
ties may be different. The problem is here illustrated for the coal
mining induced seismicity data set, which will be analysed in the
following of this work. Moment tensor components uncertainties
have been here assessed using synthetic tests. We considered events
with different locations (epicentres at the edges of the mined area
where the seismicity is concentrated, see Grigoli et al. 2013) and
typical focal mechanisms (normal faulting parallel to mine walls
and stope, see Sen et al. 2013). For each reference mechanism and
location, we estimated the misfit increments, when perturbing sepa-
rately each single MT component of the original focal mechanisms
by 20 per cent; misfits were computed among amplitude spectra
using an L? norm, reproducing the exact inversion conditions as for
the derivation of the MT catalogue. A small misfit among the true
and perturbed mechanism indicates a worse condition to discrimi-
nate among both source model, thus pointing to a larger uncertainty
on the tested MT component. Results are illustrated in Fig. 2: al-
though results slightly change when considering variable locations
and reference mechanisms, these variations are minor, compared
to those among MT components. In particular, horizontal dipoles
M, and M,, are the least resolved components, whereas M,. and
M, are the best constrained. Similar results were also found on the
base of the distribution of MT results from a jack-knife analysis,
considering a very limited data set composed of six selected events
(Sen et al. 2013).
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Figure 1. Performance of difference distance definitions. Distances are computed for five metrics (colours according to the legend in the top left-hand plot),
among a reference pure DC focal mechanism (strike 0°, dip 45° and rake —90°) and perturbed mechanisms. DC focal mechanisms perturbations (top) are
obtained by rotating progressively (see focal spheres) the reference mechanisms up to 45° of strike (a), dip (b), rake (c) and all three (d) angles. Perturbed
mechanisms including non-DC components are shown in the bottom plots for four metrics (the Kagan angle is not applied as it cannot handle). Mechanism
perturbation is performed by adding increasing CLVD (e) and ISO (f) components, in a way that moment tensor remain normalized; most perturb cases
correspond to pure CLVD and ISO mechanisms.
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Figure 2. Mean values (red circles) and range of values (black bars) of
misfits obtained when comparing original amplitude spectra and synthetics
for perturbed moment tensors, following the inversion approach used by
Sen et al. (2013). The figure illustrates the overall result of repeated tests,
considering different locations and focal mechanisms. Smaller misfits, cor-
responding to larger MT component uncertainties, can be used as weights
for the weighted MT clustering approach.

On the base of these considerations, moment tensor components
uncertainties should be accounted in the definition of the distance.
Adopting the cosine-distance, we propose to use the following equa-
tion:

2
d=1- Zlu/}zimlnl 12’ “4)
(X wim?) " (L wing)

where each w; is a weighting factors for a moment tensor compo-
nent i. Weighting factors can be defined, for example, as reciprocals
of uncertainties. Note that distances defined according to Wille-
mann (1993) and Tape & Tape (2012), as in eq. (2), as well as eq.
(3), are specific cases of eq. (4), upon certain weights selection. A
similar weighting approach can also be applied to L' and L? norm
distances. It is important to remind that the proposed weighting
scheme, assigning fixed weights to single MT components, should
only be used if the distribution of uncertainties is similar for the
whole considered data set. It is possible, in fact, that MT com-
ponent uncertainties vary among events with different locations,
depths, focal mechanisms or magnitudes. The weighting scheme
should in any case be tested when considering seismogenic region,
which are large in comparison to the network, or if strong network
changes took place during the catalogue time (a temporal evolu-
tion of the network could affect MT uncertainties in different time
spans). An alternative approach, when the moment tensor catalogue
is dominated by moment non-DC terms, for example, in presence
of tensile cracks with dominant tensional (or compressive) CLVD,
a different approach could be considered, with a distance mostly
based on the similarity among tension (or pressure) axis orienta-
tions, and down-weighting the poorly resolved orientation of the
remaining axis.

Cluster mean parameters can be obtained for each cluster. They
should be computed on the base of the distance definition adopted
for the clustering. The mean parameters should ensure the mini-
mization of the sum of the distances to cluster members. For the
Kagan angle definition, the mean triple (strike, dip, rake; in the fol-
lowing with the notation ¢, §, A) can be obtained by scanning the
whole space of possible triples (¢, 8, A), to find the triplet for which
is minimized the summed Kagan distance over the n members of
the cluster:

@8, %) =1(¢,8,2) :min Y & (9,8, 2), (¢, 8, 2)) ()

i=l,n

where the scan of the triples can be optimized upon the distribu-
tion of strike, dip and rake of cluster members. For cosine-based
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definitions, included weighted ones, averaging of moment tensor
components provides the searched mean values.

SYNTHETIC TESTS

Prior to the application to real data, we discuss the performance
of the proposed clustering technique on a synthetic moment tensor
data set. The synthetic catalogue is composed of 500 events, with
the following dominant mechanisms: (1) 20 per cent are close to
pure DC mechanism with normal faulting of common orientation
(focal mechanism A: strike 80°, dip 45°, rake —90°), (2) 20 per cent
are generated with focal mechanism A superposed to a negative
tensile component (50 per cent of the energy release, the princi-
pal axis oriented vertically), (3) 20 per cent are dominated by a
second, different pure DC focal mechanism associated to normal
faulting of different orientation (focal mechanism B: strike 130°,
dip 45°, rake —90°), (4) 20 per cent have focal mechanism B super-
posed to a negative tensile component (50 per cent of the energy
release, the principal axis oriented vertically) and (5) the remaining
20 per cent is composed by dominant shear crack events of random
faulting style. For each event, full moment tensor components are
derived, normalized to a scalar moment of 1 Nm. Each moment
tensor component is then randomly perturbed up to £0.1 Nm (oftf-
trace components) or up to £0.2 Nm (trace components). In this
way a full moment tensor catalogue is generated. A second, pure DC
catalogue is obtained from the previous one, only considering the
DC term, after a moment tensor decomposition (ISO+CLVD+DC,
see Jost & Hermann 1989; Krieger & Heimann 2012).

We start considering the DC catalogue and apply the clustering
using the Kagan angle metrics (eq. 1). Results are shown in Fig. 3(a),
through similarity matrices, sorted chronologically (left-hand panel)
and upon clustering (right-hand panel). The plot illustrates the cor-
rect resolution of two clusters, accounting each for 40 per cent of
the catalogue, and a noise cluster, accounting for the remaining
20 per cent of the earthquake source models. The two main clus-
ters are composed by events of type (1) and (2), and (3) and (4),
respectively, because the non-DC terms cannot be resolved in this
approach. The analysis of the full MT catalogue (Figs 3b and c),
is performed both using a cosine distance in IR’ (Fig. 3b), accord-
ing to eq. (2), and using a weighted distance (Fig. 3c), according
to eq. (4). Both approaches lead to the correct resolution of the
four original clusters; the 20 per cent of random DC mechanisms
of group (5) are properly identified as noise. As expected, the two
clusters of combined DC+tensile crack events show some similar-
ity to their relative pure DC clusters. For the chosen synthetic tests
setup, weighted and unweighted moment tensor clustering estimate
comparable similarity values (average distance of 0.15 among dif-
ferent pure DC clusters, 0.06 among different non DC clusters, and
0.08 among a DC cluster and its corresponding non-DC cluster,
with similar orientation of the DC component). On these synthetic
data set, the DBSCAN algorithm can successfully distinguish the
original clusters for all discussed metrics. For both synthetic tests,
the DBSCAN algorithm was tuned using N, = 10 and € = 0.90.

CLUSTERING OF MINING INDUCED
SEISMICITY

To illustrate possible applications of moment tensor clustering, we
consider a mining induced microseismic data set. Although the
method has similar potential applications for the analysis of natural
seismicity, the induced seismicity data set is here chosen because
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Figure 3. Synthetic test results for pure DC (a), and full MT (b, c) clustering are shown in terms of similarity matrices, according to the colour scale below.
A Kagan angle distance is used for the DC approach, and both unweighted cosine distance according to eq. (2) (b) and weighted cosine distance as in eq. (4)
(c) for the MT approach. Similarity matrices are plotted before clustering, sorting events chronologically (left-hand panels), and after clustering, sorting them
upon their cluster (right-hand panels). Average focal mechanisms are shown on the right-hand side for each cluster, except for noise.



of the strong temporal and spatial variation of seismicity, the occur-
rence of different, repeatable focal mechanisms, the possible pres-
ence of non-DC, tensile and isotropic sources, and the occurrence
of specific failures in correspondence to geoengineering operations.
This makes it an optimal case to discuss the overall identification
and characterization of source clusters, as well as the adoption of
the focal mechanism clustering technique for monitoring purposes.
The study region is located close to the town of Hamm, in the
Ruhr region, Germany. In the Ruhr region, coal mining has been
performed for centuries, and mining induced seismicity seismically
monitored since 1983 (Bischoff et al. 2010). We focus here on in-
duced seismicity taking place between 2006 June and 2007 July, in
consequence of the long-wall mining of a rectangular-shaped panel
in the region Hamm-Heringen. During almost 14 months, more
than 7000 events were located, 3000 of them with magnitude above
M; —0.5. Moment tensor solutions are available for 1169 events,
following the work of Sen et al. (2013), based on the inversion of
full waveform amplitude spectra and displacement traces at surface
stations located at local distances (below 2 km). The multistep in-
version approach adopted by Sen et al. (2013) made available two
moment tensor catalogues: one for pure DC and one with full MT
solutions. Note that these catalogues are the result of two different
amplitude spectra inversion setups; the DC catalogue is composed
by the best-fitting focal mechanism solutions, assuming a pure DC
constraint, and it is not simply listing the DC components of the full
MT solutions. Hypocentres are spread around the average depth of
1000 m, with ruptures mostly taking place just above the mining
level. According to a first, qualitative classification of focal mecha-
nisms, almost all events are characterized by normal faulting, with
a fault plane steeper than 45° and one shallower than 45°. Strike
angles have a more complex distribution, but a correlation with the
orientations of sides and stopes of the rectangular mined region
have been suggested (Sen et al. 2013). Moment tensor solutions
often indicate relevant non-DC components, which are interpreted
as a combination of tensile crack (opening cracks occurring more
often than closing cracks) and shear faulting.

We first consider the pure DC catalogue and used the Kagan
angle approach to perform the source clustering. Upon checking
different values for Ny, and €, DBSCAN is finally performed using
Niin = 10 and € = 0.90 (the effect of a variation of these parameters
is commented in the discussion section). Results are illustrated in
Fig. 4 and show that five main clusters are identified. Their average
focal mechanisms are shown in Fig. 4(c). Note that the adopted
representation, showing only strike, dip and rake angles for one
(steeper) fault plane, is only possible because of the favourable
circumstance that many (more than 92 per cent) events have a steeper
(more than 45°) and a shallower (less than 45°) dipping, which make
the mechanism unambiguously describe by fault plane angles of one
plane. Clusters are here sorted upon their size. Cluster 2 (303 events)
and 5 (16 events) are relatively similar among them and their normal
faulting focal mechanisms striking in direction NE-SW and N-S,
with one plane commonly striking parallel to the panel wall (about
N 60° E); the smaller Cluster 5 has a larger oblique component.
Cluster 1 (360 events), 3 (119 events) and 4 (78 events) also have
similar features, striking subparallel to the panel sides, which are
oriented WSW-ENE; the steeper plane of clusters 1 and 4 dip
towards SW, and towards NE for cluster 3. Finally, 301 events are
considered as noise.

A second application to the full MT catalogue was performed
using a weighted cosine distance, according to eq. (4). Weights
for the six moment tensor components were chosen as it follows,
based on the estimated perturbation misfits (see Fig. 2): w,, = 0.41,
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wy, = 0.41, w. = 0.71, wy, = 0.65, w,. = 1.00 and w,. = 1.00.
DBSCAN run with analogous parametrization as for the DC cluster-
ing. Results are illustrated in Fig. 5. Six clusters are found. Cluster 1
and 2 are the largest, with 357 and 141 events, respectively; Clusters
3 and 4 are similar to Cluster 2, while Clusters 5 and 6 are similar
to Cluster 1. 538 focal mechanisms are not assigned to any cluster
and considered as noise. Fig. 5(c) shows the source type diagram
representation (Hudson ez al. 1989). It illustrates how the two main
identified clusters are characterized by full moment tensor com-
posed by a superposition of DC and tensile components. However,
Cluster 1 is characterized by a positive tensile crack component,
while Cluster 2 by a negative one. Both clusters include events with
variable orientation of the DC component. Only smallest clusters
(e.g. Clusters 5 and 6), which are more compact, contain events
with similar decomposition and similar DC mechanism. It is impor-
tant to point out that MT clustering does not necessarily highlights
the different moment tensor decomposition. This result is found
here because of the unpopulated region at the centre of the Hudson
plot, which separates regions (clusters) with denser populations of
moment tensors.

TEMPORAL MONITORING
OF RUPTURE PROCESSES

The previous section illustrated the identification of clusters and
their characterization, through the evaluation of average focal mech-
anisms for each cluster. Induced seismicity data set, such as the
mining data set here considered, may be characterized by a strong
spatio-temporal variation, as a consequence of discontinuous ge-
omechanical activities and their translation in space at different
time and phases of the exploitation. The spatio-temporal migration
of seismicity, which is well observed for the studied data set, is not
relevant here. However, this can well be accompanied by changes in
the brittle failures. A temporal analysis of the number and character-
istics of focal mechanism clusters is thus important for monitoring
purposes, in order to early detect anomalous rupture mechanisms.
Limiting to mining environments, the appearance of new DC mech-
anisms may indicate the activation of pre-existing faults, and strong
non-DC terms may indicate anomalous tensile components. Since
the magnitude frequency distribution of DC and tensile events typ-
ically differs (e.g. Becker ef al. 2010), the clustering technique can
thus provide a valuable contribution towards temporal evolution of
hazard assessment in the mine. The temporal evolution of differ-
ent clusters, in terms of number of events, is illustrated in Fig. 6.
Induced seismicity mostly takes place between day 30 (reference
day 0 is 2006 July 14) and day 270. While at the beginning of the
exploitation clusters 1, 3 and 4 are dominant, in the second phase,
after day 150, most seismic events pertain to cluster 2. Cluster 5 is
only activated at a later stage, between days 200 and 260.

We discuss here a possible approach of source clustering for mon-
itoring purposes, with respect to the analysis of the DC catalogue
for the Hamm region, simulating the temporal evolution of the cata-
logue. Since the moment tensor inversion is performed within 3 min
and clustering of a catalogue of about 1000 events within 1 min on
a single processor, the clustering application can work in near-real
time. In terms of the warning time required to detect the appearance
of a new cluster, these computation times may be negligible for
many applications. More often, the warning time will be controlled
by the seismicity rate and the Ny, parameter. In fact, a new cluster
will only be detected when a sufficient number of event with a new
focal mechanism type have been identified. Before this time, they
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Figure 4. Results of DC clustering of a coal mining induced data set, Ruhr, Germany. Similarity matrices are shown before (a) and after (b) clustering. Red
dashed lines indicate noise events and indentified clusters. Strike, dip and rake parameters are plotted (c) along strike-dip, rake-dip and strike-rake diagrams,
according to the colour legend on the bottom right. Mean focal mechanisms are plotted with the same colour scale. Plots (d) illustrate the distributions of
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Figure 5. Results of MT clustering of a coal mining induced data set, Ruhr, Germany. Similarity matrices are shown before (a) and after (b) clustering. Red
dashed lines indicate noise events and indentified clusters. Source models are plotted using a source-type diagram (c), according to the colour legend. Mean
values for the MT decomposition and mean focal mechanisms are given for each cluster, except for the noise one.

are identified as noise, and might only be detected looking at the
noise rate; this option is not investigated in this work. The monitor-
ing starts here after a learning period of 30 d, which is needed to have
a sufficient number of earthquakes focal mechanism solutions. The
clustering analysis is routinely repeated (in the example in Fig. 7,
every 10 d) considering either the whole seismic catalogue until the
current date, which we refer as cumulative seismicity approach, or
only the events of a previous period (here 30 d), which we refer as
time window approach. The number and characteristics of the clus-
ters are iteratively updated. A change in the cluster mean values or
the appearance/disappearance of a new cluster can be used as a warn-
ing signal and trigger more detailed source analysis and an update

of the hazard assessment. The cumulative seismicity approach
(Fig. 7d, green line) is suited to monitor the overall seismicity: the
number of events increases with time while the clustering approach
becomes more stable. The time window approach (Fig. 3d, red line)
may be less stable during periods of weaker activity, but it can also
detect the disappearance or weakening of previously active clusters.
Results are illustrated in Fig. 7, where a snapshot (at day 270) of the
monitoring framework is shown. The different panels on the top of
the figure illustrates the spatio-temporal distribution of the hypocen-
tres, their spatial correlation with the mined region, and the spatial
distribution of different clusters. These plot are produced using the
overall catalogue until the current monitoring day (day 270).
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Figure 6. Temporal variation of the number of events from each cluster (colour curves according to the colour convention adopted in Fig. 4) and unclustered
events (noise, black curve), with respect of the number of events with an available focal mechanism solution. Plots are shown for 400 d, starting on 2006 July

14, including the whole data set.

DISCUSSION

Moment tensor clustering showed to be a powerful tool for the
automatic classification of catalogues of earthquake source param-
eters, the identification and characterization of source models fam-
ilies in different environments and regions, and the evaluation of
temporal changes of the source models. The application to an in-
duced seismicity catalogue at Hamm (Ruhr region, Germany) is
suited to demonstrate the technique performance, as seismicity re-
sults strongly correlated to human activities, not only with respect
to the spatial migration of epicentres with the mining advance-
ment, but also for the characterization of the rupture processes,
which is strongly linked to the mine geometry. The clustering tech-
nique, both applied to DC and full MT models is able to recognize
the most important rupture patterns. The DC clustering approach
identified the typical geometry of DC focal mechanisms, which
resulted characterized by normal faulting mechanisms oriented par-
allel to the mining stope and panel sides. The MT clustering was
unable to resolve the orientation of the DC terms, but could well
detect the presence and sign of the non-DC component, which are
in the current case associated to tensile components; this result
is important towards the mining monitoring and hazard assess-
ment. The choice of a specific metric (e.g. only considering full

MT or DC component) will affect clustering results. Any future
study should choose the most proper metric to answer the target
scientific questions. For example, an analysis of fault plane orien-
tations may be best discuss with the aid of a pure DC clustering
approach, whereas the distribution of non-DC terms (e.g. in vol-
canic or mining environments) can only be judged using a full
MT approach.

The method has a range of possible application for the analysis of
broad seismicity catalogues in tectonic, volcanic or induced seismic-
ity environments. Among its possible applications, we can foresee
the investigation of repeated rupture processes in large data sets and
microseismicity applications, the reconstruction of fault system ge-
ometries, the assessment of non-DC terms, and the identification of
transient earthquake source and rupture anomalies. Depending on
the goal of the source clustering, a preferred metric can be chosen.
We have here proposed a variety of metrics, though other could
be considered to answer specific seismological questions. For ex-
ample, distances based only on the orientation of one fault plane
angle, may be suited for the discussion of the orientation of spe-
cific faults or slab segments. Another important example may be
given by distances definition on the base of the similarity of pres-
sure and/or tension axis, which may be provide useful information
towards stress inversion studies.
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Figure 7. Snapshot (day 270 since 2006 July 14) of the seismicity monitoring framework, simulating the continuous monitoring applied to the Ruhr DC
catalogue. Top plots illustrates the spatiotemporal evolution of seismicity as map and cross-section projection (top left, according to the given colour scale), the
comparison of seismicity location and mined region (top centre, the mined region is denoted with an orange polygon), and the spatial distribution of different
clusters (cluster colour scale according to convention used in Figs 4 and 6). The bottom panel illustrate the evolution of the number of detected clusters (thick
red and green lines) and the cumulative number of event (thick blue line), as a function of time. The clustering is repeated every 10 d, after a first learning
period of 30 d. The red curve is obtained considering only the seismicity recorded in the preceding 30 d (grey area), the green curve using all events until the

running day. Thin black lines and cluster labels denote the appearance of clusters for the cumulative seismicity approach (green line).

Towards the adoption of the proposed technique for future studies,
either dealing with natural or induced seismicity data sets, it is ex-
tremely important to remind that clustering results may be affected
by the subjective choice of the clustering parameters. Limiting to
the DBSCAN algorithm discussed in this work, a variable choice
of Npnin and € parameters can strongly modify the number, size and
average properties of the clusters. Fig. 8 attempts to summarize
main effects of different parameter choices. In general, decreasing
the parameter € leads to the identification of more self-similar clus-
ters and will tend to produce a larger number of small clusters. The
number of cluster generally increases by reducing Ny,;,. The choice
of clustering parameter should also account for the expected num-
ber of unclustered events. Increasing the size of the noise cluster is
equivalent to a loss of information from the original catalogue, as
the clustering result only can be used to assess the rupture process of
a part of the studied seismicity. The number of unclustered events
is typically correlated with the clustering parameters and can be
reduced by increasing € or by decreasing Ny,;,. Few anomalies can

anyway be observed in Fig. 8, with the presence of darker belt-like
regions of increased cluster numbers (Fig. 8a) and local scattering
of the number of noise events (Fig. 8b). These effects are illustrated
in Fig. 8(c): we repeated the clustering using a fixed € (0.90) and
four values of Ny, (10, 15, 20, 25). In general, as expected, in-
creasing N, leads to smaller clusters, as only denser regions of the
cluster are left. However, in the specific case one cluster (the red
one) has an heterogeneous density with two denser regions, sepa-
rated by a more sparse band. In such case, when increasing Ny,
from 15 to 20 the original red cluster is divided into two subclus-
ters (red and cyan in the plot corresponding to Ny, 20), temporally
increasing from 4 to 5 the number of detected clusters. A further
increment of N, for example, to 25, results in the typical decrease
in the clusters number, with the disappearance of the less populated
clusters. The combination of such effects and the variable required
cluster density, are similarly responsible for some sudden varia-
tions among the number of noise events of neighbouring €—Ny,;,
configurations.
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Figure 8. Performance of the DBSCAN algorithm with the pure DC catalogue from the Ruhr region (distance based on Kagan angle) when varying parameters
Nmin and epsilon. These plots illustrate how these parameters can change the number (and thus the average size) of clusters (top left-hand panel) and the number
of non-classified (noise) focal mechanisms (top right-hand panel). Clustering results (bottom panels) are illustrated for the pure DC Ruhr data set using the
Kagan angle distance, with epsilon 0.90 and four Ny, values (the four used configurations are denoted by squares in the top left-hand plot). The analysis of

the pure DC Ruhr data set has been performed with Ny, = 10 and € = 0.90.

A major potential of the clustering technique concerns its adop-
tion within monitoring tools. The iterative clustering at different
time can be used to detect the appearance, disappearance and evo-
lution of clusters. In fact, if strong anomalous failure processes may
be identified by the clustering approach, through the identification
of a new cluster with anomalous average properties, it can also hap-
pen that the temporal stress perturbation only changes the average
rupture mechanisms. For example, rupture may always take place
along the same fault geometry (e.g. with strike and dip unchanged),
and the effects of the temporal evolution of local stresses may only
lead to a variation of the slip direction, along a more favourable con-
figuration. Such effect may be seen through the appearance of a new
cluster, if the rake change is considerable, but can also be detected
for less dramatic changes by checking the time evolution of the av-
erage properties of the cluster. Cluster appearance (and disappear-

ance) may also occur as a consequence of the clustering approach.
A common case may be when one cluster becomes at a given time
density-reachable from the second one, leading to a single, broader
cluster. This can occur if the two clusters are close (similar) enough,
when a sufficient number of outliers are present between them.
A timely detection of anomalous ruptures is linked to the choice of
clustering parameters. The occurrence of new fracturing processes
can only be identified through the detection of a new cluster, which
only takes place upon the inclusion of a sufficient number of events
with the new source model in the catalogue. A quicker detection
of new clusters can be achieved by reducing the parameter Ny;,.
However, this choice can also lead to false alarm, depending on the
catalogue quality and the number of expected outlier solutions.
Finally, the possibility of combining clustering techniques
based on different source parameters, such as focal mechanisms,



location, size, stress drop or seismicity rate, may be used to further
investigate significant changes in the observed seismicity. However,
such extension will need the definition of specific metrics, where
different physical units have to be handled in a common distance
definition.

CONCLUSIONS

A methodological approach and algorithm for moment tensor clus-
tering and automated classification of earthquake point source mod-
els have been here presented and illustrated through application to
synthetic and real data set. We could demonstrate the potential of
the method for the automated detection and characterization of focal
mechanisms clusters, which can be used to analyse large moment
tensor catalogue. The availability of different metrics make possible
to apply our method to different type of source representation.

We suggest the adoption of Kagan angle distance for pure DC
catalogues, and weighted cosine distance for deviatoric and full
moment tensor catalogues. Weights should be chosen on the base
of moment tensor uncertainties, which are specific for different se-
tups, and related to the adopted moment tensor inversion techniques,
source-network geometries and velocity models. Other specific dis-
tance definition can be adopted, depending on the clustering appli-
cation. On the other side, clustering parameters (N, and €) should
be chosen carefully, and synthetic and real tests should be used to
assess their effects on the clustering performance, which can be
affected in terms of the number, size and self similarity of identified
clusters. In particular the N,,;, value should be chosen with respect
of the data set size (e.g. increasing with the size of the data set)
and the desired resolution among close clusters: these can only be
discriminated if the intercluster regions are judged by the algorithm
as sparsely populated. The € parameter should be chosen accord-
ing to the desired degree of similarity within each cluster (small €
will lead to homogeneous clusters composed of very similar focal
mechanisms) and upon the adopted metrics.

The application to an induced seismicity catalogue, following
the exploitation of a coal mine panel in the Ruhr region, Germany,
lead to the identification of main seismic source families. Based
on the DC catalogue, we identified five families of events, with
normal faulting of different orientations. Striking correspond to
the orientation of the panel sides and stope. Full moment tensor
clustering identified two main event families, based on the presence
of positive and negative tensile components. The analysis of the
temporal distribution of clusters indicate that during the first part of
the longwall mining, ruptures are dominated by NNW-SSE strike
faulting, parallel to the mining stope. During the second part of the
exploitation, mostly from day 150, most induced earthquakes were
instead characterized by a WSW-ENE striking, parallel to the panel
sides.

The method is potentially of interest for monitoring of natural
and induced seismicity, in active tectonic, volcanic, geothermal and
mining environments. The adoption of the clustering tool for mon-
itoring purposes can be used to identify the appearance or disap-
pearance of rupture clusters, and significant variation of fracturing
processes or local stress, thus providing important information for
the temporal reassessment of seismic hazard.
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