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“It is certainly not enough to have 

softwares available to all so that all are 

musicians.” 

Angelo Bergamini 

14.1   Introduction 
 

The distribution of damages due to recent earthquakes have shown that the effects of local 

geology on ground shaking represent an important factor in engineering seismology. Figure 

14.1, schematically shows that when an earthquake occurs, waves generated at the source 

propagate through the Earth (generally with decreasing amplitude with distance). When two 
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nearby sites are located on the top of different materials, the ground shaking they experience 

can be very different. These differences might be very important considering that (1)  

buildings can react to the input ground motion emphasising shaking depending on their 

frequency of oscillation, and (2) that they can even redistribute energy back to the Earth due 

to scattering and diffraction of seismic waves when interacting with their foundations and 

acting as a source while shaking.  

                 
 

Fig. 14.1 Simplified representation showing seismic wave propagation after an earthquake. 

Blue triangles indicate stations located over different near surface geological material (S1 on a 

rock site and S2 on soft quaternary material) experiencing different ground motion. 

 

 

The modification of the ground motion due to the Earth structure below the site can be related 

to different factors (e.g., Safak, 2001) (Fig. 14.2).  In general, the main factor is the 

impedance contrast (see Chapter 2, subsection 2.5.4.1) between the soft sedimentary cover 

(with low density 1 and wave propagation velocity v1) and the bedrock (with high density 2 

and wave propagation velocity v2). The impedance contrast c=(v2 2)/(v1 1) determines how 

strongly  the waves at particular frequencies (the fundamental resonance frequency and the 

higher harmonics) are multi-reflected within the soft layer, thus trapping the wave energy 

within the layer (1-D effect). Quantitatively, and under the simplified assumption of vertical 

propagation of S waves, the modulus of the 1-D site amplification function H(f) can be 

described by the following relation: 
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where  is the travel time of the S waves in the soft sedimentary layer and r=(2v2-

1v1)/(2v2+1v1) is the reflection coefficient that is clearly related to the impedance contrast 

c. The maximum of H(f) is obtained when cos(4f) is equal to -1 that is when f = 1/(4). This 

value of f is defined as the fundamental resonance frequency f0. From the previous 
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consideration it follows the well know relationship f0 = v1/(4h1) where h1 is the thickness of 

the soft sedimentary layer.  

  

 

The site response (here represented by the shape of the Fourier spectra amplitude ratio 

between the surface recording and the input ground motion at the bedrock) is then determined 

by the S-wave velocity and the thickness of the sedimentary cover layer, which determine the 

frequencies that are affected by amplification, while the impedance contrast controls the 

amplification level. The quality factor Q (see Chapter 2, subsection 2.5.4.2) in the soft 

sedimentary cover influences the decay of the site response with increasing frequency. 

 

 Other effects like focusing, diffraction of body waves at the edges of sedimentary basins (2-D 

or 3-D effects) and scattering should also be taken into account. Sites located on pronounced 

(with respect to wavelength) topographic relief can also suffer significant amplification of 

ground motion. Importantly, in the case of strong ground motion the soil may behave non-

linearly. In particular, the frequency of resonance of soil tends then to decrease and the 

damping to increase. Due to pore pressure increase and dilatancy high frequency spikes in 

ground motion are occasionally observed (Bonilla et al., 2005). 

  

Thus, assessing the amplification/deamplification and lengthening of seismic ground motion 

due to superficial geology is of primary importance for earthquake microzonation studies. In 

the past few decades, the evaluation of site effects has attracted growing attention. In 

particular, due to the increasing importance of reliable seismic hazard assessment in large 

urban areas (e.g., Istanbul, Santiago de Chile), large efforts has been devoted to the 

development of tools for site effect estimation that allow large areas to be covered at limited 

costs.  

    

 

Fig. 14.2  Local features and effects that can modify the ground motion: 1) Resonance due to 

impedance contrasts; 2) Focusing due to subsurface topography; 3) Body waves converted to 

surface waves; 4) Water content; 5) Heterogeneity of the Earth medium; 6) Surface 

topography (Safak, 2001). 

 

 

Site effects can be estimated by means of numerical simulations and experimental methods. 

The former range from simple 1-D numerical calculations to methods that consider complex 

phenomena and model geometry. In general, the experimental methods are subdivided into 

two categories: reference site and non-reference site techniques (see, e.g., Bard, 1995). 
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Borcherdt (1970) was the first to propose the reference site method (RSM) that consists in 

comparing records at nearby sites, using one as the reference site. It is assumed that records 

from the reference site (in general a station installed on outcropping hard rock) contain the 

same source and propagation effects as records from the other sites. Therefore, differences 

observed between the sites are explained as being due to local site effects. This method is 

generally applicable only to data from dense, local station deployments of arrays (see also 

Chapter 9 of this Manual). Andrews (1986) extended this method to large networks. He 

proposed to separate the contribution of the path, the source, and the site by means of an 

inversion scheme termed the generalized inversion technique (GIT). Since in general the site 

amplification at a reference (hard rock) site is set to unity, this approach provides results 

analogous to those obtained by the RSM method.  

 

However, the major drawback of these methods is that a suitable reference site may not 

always be available (Steidl et al., 1996), because also rock sites might have their own 

response. Furthermore, being rock site often located on hills, topographic effects (due to the 

geometry of the Earth surface, the weathering of the shallow rock layers etc.) cannot be easily 

ruled out . In order to overcome this disadvantage, non-reference site techniques such as the 

horizontal-to-vertical (H/V) spectral ratio method are widely used, although they provide only 

partial information about the site response. Nogoshi and Igarashi (1970) first introduced this 

technique, but Nakamura (1989) developed it further as a tool for estimating the site response 

of S waves. Originally, it was proposed for interpreting ambient seismic noise measurements 

(NHV). Lermo and Chavez-Garcia (1993) applied the H/V technique to the S waves of 

earthquake recordings (EHV) and developed a theoretical background for the technique using 

numerical modelling of SV waves.  

 

The comparison of site responses obtained with reference and non-reference site techniques 

(e.g. Field and Jacob, 1995; Bonilla et al., 1997; Riepl et al., 1998; Triantafyllidis et al., 1999; 

Parolai et al., 2000; 2001a; 2004) has shown that RSM and EHV usually provide site 

responses with similar shapes when the S-wave part of the seismogram is used. The 

fundamental resonance frequency of a site is consistently estimated by both methods. 

However, they can provide different levels of amplification, in particular at frequencies higher 

than the fundamental one. Parolai and Richwalski (2004) showed, by means of numerical 

simulations, that differences between the RSM and the EHV results are caused by the effect 

of waves that have been converted at the bedrock depth and are included in the analyzed 

record time windows. In particular, due to the S-to-P conversion, a deamplification at 

frequencies higher than the fundamental one is observed in the EHV ratio for S-waves. 

 

NHV has been shown to provide (e.g., Haghshenas et al., 2008) a good estimate of the 

fundamental resonance frequency of the S waves, but it underestimates the level of 

amplification with respect to GIT and RSM. Also, by using the P-wave part of the 

seismograms, the RSM and EHV methods have been found to provide consistent results only 

in some cases. 

 

In the following, the development, testing and application of techniques for site effect 

estimation is outlined with special attention to studies carried out in large urban areas. First, 

the most popular methods for site effects investigation in urban area are described. Second, 

the use of seismic noise as an optimal tool for investigating the subsoil structure in urban 

areas will be illustrated. Not described are here other subsoil investigation methods based on 

active sources such as SASW (Stokoe et al., 1994), MASW (Park et al., 1999) and REMI 

(Louie 2001). Finally, based on the experience gained in the application of empirical 
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techniques to large urban areas, recommendations are given on how to estimate best site 

effects in different environments.  

 

The intention of this chapter is to provide an overview of the work carried out during past and 

ongoing activities, with an emphasis on  personal practical experience. Thus, this chapter may 

not appear to some readers to be a comprehensive review of the  huge amount of significant 

literature that has been published in this field. If so, the author apologises for this.  

 

 

14.2  Empirical methods (earthquake based) 
 

The empirical methods can be classified into two categories: reference site and non reference 

site techniques. While the former requires the availability of a station installed on a hard rock 

outcrop (the reference site), the latter assumes that one of the components of the ground 

motion (generally the vertical one) provides the input ground motion at the bedrock (see for 

more details 14.2.2). This assumption is mainly based on the empirical observation of similar 

amplitude of the horizontal and vertical component of ground motion in borehole recordings 

and on the presumed lack of amplification of the latter one.   

 

 

14.2.1  Reference site techniques 
 

Reference site techniques can be used by taking the direct spectral ratio of the same 

component of ground motion recorded at two nearby stations (Standard Spectral Ratio SSR) 

(Fig. 14.3) or by deriving the site response via an inversion procedure (generalized inversion 

technique GIT). Generally, S-wave or P-wave signal windows are extracted from the 

seismograms starting before the phase arrival and ending either when a certain amount of 

energy is reached or after a pre-fixed amount of seconds. The selected time series are 

corrected for the instrumental response and the trend in the data. The two horizontal 

components can be analysed separately or combined. The vectorial sum or the root means 

square of the two horizontal components is often used in the analysis. Both ends of the 

selected signal window are tapered (for example with 5% cosine functions) and then the Fast 

Fourier Transform (FFT) calculated. Tapering is necessary to suppress spectral leakage before 

calculating the FFT (see IS 14.1). The resulting spectra are smoothed by using running time 

windows (preferably equally spaced on a logarithmic scale). The analyses are performed 

considering frequencies with a signal-to-noise (SNR) ratio larger than a certain threshold 

(generally at least 3), estimated by considering the Fast Fourier Transform (FFT) of a noise 

window as wide as the signal window.  
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Fig. 14.3  Schematic description of the Reference Site Method. Blue triangles represent 

hypothetical seismological stations recording three component ground motion (directions are 

schematically indicated by the arrows).    

 

 

14.2.1.1 Standard Spectral Ratio method (SSR) 
 

The Standard Spectral Ratio technique (SSR) consists of comparing records at nearby sites, 

using one as the reference site (Figure 14. 3). It is assumed that records from the reference site 

(in general a station installed on outcropping hard bedrock) contain the same source and 

propagation effects as records from the other sites that is: 
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where, Uij(f,r) is the spectral amplitude of the ground motion  observed at a recording site j for 

an event i, Si(f) is the source function, Zj(f) is the site response, Aij(f,r) is a function accounting 

for attenuation that includes the effect of geometrical spreading, intrinsic and scattering 

quality factor.  f is the frequency, r the hypocentral distance and  k indicates the reference 

station. Note, that similarly to what is schematically indicated in Figure 14.1, the ground 

motion recorded at one station is considered as the convolution of three terms, specifically the 

source Si(f), the path Aij(f,r) and site response Zj(f) .  If the stations are nearby and the 

reference station is not affected by site effects, then 1kZ   and Aij(f,r) ≈ Aik(f,r). Thus, the 

spectral ratio directly provides the site response at the non-reference stations. The major 

drawback of this method is that rock stations may also have their own response. Furthermore, 

a good reference site might be located too faraway from the target site therefore not allowing 

assuming similarity in the wave paths towards the two stations. 

 

 

14.2.1.2 Generalized inversion technique (GIT) 

 

The natural logarithm of the spectral amplitude Uij(f,r), observed at a recording site j for an 

event i, can be represented by: 

                               ln , ln ln ( ) ln ,ij i j ijU f r S f Z f A f r   ,                                       (14.3) 

where, according to equation (14.2), Si(f) is the source function, Zj(f) is the site response, 

Aij(f,r) is a function accounting for attenuation,  f is the frequency and r the hypocentral 

distance.  
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For all events and stations, equation (14.3) describes a linear system of the form Ax = b, 

which can be solved by using suitable inversion algorithms. The inversion can even be 

performed in two steps following the procedure of Castro et al. (1990). In the first step, the 

inversion is carried out to separate the source and attenuation effects without introducing any 

parametric model to describe the attenuation term Aij(f,r). The trade-off between attenuation 

and source is resolved by requiring that attenuation assumes an a priori chosen value at a 

given distance, irrespective of frequency. This assumption is justified by the small effect that 

the total attenuation (intrinsic and scattering) has on the decay of the wavefield amplitude at 

short distances. In the second step the inversion is carried out for the source and site 

functions, using the observed data that have been corrected for the attenuation. The 

undetermined degree of freedom of the second inversion is resolved by constraining the 

logarithm of the site amplification of the reference station (generally a rock site) to 0, 

irrespective of frequency. In cases when a reference site cannot be identified (for example by 

a simple horizontal-to-vertical spectral ratio of earthquake data; see next section 14.2.2) the 

average response of the whole network is constrained to 0. Although this restriction affects 

the absolute value of the single site functions, it does not affect the source functions. 

 

Parolai et al., (2000) applied the GIT technique to investigate the site response at stations of a 

small urban network, while Bindi et al., (2009) used the GIT for estimating 2-D or 3-D site 

effects in a small basin. Recent examples of application of the GIT approach include Moya 

and Irikura (2003), who performed the inversion using a reference event instead of a reference 

site, Oth et al. (2008 and 2009), who applied the technique to an area where a simple 

parameterization of attenuation was not possible, and Drouet et al., (2008), who introduced a 

non-linear inversion scheme, although this is valid only under assumptions made on the 

source spectral shape.  

 

 

14.2.2  Non-reference site techniques: H/V spectral ratio of earthquake data  

           (EHV) 
 

Non-reference site techniques allow to avoid the requirement of having a good hard rock 

reference station, either by making the assumption that the vertical component of the ground 

motion is not affected by amplification and that it is similar to the horizontal component at the 

bedrock (when earthquake recordings are used), or using seismic noise recordings generally 

dominated by surface waves (Fig. 14.4). While the assumption of the former cannot be true 

for frequencies higher than the fundamental one (Parolai and Richwalski, 2004), the second 

suffers from the lack of correlation between the estimated amplification level and that 

measured by earthquake data analysis. However, both methods can satisfactorily estimate the 

fundamental resonance frequency of a site.  
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Fig. 14.4 Schematic description of the EHV method. The blue triangle represents a 

hypothetical seismological station recording three-component ground motion (directions are 

schematically indicated by the arrows). One horizontal component and the vertical component 

recordings are shown. 

 

 

The EHV spectral ratio technique was introduced by Langston (1979) as a method to 

determine crustal and upper-mantle structure from teleseismic recordings. The basic 

assumption of the method is that the vertical component of motion is not influenced by the 

local structure, whereas the horizontal components contain the P-to-S conversions due to the 

geology underlying the station. Therefore, by deconvolving the vertical component from the 

horizontal, one could estimate the site response. The deconvolution is generally carried out by 

dividing the Fourier spectra of the horizontal component by the vertical one. However, the 

deconvolution operation is applied to data corrupted by noise and therefore, since this 

problem is ill-conditioned, small errors in the data could lead to solutions unacceptable from a 

physical point of view. Several regularization techniques are available to avoid artifacts in the 

results. The most common practice, although it is not properly a regularization approach, is to 

carry out the spectral ratio after having smoothed the spectra. The technique has been applied 

in many studies (e.g., Lermo and Chavez-Garcia, 1993; Field and Jacob, 1995; Lachet et al., 

1996; Bonilla et al., 1997; Parolai et al., 2004; Parolai and Richwalski, 2004). In general, it 

was found that H/V ratios for S waves reveal the overall frequency dependence of the site 

response, even if the level of amplification, especially at frequencies higher than the 

fundamental one, can be different from that obtained by SSR analysis.  

 

 

14.2.3  Vertical array data analysis 
 

The increasing number of observations over the last few decades has greatly contributed 

towards the understanding of strong-motion site effects by the engineering and seismological 

communities, leading to advancements in the state of knowledge and modelling of in situ 

sediment response (Field et al., 1997). Nonetheless, finer resolution and more effective 

representation of the involved physics in the near surface medium require a good estimate of 

the input motion and of wave propagation in shallow layers. For this, by far, the best source of 

information is provided by downhole arrays, consisting of accelerometers recording ground 

motion at different depths and on the surface of the same site (see Chapter 7, Sub-chapter 

7.4.6 on borehole strong-motion array installations).  
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Downhole measurements are a valuable complement to in situ and laboratory geotechnical 

investigation techniques. Indeed, they provide critical constraints for both the interpretation 

methods for surface observations as well as information on the real material behaviour and 

overall site response over a wide range of loading conditions (Assimaki et al., 2008). The 

amount and quality of information from downhole arrays in seismically active areas is the key 

for improving our understanding of in situ soil behaviour, assessing the modelling and 

parametric uncertainties associated with employed methodologies for strong-motion site-

response analysis, and for shallow geological investigations. 

 

Several methods have been proposed for estimating wave propagation velocity and damping 

from boreholes recordings. Amongst others, Trampert et al., (1993),  van Vossen et al., (2004) 

and van Vossen et al., (2005), focused their attention on the SH phase propagation,  while 

Mehta et al. (2007a; 2007b), starting from the similarity between deconvolution and the cross 

correlation tool used in seismic interferometry (e.g., Lobkins and Weaver 2001; Schuster et 

al., 2004; Shapiro and Campillo 2004; Snieder et al., 2006; Halliday and Curtis, 2008a), 

showed that the deconvolution of waveforms recorded by a vertical array can provide useful 

insight into the wavefield propagation in the uppermost crustal layers,. Although the use of 

the Fourier spectra amplitude ratio (uphole to downhole or with a reference station) is well 

known in engineering seismology (e.g., Safak, 1997), the deconvolution of seismograms 

(retaining information about phase) and their interpretation in the time domain has found few 

applications (Trampert et al., 1993; van Vossen et al., 2004; van Vossen et al., 2005). 

Assimaki et al.,(2008) proposed an inversion procedure that aims at estimating the best 

borehole model in term of shear wave velocity, attenuation and density, by optimizing the 

correlation between observed and synthetic seismograms. Parolai et al. (2009) showed by 

using a deconvolution approach that the wave propagation in the shallowest layer can be 

imaged independently on the chosen signal window and that down-going waves resulting 

from the reflection at the free surface might affect the recordings down to more than 100 m 

depth (see also Fig. 4.33 in Chapter 4).  Yamada et al. (2010) estimated non-linear effects 

during strong shaking applying a deconvolution approach. Mogi et al., (2010) studied non-

linear soil behaviour using a normalised input-output normalisation method.  Parolai et al., 

(2010) showed that a robust estimate of an average Qs, that can be used for numerical 

simulations of ground motion, can be obtained by means of deconvolution of array 

recordings. Figure 14.5 shows an example of borehole recordings and of the relevant 

deconvolved wavefield. 
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It is worth noting how the ground motion is modified (in general amplified) with decreasing 

depth of recording, being largest at the surface. For this surface amplification effect see also 

Fig. 4.22 in Chapter 4 and Table 1 in EX 3.4. The deconvolved wavefield, obtained by 

analysing the signal window indicated in red in the left panel, clearly shows a peak in the a-

causal (negative times) part of the signal propagating toward the surface with a velocity 

consistent with the S-wave velocity in the borehole (red dashed line). A peak corresponding 

to a downgoing wave is observed also at all the depths analyzed in the causal (positive times) 

part of the signal. But the downgoing wave peak has always smaller amplitude than the 

upgoing one due to the effect of attenuation.  

 

Fig. 14.5 Left-hand panel: horizontal component of ground acceleration recorded at different 

depths. Red record traces indicate the window containing S waves. Right hand panel: the 

upgoing (left) and downgoing (right) S waves in the deconvolved wavefield. The S-wave 

traveltimes, computed from the velocity model derived with the Parolai et al. (2005) inversion 

scheme, are indicated by the broken red lines. 

 

 

14.3  Seismic noise measurements 
 

14.3.1  Seismic Noise Horizontal-to-Vertical spectral ratio (NHV) 
 

Nakamura (1989) revised the Horizontal-to-Vertical (H/V) seismic noise spectral ratio 

technique (NHV), first proposed by Nogoshi and Igarashi (1970 and 1971).  Since then, in the 

field of site effect estimation, a large number of studies have been published, which use this 
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low cost, fast and therefore attractive technique (e.g. Field and Jacob, 1993; Lermo and 

Chavez-Garcia, 1994; Mucciarelli, 1998; Bard, 1999; Parolai et al., 2001b).  

 

While in the Nakamura interpretation  the NHV spectral ratio is directly related to the S-wave 

site response, most of the seismological/engineering community, based on the results of 

recent studies, is more inclined to consider predominant the role of surface waves (see e.g. 

Bard, 1999). 

 

Most of the researchers focused their attention on the comparison of noise H/V spectral ratio 

and earthquake site response and agreed that the H/V spectral ratio of seismic noise provides 

a fair estimate of the fundamental resonance frequency of a site (Fig. 14.6). However, 

attempts to provide standards for the analysis of seismic noise have only recently been carried 

out (Bard, 1999; SESAME, 2003; Picozzi et al., 2005a). When using the NHV technique 

particular attention must be paid to the used seismic instruments and sensors (Guiller et al., 

2007; Strollo et al., 2008a and b). Resonance frequency maps for large urban areas were 

recently provided by Parolai et al. (2001b) (Cologne, Germany), Duval et al. (2001) (Caracas, 

Venezuela), Picozzi et al. (2008) (Istanbul, Turkey), Bonnefoy-Claudet et al. (2009), Pilz et 

al. (2009 and 2010) (Santiago de Chile, Chile), Parolai et al. (2010b) (Bishkek, Kyrgyzstan, 

Figure14.7), after validation with earthquake data.  

 

 
 

Fig. 14.6  Example of NHV ratio. The peak allows an estimate of the fundamental resonance 

frequency of the site (redrawn from Parolai and Galliana-Merino, 2006). 
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Fig. 14.7  Fundamental resonance frequency map of Bishkek (Kyrgyzstan). The crosses 

indicate sites where single station noise measurements were carried out. The map was 

obtained after interpolation between these points. A geological legend and sketch of the area 

is also shown. 

 

 

14.3.1.1 Relationship between NHV peak frequency and thickness of the sedimentary 

              cover  
 

Recent studies (Yamanaka et al., 1994; Ibs-von Seht and Wohlenberg, 1999; Delgado et al., 

2000 a and b; Parolai et al., 2002; D’Amico et al., 2008) showed that noise measurements can 

be used to map the thickness of soft sediments. Quantitative relationships between this 

thickness and the fundamental resonance frequency of the sedimentary cover as determined 

from the peak in the NHV spectral ratio were calculated for different basins in Europe (e.g. 

Ibs-von Seht and Wohlenberg, 1999; Delgado et al., 2000 a).   

 

The approach is based on the assumption that in the investigated area, lateral variations of the 

S-wave velocity are minor and that it mainly increases with depth following a relation like 

                                                   0 1
x

s sv z v Z                  (14.4)  

where vs0  is the surface shear-wave velocity,  Z = z/z0 (with z0 = 1 m) is the depth relative to 

z0 and x describes the depth dependence of velocity. Taking this into account and considering 

the well-known relation among fr (the resonance frequency), the average S-wave velocity of 

soft sediments sV , and the layer thickness h, 

                                                  / 4r sf V h ,                           (14.5) 
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the dependency between thickness and fr  can be written as  

                                            
 

 1/ 1

0

1
1

4

x

s

r

x
h v

f



 
  
 

                  (14.6) 

where fr  is to be given in Hz, vs0 in m/s and h in m. Moreover, empirical relationships 

between fr  and h in the form  

b

rh af                 (14.7) 

can also be derived, generally applying grid search procedures. 

The above approximate interpretation can be easily extended to the case of a two layer 

sedimentary cover (D’Amico et al., 2008). Despite the fact that relatively large errors affect 

the depth estimates provided by this approach (D’Amico et al., 2004) it can be considered as a 

useful proxy for more costly exploratory surveys.    

 

 

14.3.1.2  NHV inversion 

 

Recently, the possibility of retrieving the S-wave velocity structure below a site from single 

station measurements based on NHV ratio computation was tested by Fäh et al. (2001). They 

suggested a new method for calculating NHV ratios employing a frequency-time analysis 

(FTAN). Moreover, after having shown that there is a good agreement between the NHV ratio 

and the theoretical ellipticity curves of the fundamental mode Rayleigh wave, they proposed 

to invert the NHV curve to derive directly the S-wave subsoil structure. The NHV was 

corrected for the contamination by SH and Love waves by simply reducing it by a factor 2 ,  

independent of frequency, under the assumption of an equal contribution to the seismic noise 

wavefield of Love and Rayleigh waves. The inversion, due to the non-linear nature of the 

problem, was based on a genetic algorithm (GA) (Fäh et al., 2001, 2003). The inversion is 

carried out for a fixed number of layers and a-priori defined ranges of the geophysical 

properties (S- and P-wave velocity, density and thickness) of the layers. An initial starting 

population of individuals is generated through a uniform distribution in the parameter space. 

The model that, amongst all those generated, allows the best reproduction of the observed 

NHV, is chosen as the best model. 

 

Parolai et al. (2006) adopted this technique to derive S-wave velocity profiles in the Cologne 

area. Their inversions were carried out by fixing the total thickness of the sedimentary cover 

in order to avoid problems of trade-off between the total thickness and the S-wave velocity 

(Scherbaum et al., 2003; Arai and Tokimatsu, 2004). For each site, different inversions were 

carried out, varying the thickness of the sedimentary layer considering the uncertainty in its 

estimate. The best models obtained from each inversion were averaged.   

 

In Parolai et al. (2006) the inversion of NHV curves was extended to 20 of the sites measured 

by Parolai et al. (2001b) and a 2-D S-wave velocity model was derived by means of 

interpolating between the derived 20 depth profiles. Figure 14.8 shows the resulting 2-D S-

wave velocity model (bottom) together with the geological cross-section. The agreement 

between the geological structure obtained by interpretation of boreholes data and surface 

geology, and the S-wave velocity model is very good. Compared to the average velocity 

relationship previously derived for the whole area (Parolai et al., 2002; see also section 

14.3.1.1), lateral variations in the velocity structure are clearly visible. 
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Fig. 14.8  Top: Geological cross section of the sedimentary cover in Cologne (redrawn after 

Von Kamp, 1986) y = Landfills,  q = Quaternary, pl = Pliocene, mi = Miocene, ol = 

Oligocene, dv = Devonian. Bottom: 2-D S-wave velocity model interpolated from 1-D S-

wave velocity profiles calculated for 20 selected sites where the NHV was inverted. The 

striped pattern indicates the Devonian bedrock inverted (modified after Parolai et al., 2006). 

 

 

Therefore, in this case of well constrained bedrock depth, it could be shown that the 

sedimentary cover is fairly regularly layered, and the NHV inversion a suitable method for 

quickly mapping 3-D S-wave velocity structures. The vertical resolution of the profiles was 

also found sufficient to provide site responses (Parolai et al., 2006; Parolai et al., 2007) by 

means of numerical simulations, in agreement with the empirical ones.  

 

Recently, improvement in the forward calculation of NHV spectral ratios were proposed by 

Arai and Tokimatsu (2000, 2004) and applied in a joint inversion scheme of NHV and 

dispersion curves by Parolai et al. (2005), Picozzi and Albarello (2007) and D’Amico et al. 

(2008).  
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Arai and Tokimatsu (2000) showed that NHV spectral ratios can be better reproduced if the 

contribution of higher modes of Rayleigh waves and Love waves is also taken into account. 

They suggest to calculate the NHV spectral ratio as  

 

  1/2

HS VSs
NHV =(P /P )               (14.8) 

where the sub-index s stands for surface waves, and PVS and PHS are the vertical and 

horizontal powers of surface waves (Rayleigh and Love), respectively. 

The vertical power of the surface waves is only determined by the vertical power of Rayleigh 

waves (PVr), while the horizontal power involves the contribution of both Rayleigh (PHR) and 

Love waves (PHL). The following equations can therefore be used (Harkrider, 1964): 

 

      
2 221 2VS VR Rj Rj jj

P P A k u w                (14.9) 
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j

P A k                (14.12) 

where A is the medium response, k is the wavenumber, u/w is the H/V ratio of the Rayleigh 

mode at the free surface, j is the mode index, and   is the H/V ratio of the loading horizontal 

and vertical forces LH/LV.   

 

Picozzi et al. (2005b) showed that varying  over a large range did not significantly changed 

the NHV shape. Therefore, they used =1. 

 

A basic problem of these inversion procedures concerns the choice of the frequency band to 

be used for the inversion of the NHV curve. As an example, the NHV values around the 

maximum have been discarded by Parolai et al. (2006) since the effect of smoothing of the 

spectra biases the amplitude estimation around this frequency band. Instead, they have been 

taken  into account by Picozzi and Albarello (2007) and D’Amico et al., (2008), who tried to 

exploit the effect of higher modes around the fundamental resonance frequency value. Recent 

theoretical studies (Lunedei and Albarello, 2009; Albarello and Lunedei, 2009) indicate that 

the NHV curve around the fundamental resonance frequency f0 (i.e., around the NHV 

maximum) can be significantly affected by the damping profile in the subsoil and by the 

distribution of sources around the receiver. In particular, they showed that sources located 

within few hundreds of meters from the receiver can generate seismic phases that strongly 

affect the shape of the NHV curve around and below f0. This implies that, unless  a large 

source-free area exists around the receiver, inversion of the NHV shape (around and below f0) 

carried out by using forward models based on surface waves only, might provide biased 

results.  However, these conclusions still need to be confirmed by comparison with real data.  

 

Recently, Pilz et al. (2010) obtained a 3-D S-wave velocity model of the Santiago de Chile 

basin by inverting with this method the NHV ratio calculated in Pilz et al. (2009). In order to 

reduce the trade-off between thickness of the sedimentary cover and S-wave velocity they 

constrained the former to values derived by previously carried out gravimetric measurements. 

An example of the results is shown in Figure 14.9.   
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Figure 14.9   Left: Example of S-wave velocity profile derived by NHV inversion. The best 

model (white line), the models lying within the 10% of the minimum misfit (black lines) and 

all the tested models (gray lines) are shown. The bottom panel shows the observed (gray 

circles) and calculated (empty circles) for the best models NHV. Right: The 3-D model of the 

Santiago de Chile basin obtained by interpolating between the S-wave velocity-depth profiles 

like the one in the upper left corner of this figure. The color scale indicates the S-wave 

velocities in m/sec. 

 

 

14.4   2-D arrays 
 

Seismic arrays were originally proposed at the beginning of the 1960s as a new type of 

seismological tool for the detection and identification of nuclear explosion (e.g., Bormann, 

1966; Frosch and Green, 1966). Since then, seismic arrays have been applied at various scales 

for many geophysical purposes. At the seismological scale, they were used to obtain refined 

velocity models of the Earth’s interior (e.g., Birtill and Whiteway, 1965; Whiteway, 1966; 

Kværna, 1989; Kárason and van der Hilst, 2001; Ritter et al., 2001; Krüger et al., 2001). 

Reviews on array applications in seismology can be found in Chapter 9 of this Manual, in 

Douglas (2002) and in Rost and Thomas (2002). At smaller scales, since the pioneering work 

of Aki (1957), seismic arrays have been used for the characterization of surface wave
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propagation, and the extraction of information on the shallow subsoil structure (i.e., the 

estimation of the local S-wave velocity profile). Especially in the last decades, due to the 

focus of seismologists and engineers on estimating the amplification of earthquake ground 

motion as a function of local geology, the improvements in the quality of instrumentation and 

computing power, interest in analyzing seismic noise recorded by arrays has grown (e.g., 

Horike, 1985; Hough et al., 1992; Ohori et al., 2002; Okada, 2003; Scherbaum et al. 2003; 

Parolai et al., 2005; Tada et al., 2006; Asten, 2006;  Köhler et al., 2007). A  review on array  

application for site classification can be found in Foti et al. (2011). 

 

 

14.4.1    f-k based methods 
 

The phase velocity of the surface waves can be extracted from noise recordings by using 

different methods. Here we will illustrate the two most frequently used methods for f-k 

(frequency-wavenumber) analysis: the Beam-Forming Method (BFM) (Lacoss et al., 1969) 

and the Maximum Likelihood Method (MLM) (Capon, 1969). 

 

The estimate of the f-k spectra Pb(f ,k) by the BFM is given by: 

 
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where f is the frequency, k the two-dimensional horizontal wavenumber vector, n the number 

of sensors, lm the estimate of the cross-power spectra between the l
th

 and the m
th

 recordings, 

and Xl and Xm, are the coordinates of the l
th

 and m
th

 sensors, respectively. 

 

The MLM gives the estimate of the f-k spectra Pm(f ,k) as: 
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Capon (1969) showed that the resolving power of the MLM is higher than that of the BFM, 

however, the MLM is more sensitive to measurement errors.  

 

From the peak in the f-k spectrum occurring at coordinates kxo and kyo for a certain frequency 

f0, the phase velocity c0 can be calculated by: 
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An extensive description of these methods can be found in Horike (1985) and Okada (2003). 

 

The estimate EPb and EPm of the true Pb and Pm f-k spectra may be considered in the 

convolution of the true functions with a frequency window function Wf and the wavenumber 

window functions WB and WM  for the BFM and MLM, respectively (Lacoss et al., 1969). The 

first window function Wf is the transfer function of the tapering function applied to the signal 

time windows (Kind, 2005). The function WB is termed differently by various authors (e.g., 

“spatial window function” by Lacoss et al., 1969, and “beam-forming array response 

function” by Capon, 1969), and hereafter simply defined as Array Response Function (ARF). 

The ARF depends only on the distribution of stations in the array and has for the wavenumber 

vector ko the form (Horike, 1985) 
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Simply speaking, it represents a kind of spatial filter for the wavefield. The main advantage of 

the MLM with respect to the BFM involves the use of an improved wavenumber window WM. 

Namely, for a wavenumber k0  this window function may be expressed in the form 
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and qjl represents the elements of the cross-power spectral matrix. It is evident that WM 

depends not only on the array configuration, through the function WB, but also on the quality 

(i.e., signal-to-noise ratio) of the data (Horike, 1985). In fact, the wavenumber response is 

modified by using the weights Aj(f,k0), which depend directly on the elements qjl(f). In 

practice, WM allows the monochromatic plane wave travelling at a velocity corresponding to 

the wavenumber k0  to pass undistorted, while it suppresses, in an optimum least-square sense, 

the power of those waves travelling with velocities corresponding to wavenumbers other than 

k0 (Capon, 1969). Or, in other words, coherent signals are associated with large weights of Aj 

and their energy is emphasized in the f-k spectrum. On the contrary, if the coherency is low, 

the weights Aj are small and the energy in the f-k spectrum is damped (Kind et al., 2005). This 

automatic change of the main-lobe and side-lobe structure minimizes the leakage of power 

from the remote portion of the spectrum and has a direct positive effect on the Pm function, 

and consequently on the following velocity analysis. However, considering the dependence of 

WM  on WB, it is clear that the array geometry is a factor which has a strong influence on both 

EPb and EPm. In fact, similarly to every kind of filter, several large side lobes located around 

the major central peak can remain in the f-k spectra (Okada, 2003) and cause serious biases in 

the velocity and back-azimuth estimates. In particular, side-lobe height and main-lobe width 

within WB control the leakage of energy and resolution, respectively (Zywicki, 1999).  

As a general criterion, the error in the velocity analysis due to the presence of spurious peaks 

in the f-k spectra may be reduced using distributions of sensors for which the array response 

approaches a two-dimensional -function. For that reason, it is considered a good practice to 

undertake a preliminary evaluation of the array response when the survey is planned. Irregular 

configurations of even only a few sensors should be preferred, because they allow one to 

obtain a good compromise between a large aperture, which is necessary for sharp main peaks 

in the EPb and EPm, and small inter-sensor distances, which are needed for large aliasing 

periods (Kind et al., 2005).  

 

Recently, Picozzi et al. (2010a) showed that removing the effect of the array response from 

the frequency wavenumber images by using the Richards-Lucy regularization method 

improve the phase velocity estimation. 

 

 

 

 



 19 

 

Fig.14.10 shows an example of 2-D-array configuration and its respective array responses. 

Figure 14.11 shows an example of  f-k analysis results for 3.15 Hz, 5.6 Hz, and 9.9 Hz for the 

array configuration of Fig.  14.10. White dots indicate the position of the maximum used to 

estimate the phase velocity while the white circles join points with the same k values. 

Fig. 14.10  Top: Example of a micro-array configuration. The blue triangles indicate the 

station positions. Bottom: The relevant micro-array response estimated for the frequency of 

15 Hz. 
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Fig. 14.11  Example of results from f-k analysis for 3.15 Hz, 5.6 Hz, and 9.9 Hz. White dots 

indicate the position of the maximum used to estimate the phase velocity. The circles join 

points with the same k. In this case at frequencies of 5.6 and 9.9 Hz the velocity of 

propagation of waves can be estimated and the source position identified (red color in the 

maps). (Comment: There are as many white dots as circles. Thus both has to be plural) 

 

 

14.4.2   Spatial and Extended Spatial Autocorrelation method (SPAC and ESAC ) 

 

Aki (1957 and 1965) showed that phase velocities in sedimentary layers can be determined 

using a statistical analysis of ambient noise. He assumed that noise represents the sum of 

plane waves propagating without attenuation in a horizontal plane in different directions with 

different powers, but with the same phase velocity for a given frequency. He also assumed 

that waves with different propagation directions and different frequencies are statistically 

independent. Then, a spatial correlation function can be defined as 

 

 )),sin(),cos()(,,(),( tryrxtyxur             (14.19) 

 

where u(x, y ,t) is the velocity observed at point (x,y) at time t; r is the inter-station distance;  

is the azimuth and < > denotes the ensemble average. An azimuthal average of this function is 

given by 
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For the vertical component, the power spectrum () can be related to (r) via the zero
th

 order 

Hankel transform: 
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where is the angular frequency, c(is the frequency-dependent phase velocity, and Jis 

the zero order Bessel function. The space-correlation function for one angular frequency , 

normalized to the power spectrum will be of the form 
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By fitting the azimuthally averaged spatial correlation function obtained from measured data 

to the Bessel function, the phase velocity c(can be calculated. A fixed value of r is used in 

the spatial autocorrelation method (SPAC). However, Okada (2003) and Ohori et al. (2002) 

showed that, since c(is a function of frequency better results are achieved by fitting the 

spatial-correlation function at each frequency to a Bessel function, which depends on the 

inter-station distances (extended spatial autocorrelation, ESAC). For every couple of stations 

the function () can be  calculated in the frequency domain by means of (Malagnini et al., 

1993; Ohori et al., 2002; Okada, 2003): 
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where mSjn is the cross-spectrum for the mth segment of data, between the j
th

 and the n
th

 

station; M is the total number of used segments. The power spectra of the m
th

 segments at 

station j and station n are mSjj and mSnn, respectively.  

 

The space-correlation values for every frequency are plotted as a function of distance, and an 

iterative grid-search procedure can then be performed using equation (14.22) in order to find 

the value of c(that gives the best fit to the data. The tentative phase velocity c(is 

generally varied over large intervals (e.g., between 100 and 3000 m/s) in small steps (e.g., 1 

m/s). The best fit is achieved by minimizing the root mean square (RMS) of the differences 

between the values calculated with equation (14.21) and (14.22). Data points, differing more 

than two standard deviations from the value obtained with the minimum-misfit velocity, can 

be removed before the next iteration of the grid-search. Parolai et al. (2006) used this 

procedure and allowed for a maximum of three grid-search iterations. An example of the 

application of this procedure is shown Fig. 14.12.  

 

Several studies, (e.g. Parolai et al., 2009,   Foti et al., 2011) showed the reliability of the 

procedure in deriving a robust estimate of the dispersion curve that lead to S-wave velocity 

profiles consistent with those obtained by other geophysical methods. 
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Fig. 14.12   Top: Measured space-correlation function values for different frequencies (black 

and blue circles) and the best-fitting Bessel function (gray circles). Discarded values (blue 

circles) lie two standard deviations outside the curve. Bottom: The respective RMS error 

versus phase velocity curves. 

 

 

The ESAC method can be adopted to derive the phase velocities for all frequencies 

composing the Fourier spectrum of the data. Figure 14.12 shows on top three examples of the 

space-correlation values computed from the data together with the best fitting Bessel 

functions and below the corresponding RMS errors as function of the tested phase velocities, 

exhibiting clear minima. For high frequencies, the absolute minimum might sometimes 

corresponds to the minimum velocity chosen for the grid search procedure. This solution is 

then discarded, because a smooth variation of the velocity between close frequencies is 

required. At frequencies higher than a certain threshold the phase velocity might increase 

linearly. This effect is due to spatial aliasing which limits the upper bound of the usable 

frequency band. It depends on the S-wave velocity structure at the site and the minimum 

inter-station distance. At low frequencies the RMS error function clearly indicates the lower 

boundary for acceptable phase velocities, but might not be able to constrain the higher ones 

(then a plateau can appear in the RMS curves). The frequency above which phase differences 

cannot be resolved any more depends on the maximum inter-station distance and the S-wave 

velocity structure below the site: a wide range of velocities will then explain the observed 

small phase differences. Zhang et al. (2004) clearly pointed out this problem in Equation (3a) 

of their article.  

 

Figure 14.13 gives an example of the final dispersion curve. The typical behaviour of f-k 

methods, namely of BFM to yield higher phase velocities than the ESAC method at low 

frequencies (Okada 2003), is clearly to be seen. Yet, Okada (2003) showed that by increasing 

the array size, the f-k velocities at low frequencies become similar to those estimated by 

ESAC, indicating that the latter is more suitable for providing reliable dispersion curves over 
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a wider frequency range, especially toward lower frequencies (and thus with greater 

penetration depths).  

 

 

 
 

Fig. 14.13  Phase velocity dispersion curves obtained by ESAC (reds line), BFM (green line) 

and MLM (blue line) analysis. The dotted line indicate the theoretical aliasing limit calculated 

as 4 f dmin, where dmin is the minimum interstation distance. The factor 4 is used instead of 

the generally used factor 2, because the minimum distance in the array is appearing only once. 

The dashed gray line indicates the lower frequency threshold of the analysis based on 2f k 

where k  is calculated as the half-width of the main peak in the array response function. The 

continuous line indicates the lower frequency threshold of the analysis based on the equation 

3 f dmax, where dmax is the maximum interstation distance in the array 

 

 

Figure 14.14 summarises the procedure used with the ESAC and f-k methods. 
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Fig. 14.14  Summary of the procedure used with the ESAC and f-k methods (from Picozzi, 

2006) 
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14.5   Interferometry and tomography 
 

Recent theoretical studies have shown that the cross-correlation of diffuse wavefields can 

provide an estimate of the Green’s functions between receivers (Weaver and Lobkis, 2001 

and 2004; Snieder, 2004; Wapenaar, 2004; Wapenaar and Fokkema, 2006). Using coda waves 

of seismic events (Campillo and Paul, 2003) and long seismic noise sequences (Shapiro and 

Campillo, 2004), it was confirmed that it is possible to estimate the Rayleigh wave component 

of Green’s functions between two stations by the cross-correlation of simultaneous 

recordings. This method is now generally referred to as seismic interferometry. These results 

allowed the first attempts of surface wave tomography at regional scales (e.g., Shapiro and 

Campillo, 2004; Sabra et al., 2005; Shapiro et al., 2005; Gerstoft et al., 2006; Yao et al., 2006; 

Cho et al., 2007; Lin et al., 2007; Yang et al., 2007) using seismic noise recordings from 

broad-band seismic networks. Generally, for these kinds of studies, waves at frequencies well 

below 1 Hz were used to image the crust and the upper-mantle structure. A comprehensive 

review of the seismic interferometry method can be found in Curtis et al. (2006). 

 

Seismic noise interferometry can also be applied to frequencies larger than 1Hz. Schuster 

(2001) and Schuster et al. (2004) demonstrated the possibility of forming an image of the 

subsurface using the cross-correlation of seismic responses from natural and man-made 

sources at the surface or in the subsurface. Furthermore, within the context of exploration 

geophysics, Bakulin and Calvert (2004 and 2006) first proposed a practical application of 

seismic interferometry, showing that it is possible in practice to create a virtual source at a 

subsurface receiver location in a well. Other recent applications for the high-frequency range 

have been proposed by Dong and Schuster (2006) and Halliday et al. (2007) for surface-wave 

isolation and removal in active-source surveys. Among the several reasons that have 

stimulated the application of seismic noise interferometry to high frequencies, one is the 

possibility of applying this technique to suburban settings (Halliday et al., 2008), and another 

to exploit it for engineering seismology purposes, which require knowledge of the subsurface 

structure from depths of a few meters to several hundred meters. 

 

The application of seismic noise interferometry to high frequencies is not merely a change of 

scale, since it involves also important questions still under discussion within the research 

community. For example, the effects of the high spatial and temporal variability in the 

distribution of noise sources occurring at high frequencies are still under investigation 

(Halliday and Curtis, 2008a and b), as well as the relationship between the wavelength of 

interest and inter-station distances. Several authors (e.g., Chavez-Garcia and Luzon, 2005; 

Chavez-Garcia and Rodriguez, 2007; Yokoi and Margaryan, 2008) showed, for a small scale 

experiment at a site with a homogeneous subsoil structure, the equivalence between the 

results obtained by cross-correlation in the time domain and the SPatial Auto-Correlation 

analysis (SPAC) method (Aki, 1957). However, it is worth noting that for non-homogeneous 

subsoil conditions, the SPAC method suffers a severe drawback. Indeed, as a general rule, 

such a method is used to retrieve the shallow soil structure below a small array of sensors by 

means of inversion of surface wave dispersion curves extracted by seismic noise analysis. 

Yet, the inversion is performed under the assumption that the structure below the site is nearly 

1-D. Therefore, if the situation is more complicated (2-D or 3-D structure), then the SPAC 

method can only provide a biased estimate of the S-wave velocity structure. In contrast, one 

can expect that, similarly to what is obtained over regional scales, local heterogeneities will 

affect the noise propagation between sensors, and hence can be retrieved by analysing the 

Green’s function estimated by the cross-correlation of the signals recorded at two different 

stations. For this reason, passive seismic interferometry is also believed to be a valuable tool 

for studying complex structures and performing surface wave tomography also for smaller 
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spatial scales of investigation. Picozzi et al. (2008) verified the suitability of seismic 

interferometry for seismic engineering and microzonation purposes. In fact, after having first 

evaluated the possibility of retrieving reliable and stable Green’s functions within the 

limitations of time and instrumentation that bound standard engineering seismological 

experiments (for example, in urban microzonation studies, the number of deployed sensors is 

generally not larger than 20 and the acquisition time does not last more than a few hours), 

they applied the seismic interferometry technique to recordings from a 21-station array 

installed in the Nauen test site (Germany) (Yaramanci et al., 2002; and 

http://www.geophysik.tu-berlin.de/menue/forschung/testfeld_nauen/uebersicht). They showed 

that passive seismic interferometry is a valuable tool for the characterization of near-surface 

geology since the travel times estimated from the Green’s functions analysis for different 

frequencies were inverted to derive the laterally varying 3-D surface wave velocity structure 

below the array, and with a few further steps the S-wave velocity structure as well. This 

represents a major innovation, due to the frequency range investigated and the scale of the 

experiment, 

 

Figure 14.15 shows a 2-D cross section highlighting lateral velocity variations as inferred by 

seismic tomography from the application of seismic interferometry to seismic noise (Picozzi 

et al., 2008). 

 

 

Fig. 14.15:  S-wave velocity section extending southwest to northeast in the centre of the 

study area of Picozzi et al. (2008), derived by seismic noise tomography.   

 

 

Furthermore, recent technical development (Picozzi et al., 2010b), show that in future it will 

be possible to overcome the problem of the high costs associated with of the application of 

this technique, caused by the large number of instruments required by using ad-hoc developed 

low-cost sensors.  

 

 

14.6   Conclusions, suggestions and related case studies 
 

Estimating site effects in large urban areas is a challenging task for seismologists and 

engineers. On the one hand, detailed site investigations are necessary for optimal design of 

buildings and foundations, while on the other hand urban planning and seismic risk mitigation 

actions could rely also on more general information about site amplification. Furthermore, the 

area that should be covered by related investigations for megacities might require large 

http://www.geophysik.tu-berlin/
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investments and a long duration of the experiments. The rapid growth and expansion of 

populated areas, especially in developing countries, might even render the studies already 

outdated soon after their completion.  A reasonable compromise between collection of 

empirical data at acceptable cost and within realistic time-frames can only be based on a 

mixed approach that combines the  acquisition of high-quality (and thus high-cost) 

information at few sites with the application of rapid low-cost methods that allow for an 

extrapolation of the information over wide areas. With this aim, seismic microzonation of 

large urban areas can be carried out on the basis of site effect studies, which should involve: 

 

1) Collection of all already available geological, geotechnical, and geophysical data. 

2) Installation of a temporary seismic network for recording of earthquake data (about 3 

months in duration). Local, regional and teleseismic events provide the necessary 

inputs for site effect estimation. The different frequency content of the recordings 

allows to cover the whole frequency range of engineering interest. The stations should 

be installed at characteristic sites taking into account the surface geology, topography 

and the expected depth variations of the bedrock surface. 

3)  Seismic noise recordings at single stations. Measurements should be carried out for at 

least 30 minutes at each site following the recommendation of SESAME (2003) 

(http://sesame-fp5.obs.ujf-grenoble.fr/SES_Home_Description.htm) and Picozzi et al. 

(2005a). In particular attention should be paid to the instruments used (Guiller et al., 

2007; Strollo et al., 2008a and b). After calibration through comparison with 

earthquake data the fundamental resonance frequency estimated by NHV can be used 

for preparing maps. If an estimation of the thickness of the sedimentary layers is 

available, NHV can be inverted to derive S-wave velocity profiles. These, in turn, can 

be used to calculate 1-D site response or to generate 2-D and 3-D models that provide 

a basis for computing ground motion scenarios.  

4) S-wave velocity profiles can be estimated using seismic noise arrays. . 

 

Although these noise-based methods cannot be considered in general a substitute of 

investigation techniques dealing with active sources (that might provide more detailed 

information about the subsoil structure) they have  the advantage to be  easily applicable in 

urban areas (where method based on active sources might be impossible or suffer problems) 

and allow for investigating the subsurface structure down to large depths in a cost-effective 

way. 

 

Tables 14.1 and 14.2 summarize essential points to be considered in the acquisition and 

analysis of earthquake data and seismic noise data, respectively, when carrying out such 

investigations. In the case that non-linear soil behaviour is likely this should be investigated 

by drilling of shallow boreholes and collection of undisturbed samples at a limited number of 

representative sites. If available funding allows for long-term  monitoring, and improvement 

of estimates of site response for different levels of ground motion, the installation of vertical 

array of accelerometers should be considered. A similar combined approach was recently 

followed for different large urban areas. Parolai et al. (2004) installed a network of 40 

seismological stations in the urban area of Cologne (Germany). Moreover they performed 

single station noise analysis at nearly 400 sites (Parolai et al., 2001b)  and estimated the S-

wave velocity at two sites by means of seismic noise array data analysis (Parolai et al. 2005; 

Parolai et al. 2006).  

 

Parolai et al. (2010b) installed a network of 20 seismological stations in Bishkek and carried 

out single station noise measurements at nearly 200 sites (Figure 15.7).  

http://sesame-fp5.obs.ujf-grenoble.fr/SES_Home_Description.htm
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Table 14.1  Suggestions for collection and analysis of earthquake data 

 

Acquisition - A sample rate of at least 100 s.p.s is 

suggested 

- Continuous recording allows to 

collect seismic noise and to record 

also regional and teleseismic events 

that might be masked by high 

frequency noise 

- Short period sensors might provide a 

reasonable compromise between the 

data quality and the temporary (low 

quality generally) installation. 

 

Data analysis: window selection The window length can be selected following 

different criteria: 

- fixed window lengths (be careful that 

all the significant part of ground 

motion is included); 

- window length selected on the base of 

energy criteria, e.g., including only 

part of  signal containing 80% or 90% 

of the energy. 

Remember that frequency resolution is 

related to the total window length  used. 

 

Since generally windows are tapered at both 

ends before the Fourier transform, the 

starting of the window should be selected in 

order to avoid that tapering is affecting the 

signal of interest. If, for example S waves are 

of interest, the window should start before 

the S-wave arrival. 

Data analysis: Baseline correction, 

Tapering and smoothing 

Removing the average of the signal might be 

necessary before calculating the Fast Fourier 

transform (FFT). 

 

Tapering at both ends is generally performed 

using windows. The percentage of tapering 

can vary. A generally used value is 5% of the 

signal length. 

 

The FFT of the signal should be smoothed, in 

order to avoid numerical instabilities. 

However, smoothing should allow to 

preserve the main features in the spectra. 

When spectra are spanning more than one 

decade it is preferable to smooth them using 

relative bandwidth windows.   
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Table 14.2  Suggestions for collection and analysis seismic noise data 

 

Acquisition - A sample rate of at least 100 s.p.s is 

recommended for single station noise 

measurements. Depending on the 

minimum inter-station distance, in the 

case of arrays, even larger sampling rates 

are suggested. 

- Short-period sensors might provide a 

reasonable compromise between high data 

quality and temporary installations of   

generally low data quality. 

- Please, check if the level of seismic noise 

is higher than the internal noise of the 

sensor+acquisition system in the 

frequency range of interest (see Chapter 5, 

section 5.5.6). 

Data analysis: window selection The windows should be selected keeping in mind 

the frequency band of interest. The maximum 

usable frequency is limited by the Nyquist 

frequency due to the sampling rate. The minimum 

frequency that can be analyzed is determined by 

the length of the selected signal window. 

However, stable results are expected only for 

frequencies that have a reasonable number of 

cycles (at least 10) within the selected signal 

window. 

In the case that the frequency range of interest 

spans between 0.1 and 10 Hz, window lengths of 

20-60 seconds are suggested.  

 

Data analysis: Baseline correction, tapering, 

smoothing and number of analysed windows. 

Removing the average of the signal might be 

necessary before calculating the FFT. 

 

Tapering at both ends is generally performed 

using windows. The percentage of tapering can 

vary. A generally used value is 5% of the signal 

length. 

 

The FFT of the signal should be smoothed, in 

order to avoid numerical instabilities. However, 

smoothing should allow to preserve the main 

features in the spectra. When spectra are spanning 

more than one decade it is preferable to smooth 

them using relative bandwidth windows.  

 

When the frequency range of interest is 0.1-10 Hz 

at least 20 minutes of noise (divided in windows 

of 20-60 seconds) should be analysed. 
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Similarly, Picozzi et al. (2009), estimated the fundamental resonance frequency in western 

Istanbul (Turkey) by means of nearly 200 single station noise measurements. The reliability 

of the results was assessed by comparison with results from earthquake data obtained by 

analysing the recordings of the Istanbul Earthquake Rapid Response System (IERRS) 

operated by the Kandilli Observatory and Earthquake Research Institute of Bogazici 

University. Furthermore, eight 2-D array measurements of seismic noise were performed in 

the metropolitan area with the aim of obtaining a preliminary geophysical characterization of 

the different sedimentary covers. Comparison of the theoretical site response from an 

estimated S-wave velocity profile with the empirical one derived using earthquake recordings 

confirmed the suitability of the use of the low-cost seismic noise techniques for the study of 

seismic site effects. 

 

Pilz et al. (2009) installed a temporary seismic network in Santiago de Chile (~6 million 

inhabitants). They estimate site amplification using the standard spectral ratio (SSR) method 

and proposed a map of the fundamental resonance frequency by analysing ~150 single station 

seismic noise recordings. Furthermore, by taking advantage of the available knowledge on 

bedrock depth from gravimetric measurements they derived a 3-D model of the basin that can 

be used for calculating realistic ground motion scenarios. 

 

All these studies showed that the approach described above is feasible for covering large 

urban areas. at reasonable costs. Open questions still remain with respect to the estimation of  

a first order classification of soil that can be used, with a sufficient degree of reliability, at 

regional or even global scales.  
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