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SUMMARY

We present a Bayesian approach to solve the problem of simultaneous inversion for op-
timal hypocentre parameters and 1-D velocity models as well as station corrections for a
given set of local earthquakes utilizing a hierarchical, transdimensional Markov chain Monte
Carlo (McMC) algorithm. The simultaneous inversion is necessary because of the velocity—
hypocentre coupling inherent to the problem.

Tests with synthetic arrival time data indicate an excellent performance of the approach,
at the same time benefiting from all the advantages related to the McMC algorithm. These
advantages are that only minimum prior knowledge is used (i.e. regarding starting focal
coordinates, initial velocity model, which are set to random initial values), no regularization
parameters (e.g. damping) have to be selected, and the parametrization of the velocity model
(i.e. model nodes/layers) is automatically set and adjusted according to the quality of the
data, that is noise level. By minimizing the amount of pre-inversion assumptions, which are
regularly not available at the required precision or often only available after very careful and
time-consuming assessment, the inversion results are therefore almost exclusively data-driven.
On output, we obtain a suite of well fitting models which can statistically be analysed and

provide direct estimates of the posterior uncertainties of the models.
Tests with real arrival time data from a temporary local network deployed in South-Central
Chile in 2004 and 2005 show a very good agreement with the results obtained with a conven-

tional inversion method.

Key words: Inverse theory; Statistical methods; Body waves; Crustal imaging; Seismic

tomography.

1 INTRODUCTION

Determining hypocentre coordinates (spatial coordinates xy, ¥y, zo
and origin time 7,) of earthquakes is a fundamental task in seismol-
ogy. This task is usually solved by picking the phase onset times
(e.g. of first arrival P and S waves) on the waveform data of the seis-
mic network stations and feeding them into an inversion process.
Traditionally, this is done in an iterative way by least-squares in-
version after the inversion problem has been linearised (e.g. Geiger
1910, 1912; Eaton 1970; Lee & Lahr 1975; Lienert et al. 1988;
Lahr 1989; Lienert & Havskov 1995). These approaches have the
advantage of being very fast and effective. However, they require
a priori information on initial values which are often not available
(i.e. velocity model which should be close to the ‘real’ values).
More recent attempts involve grid search techniques (Sambridge
& Kennett 1986; Bai et al. 2009), Oct-Tree Importance sampling
(Husen et al. 2003), Monte Carlo methods (Lomax et al. 2000,
2009; Lomax 2005; Myers et al. 2007; Theunissen et al. 2018) or

genetic algorithms (Billings ez al. 1994; Ruzek & Kvasnicka 2001).
Most of these approaches thoroughly search the model space and
have the advantage of providing uncertainty estimates of the derived
focal parameters.

In either case, the hypocentre coordinates are intrinsically tied to
the seismic velocities in the subsurface (hypocentre—velocity cou-
pling; see e.g. Kissling 1988; Thurber 1992; Kissling ef al. 1994),
which can be highly variable, particularly at the local scale. While
the location methods listed above (single event location) rely on
fixed and previously known (often 1-D) velocity models (input),
other attempts invert simultaneously for the hypocentre parameters
of a whole set of earthquakes and the velocity structure (and/or
station corrections; see also joint hypocentre determination; Dou-
glas 1967; Pujol 2000, 2003). This can, in particular, be applied
to earthquakes occurring within seismic networks on a local scale
(local events). It can be done assuming horizontally layered (1-D)
models (e.g. velest; Kissling ef al. 1994) or 3-D models (Aki & Lee
1976, ‘simultaneous inversion for hypocentres and 3-D velocity
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Table 1. Model space and selection of starting models.
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Table 2. Width of the Gaussian distribution in model perturbation.

Model parameter Range (min/max)

Starting model m

Uniform in range
Uniform in range
Normal with
mean/sigma
6/0.5 kms!

Normal with
mean/sigma
1.732/0.2
Uniform in range
Normal with
mean/sigma 5/3

Hypocentres (x, y) -200 200 km
Quake depth (z) 0 200 km
Velocity, Vp 2 12 kms™!
Markov
chain
Monte
Carlo
Vp/Vs ratio 1 2.5
Layer depth 0 200 km
Number of layers 1 200
Noise o 0.001 10.0 s
Noise o7 0.001 10.0s
Station correction 7P -5 S5s
Station correction 7% -5 5s

1s
ls
0s
0s

Note that all prior distributions are uniform. The ranges and starting val-
ues are uncritical, that is significant changes do not change the general
appearance of the derived reference model.

structure’ or ‘local earthquake tomography’, for example, Thurber
1983, 1993; Kissling 1988; Eberhart-Phillips 1986a; Evans et al.
1994; Eberhart-Phillips & Michael 1998). The advantage of these
methods is that the velocity models are derived directly from the
data at the same time as the earthquakes are (re-)located, in this way
taking into account the hypocentre—velocity coupling. Also these
(joint hypocentre/velocity structure) methods conventionally em-
ploy iterative inversion strategies based on (damped) least squares

Parameter Gaussian width
Earthquake hypocentres (x,y,z) 2 km
Velocity Vp 0.05 kms™!
Vp!Vs ratio 0.05
Layer depth 10 km
Noise o and og 0.01s
Station corrections tP and 7% 0.05s

The exact values are not critical, that is their choice does not change the
derived reference model, but instead mainly influences the acceptance rate.

after the inversion problem has been linearised (e.g. Thurber 1983;
Kissling 1988; Kissling et al. 1994). While these methods are very
robust and have been very successfully applied now for decades
(e.g. Husen et al. 1999; Husen & Kissling 2001; Eberhart-Phillips
et al. 2005, 2006; Haberland et al. 2006, 2009), the use of the
regularized inversion suffers from the need for initial values (for
velocity and hypocentres), regularization parameters such as damp-
ing or smoothing, and/or a preselected model parametrization. Fur-
thermore, estimates of uncertainties are hard to derive during this
approach and synthetic tests or bootstrapping have usually to be
invoked to assess the resolution and the uncertainties of both the
velocity structure and the hypocentre parameters.

In this paper, we apply a Bayesian approach to the problem of
jointly determining the hypocentre parameters and 1-D velocity
models (for P and S waves) as well as station corrections for a
given set of local earthquakes. In the Bayesian approach all infor-
mation about the model m is represented in probabilistic terms. The
aim of the Bayesian inference is to quantify the posterior probabil-
ity distribution of parameters of model m given the observations
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Figure 1. Station and earthquake distribution used in the synthetic test. Left-hand panel: map and side views of stations (grey circles) and earthquakes (blue
circles), right-hand panel: 1-D synthetic model (blue: ¥p, red Vs). The Vp/Vs ratio was +/3 in the entire model.
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Figure 2. Convergence of 1000 Markov chains (synthetic test). Shown is the distribution of the data misfit (bottom) and model dimension (number of cells,
top) during the evolution along the chains, red and blue colors correspond to high and low probabilities. For the first 200 000 models only the earthquake
locations are changed along the Markov chains (green line), beyond this point the velocity model (Vp, Vp/Vs), the station corrections and the data noise level
was allowed to change. Beyond 500 000 models the sampling was assumed to be stationary (burn-in phase finished, blue line). Note that a small number of
post-burn-in chains does not reach low misfits. By taking only 90 per cent of the best-fitting models we automatically excluded these chains. Relative histogram
plots of the distribution of data misfit and model dimension for the post-burn-in phase are added at the right-hand side. The best-fitting models are typically
characterized by a somewhat higher model dimensionality. Note the log scale for the data misfit.

dops Which can be written as p(m|dyps). We do this by employ-
ing a hierarchical, transdimensional Markov chain Monte Carlo
(McMC) algorithm (Metropolis e al. 1953) following closely the
procedures outlined in Bodin ef al. (2012a,b). The main advantages
are that only minimum prior knowledge is needed (independence
from starting models, regularization parameters, parametrization,
assumed noise) and that the results can be statistically analysed
including the determination of so-called reference models (e.g. av-
erages) and uncertainty estimates. McMC have recently gained a
lot of attention in a broad range of geophysical disciplines such
as waveform fitting (Mosegaard 1998), ambient noise tomography
(Bodin et al. 2012a) or electrical resistivity inversion (Schott ez al.
1999). In a recent paper, we used a McMC method to derive 2-D
velocity models from refraction seismic data sets (Ryberg & Haber-
land 2018). Gesret ez al. (2015) applied a two-step approach of first
using a Monte Carlo method to invert controlled source data to
derive a velocity model, and then locate—again using a probabilis-
tic framework—earthquakes using the previously derived velocity

model. Agostinetti ef al. (2015) applied a hierarchical, transdimen-
sional McMC method for the simultaneous inversion of earthquake
hypocentre locations and the 3-D velocity structure. However, they
seem to have used rather restricted prior information (for hypocen-
tre locations and velocity structure) based on prior knowledge (i.e.
from conventional inversion runs) and only used P-wave arrival
times. In our study we follow a strict minimum prior-information
approach and start directly from the arrival time picks and random
initial models.

2 METHOD

Instead of using conventional methods (based for instance on reg-
ularized inversion) we use a probabilistic (statistical) approach for
joint hypocentre and velocity structure determination. In the search,
randomly created models (Vp, Vp/Vs models; hypocentre coordi-
nates; P and S° station corrections) are tested and their capability to
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Figure 3. Results of the synthetic test. Locations of the recovered earthquakes (red circles) with error bars (one o) compared to the exact locations (blue
dots). Light blue circles indicate recovered station locations. Crosses (positive corrections) and open circles (negative corrections) show the recovered station

corrections, scaled by their values.

explain the data (or misfit, respectively) is calculated. The models
are accepted or rejected according to certain acceptance criteria,
new models are then (randomly) created by perturbation of the pre-
vious model, and the evaluation and acceptance process starts again.
After the development of a so-called ‘chain’ (Markov chain) of a
large number of tested models, the well fitting models are explored
in a statistical way. The main ingredients of the method such as the
model parametrization, the forward problem, the misfit function,
the details of the search procedure and—eventually—the statistical
analysis will be presented in the following.

We use the transdimensional and hierarchical version of the
McMC method, that is we treat the velocity model dimension (model
complexity or number of layers) as unknown and let the data decide.
In addition, the hierarchical version tries to invert for data noise, that
is split the data into signal (part of the data which can be explained
by the model) and noise. The combination of both McMC exten-
sions can be seen as some kind of auto-regularization, where the
data noise level automatically controls the velocity model complex-
ity. For instance, very noisy data lead automatically to less complex
models (i.e. with a small number of layers). No prior knowledge of
the number of velocity layers and/or data noise level is necessary,
thus leading to a completely data-driven inversion approach.

Model parametrization, forward problem and misfit
function

The 1-D velocity models are described by a set of points p; = (z;,
Vpi, Vpi/Vs;), with 0<i<K, z; being the depth and Vp; (Vpi/Vs;)
the seismic P-wave velocity (Vp/Vs ratio). K is the number of
points/nodes forming the model—this is an unknown, variable num-
ber (see below). In addition to the Vp velocity and Vp/Vs ratio, the
model contains the hypocentre coordinates of the earthquakes, the
P and S wave station corrections, and the P and S data noise lev-
els. Therefore, the free parameters (model space dimension) in the
search are:

(1) number of earthquakes x 3 spatial hypocentre coordinates +

(i) number of model nodes/layers (variable) x 3 (P-wave velocity
+ Vp/Vs ratio + node depth) +

(iii) number of station corrections x 2 (for P- and S-wave arrivals)
_|_

(iv) value of data noise x 2 (for P- and S-wave arrival time picks).

For the forward travel time calculation (see below) we have to
convert the velocity model which is composed of irregular points
(layers or cells) into a regular mesh. We use an interpolation based
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Figure 4. Results of the synthetic test: recovered Vp and Vp/Vs ratio models. The left two panels show the results for Vp: the histogram plot of the Vp versus
depth (warm colors correspond to high probabilities) and a comparison with the synthetic model (black line). The red line shows the averaged (modified
averaging procedure, see text) Vp, the grey region shows the standard deviation (1o07) and the green line indicates the maximum probability model (velocity of
highest probability). The right-hand panels show the respective results for Vp/Vs. Down to a depth of ~60 km the synthetic model was recovered very well,
except in the depth range around 40 km (crust/mantle discontinuity) with an elevated velocity uncertainty.

on Voronoi cells, which means that the velocities at a certain depth
are set to the velocity value of the nearest model point p;.

For the forward calculation (of the travel times ') we use the
efficient 2-D finite differences (FD) solution (Eikonal solver) of
Podvin & Lecomte (1991). The regular velocity mesh (with given
numbers of nodes in x-direction (distance) and z-direction (depth)
and given spatial increment h) needed for the forward calculation is
formed from the interpolated points p; for the required maximum
epicentral distances (see above). For the travel time calculations we
used a grid size of 1 km (vertically and horizontally). We tested
coarser and finer grids but found no significant changes in the refer-
ence model, except for the large influence on computation time. For
efficiency, the forward calculation (travel times) is pre-calculated for
many sources for the complete range of depths (from the surface to
some maximum depth at a certain increment) and stored in a table
which can be efficiently accessed during the inversion/search. The
travel time table is only re-calculated when the model has changed
thus reducing the calculation time to a minimum.

In order to account for the station elevations we calculate station-
specific travel time delays (separately for P and S waves) from the
station elevation and the velocity v, of the shallowest node point

(layer) and add these values to the travel times from the table. Fur-
thermore, we introduce additional station-specific time delays 7P,
and 7% (for P and S waves; for station 1) which account for devi-
ations from the 1-D model and the very shallow velocity structure
beneath the stations. Thus, the synthetic travel time (observation j)
from source i can be formulated as:

syn cal
" =1 1)+ 2)/ Vetew

with (j) indicating the station index corresponding to a particular
observation j.

To calculate the misfit function we assume that the data set con-
sists of arrival times T;;°® of N earthquakes (1< = i< = N with
l< =j< =M or I< = j< = M for P and S observations,
respectively) referenced to the arrival time T;°*>M™N of the earliest
observation of an event i
t;}bx — Tit;bs _ T;_obs.MIN.

The summed difference between observed (referenced) arrival
and calculated travel times for event i for the P arrival j is

P __ ,P.obs P.syn
Aty =1;77 — 1
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Figure 5. Misfit of recovered horizontal and vertical coordinates of the earthquake hypocentres (bottom row), the recovered quake origin time and data noise
level (middle panels) and recovered station corrections for P and S phases (top; synthetic test). While the recovered epicentral locations deviate by less than a
few hundred metres (RMS), the recovered quake depths deviate by several hundred meters (RMS). Both station corrections for P and S phases and the origin
time could be recovered very well. The data noise (time jitter added to the synthetic travel times) is slightly higher than the 0.1 s added. Forward modelling

errors might explain this small discrepancy.

and for the S arrival is

S S,o0bs S,syn
Aty =17 =1

The misfit function ®(m) of a model m is thus:
(ALf - (At-))z M (A5

N mF i f ij (Am)z
=2 |:Zi—1 o2 +Z/:1 1052}

with o being data noise (for P and S travel times). The noise includes
actual data noise (picking errors), inaccuracies due to approxima-
tions (i.e. treatment of station elevations) and forward travel time
prediction errors (i.e. caused by the finite forward grid size) and
is typically assumed to be normally distributed and uncorrelated.

D (m)

The term (At;) is the average (mean over all travel time picks for
event i) of the differences AtP andAtIS , respectively, and is defined

N
Aty = ﬁ Z]/W’: WAARE Mg Z, \ AtS In the case of well fit-

ting models (A¢;) is the relative origin time with respect to T,.”}" MIN.
The origin time is an output of our search and can be calculated by:

Torlg Tob.s MIN + (Al‘,‘) .

i

Average values of the origin times and their uncertainties can be
calculated. Minimizing the misfit function ®(m) is equivalent to
maximizing the Gaussian likelihood function which takes the form:

—Mp —My
e

p (dim) = (27105)T (27a?)

e
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Figure 6. Dependence of depth error (misfit) on quake depth (bottom panel) in the synthetic test. Blue dots show the difference between the recovered vs.
synthetic depth, bars indicate the 1o standard deviations. The depth uncertainty of recovered quakes (top panel) shows a slight tendency of increase for quakes

at greater depth.

Transdimensional, hierarchical McMC method

Starting from a randomly chosen model my (i.e. 1-D velocity for P
and S waves, hypocentre coordinates, station corrections, data noise
level) a new model m, is drawn from a proposal distribution which
depends on the current model. Data are predicted for the new model
m, followed by the calculation of the misfit. This model is accepted
if the misfit of model m, is smaller than that for model mg. Note that
even if the misfit is larger, there is still some non-zero probability
that the proposed model will be accepted. If accepted the new model
is a new sample in the Markov chain, if rejected another new model
will be proposed. This sequence is repeated until convergence is
reached, so that the density of samples converges to the posterior
probability distribution (for details see for instance Bodin et al.
2012a).

For our problem when inverting for hypocentres and velocity
structures, there are seven types of model perturbations: adding a
new layer in the velocity model, removing a layer from the velocity
model, changing the P-wave velocity of a randomly selected layer,
changing the S-wave velocity of a randomly selected layer, chang-
ing the location of a randomly selected earthquake, changing the
correction time of a randomly selected station, changing the data
noise parameters (i.e. noise for P-wave travel time picks and for
S-wave travel time picks). Instead of keeping the correction times
(for P and S waves) fixed at a reference station we keep the average

(across the network) of P- and S-wave station correction times to
be zero.

The choice of the proposal probability distribution, that is a Gaus-
sian one, theoretically does not affect the sampling of the posterior
distribution under the assumption of infinite long Markov chains. In
reality, the specific choice is important to achieve fast convergence
and thorough sampling of the posterior distribution. We choose a
Gaussian distribution with zero-mean and standard deviation s for
the proposal probability of the model perturbation. For example,
in the case of very small values of s, the progress in exploring
the model space will be small, getting ‘stuck’ in local misfit min-
ima, while the acceptance rate is large. In the opposite case of
very large values of s the acceptance rate will be decreased. Some
optimal values exist to provide fast convergence of the Markov
chains.

Since successive models along a Markov chain are not indepen-
dent, we thinned the chain by retaining only every 2000th sample of
the chain. All models before the convergence is achieved will be ig-
nored for further analysis (burn-in phase). After the burn-in phase,
we assume stationary sampling of the model space, thus generating
a large set of models well-fitting the data. Statistical properties (i.e.
mean, standard deviation, modes) of those models will be used to
calculate final P- and S-wave models, earthquake hypocentres and
correction times.
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Figure 7. Posterior distribution of V'p at selected depths (synthetic test). Blue
circles and associated error bars show the classical average values and their
standard deviation. Green circles and error bars show modified averages and
standard deviations. Note that the velocity distributions are not Gaussian,
but are more complex (several modes). Classical averaging to derive a final
model will fail. The prior distribution, a uniform distribution between 2
and 12 kms™' (bounds on Fp), is shown in light grey. The distribution at
~37 km depth appears to be rather blurred because it is located close to the
crust—mantle transition (‘Moho”).

Prior information, starting a Markov chain and
convergence assessment

Our original intention was to keep the amount of prior knowledge
at a minimum (i.e. assumptions, known velocity models prior inver-
sion). This choice is called non-informative prior distribution and
is used by us to avoid any potential dependence of our final model
on those assumptions or potentially uncertain prior information.

Thus, instead of starting a Markov chain from any prior given
model (P- and S-wave velocity model, earthquake hypocentres
known for the region) we started the chains with random initial
models: randomly chosen number of layers with random velocity
and Vp/Vs ratio, randomly distributed starting locations of hypocen-
tres, see Table 1.

Since the choice of the proposal probability of the parameters
(standard deviation in case of Gaussian, see Table 2) controls the
speed of chain convergence, we tested different s to determine op-
timal values, finally resulting in acceptance rates between 30 and
40 per cent. In addition to the choice of the proposal distributions,
we allowed for a very wide range of model properties, that is veloc-
ity values are bounded between 2 and 12 kms™! for P waves (divided
by~/3for respective S waves). This includes completely ‘unrealistic’

Bayesian earthquake hypocentre inversion 847

rock velocities and Vp/Vs ratios to avoid a truncation of the sam-
pling of the posterior distribution. We carefully checked that the
choice of these artificial boundaries does not affect the posterior.

We monitored the convergence of the Markov chains to make sure
that the posterior distribution of the final models is stationary. We
assumed that the sampling along a Markov chain became stationary
when the misfit and model dimension (number of layers) approached
an asymptotic value and only jittered around this value.

To accelerate the thorough sampling of the model space, we si-
multaneously started 1000 separate Markov chains, and combined
their output after the burn-in phase for further statistical analysis.
All of them investigated 1 million models. To accelerate the conver-
gence of an individual Markov chain we perturbed for the first 200
thousand models of an individual chain the earthquake hypocentres
only, then started the full exploration of velocity model space, noise
parameters and station corrections. We found that the burn-in phase
was finished starting from ~500 thousand models. The successive
models, all of them fitting the data very well, have been used to
derive statistical model properties, that is earthquake hypocentres,
P- and S-wave velocity models, noise hyper-parameters and station
corrections.

3 APPLICATION TO SYNTHETIC DATA

We applied the proposed algorithm to a synthetic data set for a
typical subduction zone scenario. The simple 1-D velocity model
consisted of two gradient layers and a velocity jump at 40 km depth
(‘Moho’). Note that the two gradient layers, although being quite
realistic in the context of crustal structures, pose a challenge to be
represented with constant value Voronoi cells (layers) and therefore
need a larger number of cells (layers) to be described with sufficient
accuracy. To simulate a realistic station distribution, we adapted
the locations of 130 stations of the TIPTEQ project (see Section
4). A synthetic data set of 220 earthquake locations was generated
consisting of randomly distributed earthquakes at an artificially
dipping surface (‘subduction zone quakes’) and in two vertical cur-
tains (‘crustal fault zones’). Station distribution, hypocentres and
velocity model are shown in Fig. 1. For the hypocentres, travel
times were calculated with a 3-D FD Eikonal solver (Podvin &
Lecomte 1991; Tryggvasson & Bergman 2006) and 0.1 s random
noise (RMS) and random stations corrections for P- and S-picks
(equally distributed between —1.0 and 1.0 s) were added. The data
set was limited to events located within the network (i.e. events
with a so-called ‘GAP’angle <180°. Altogether 9207 P-wave and
5874 S-wave picks were used for the joint inversion. The size of
the forward grid is the major factor controlling the CPU runtime
for the inversion. We tested different grid increments: 1 and 2 km,
resulting in grid sizes 0f 400 x 400 x 200 and 200 x 200 x 100, re-
spectively. We found no significant differences in the final inversion
results. Even sparse grid increments of 5 km, for which we would
expect larger errors related to the forward travel time calculations,
gave only slightly deteriorated final velocity models and earthquake
locations.

1000 Markov chains with completely randomized starting mod-
els (velocity structure, earthquake locations, but zero station cor-
rections) were used to investigate the model space. For the first
200 000 models only the earthquake locations have been perturbed,
followed by 500 000 more models with the complete set of model
perturbations. Typically, the point of stationary sampling of the
model space (end of burn-in phase, when the misfit is not signifi-
cantly decreasing any more) is reached after 500 000 models (see
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Figure 8. Evolution of earthquake locations (x—y and x—z plots) for 10 chains (left-hand panel) for one selected earthquake (synthetic test). The random starting
positions are indicated by green circles. Black lines show the ‘migration’ of the quake locations during the evolution of a chain. The blue dot shows the exact
position of the earthquake. On the right-hand side a histogram plot (zoomed-in heat map) of the final quake locations (post-burn-in) are shown. While the
epicentre location (white colour) fits the exact location (blue dot) very well and is quite narrow, the depth resolution (vertical axes of distribution) is significantly
poorer and the centre (white colour) is shifted by several hundred meters with respect to the exact location.

Fig. 2). The remaining 500 000 models are decimated by a factor
of 2000 and all models from the 1000 individual Markov chains
were combined. Since occasionally some Markov chains do not
converge to small data misfits (probably get ‘stuck’ in local mis-
fit minima), we decimated the models by removing 10 per cent of
the worst fitting ones (travel time misfits), similar to Shen et al.
(2013). The remaining models (~30000) show a generally small
misfit of ~0.1 s, which is coincident with the random noise level
added to the synthetic travel times. The algorithm needs roughly
between 10 and 15 layers to properly model the data (see Fig. 2,
top).

From these models we derived average and standard deviation
values for earthquake hypocentres, station corrections (Fig. 3) and
P-wave velocity and Vp/Vs ratio (Fig. 4). For the P-wave velocity
and Vp/Vs ratio models we additionally determined the maximum
posterior probability model (MAP). We observed that the poste-
rior distribution of velocity values in specific depth ranges is non-
Gaussian (see Fig. 7). The distribution appears to be a composite
of a Gaussian and another distribution. This leads to characteristic
shifts when calculating conventional average values to determine a
reference (mean) model. However, to be able to derive a reference
model, Ryberg & Haberland (2018) suggested a modified averaging
procedure (in the following we use the term modified averages). Es-
sentially, only velocity value samples with a probability exceeding
the prior distribution are taken into account to calculate averages and
standard deviations. Details can be found in Ryberg & Haberland
(2018).

Another problem when determining earthquake hypocentres
might occur when a hypocentre approaches the model boundaries
(e.g. close to the surface). Their posterior distribution might be

clipped by the model boundaries and a conventional averaging pro-
cedure will result in biased values. Although not done in the present
analysis, this could be overcome by fitting a truncated Gaussian dis-
tribution function with its respective mean and standard deviation.

As seen in Fig. 3, the synthetic hypocentres are precisely re-
covered (synthetic and recovered positions almost plot on top of
each other, with bars indicating the uncertainty (1o7) almost invis-
ible at this map scale). A closer look at the differences between
the synthetic and the recovered values (histograms in Fig. 5) indi-
cates that this is in particularly true for the epicentral coordinates
and the station corrections (the differences between synthetic and
recovered parameters have almost zero mean and standard devia-
tions of ~250 m and ~0.04 s, respectively). The depths and origin
times are somewhat less well recovered (also almost zero mean but
with larger standard deviations of ~600 m and ~0.2 s, respectively)
hence indicating a trade-off of the latter parameters.

The modified averages of all hypocentres (after completion of
the burn-in phase; only every 2000th analysed) seem to be a good
measure for the ‘final’ (reference) hypocentre positions since they
coincide to a very large extent with the synthetic (input) locations.
Fig. 8 (left-hand panel) shows the convergence of the hypocentre
positions towards the synthetic locations for 10 arbitrarily selected
chains. The heat map in Fig. 8 (right-hand panel) shows the peaked
distribution of all hypocentre positions after the burn-in phase, with
the average hypocentre location hitting the synthetic location while
the depths are more scattered hence indicating a larger uncertainty
of the depth coordinate. The uncertainty of the depth estimates
is obviously depth-dependent and in the range between 700 and
1500 m (Fig. 6). The epicentral uncertainty (1o ) for our synthetic
data set is better than 500 m.
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Figure 9. Distribution of earthquakes (red circles with uncertainties) and stations (light blue circles) derived from the inversion of the real data. Station
corrections are indicated by open circles (negative corrections) and crosses (positive corrections). Note that the depth uncertainty of earthquakes is significantly

larger than for the epicentral locations.

Also the synthetic velocities are well resembled by the averages
of all inferred velocity models (post burn in; only every 2000th
model considered), and the standard deviations of the velocities of
all models after the burn-in phase are in the order of 0.2 km s~ down
to a depth of around 60 km (Fig. 4). Very large standard deviations
below 60 km indicate the depth limit of resolution.

The average velocities (red line in Fig. 4) show a smooth in-
creasing trend nicely resembling the synthetic model (black line in
Fig. 4) while the heat-map plot of Fig. 4 indicates rather a step-like
behaviour. Fig. 7 shows examples where the posterior distribution
of Vp can be multi-modal and is typically non-Gaussian. As dis-
cussed above, instead of showing the conventional average velocity
values, a modified averaging procedure was used.

4 APPLICATION TO REAL DATA

In a second example we apply our method to real data from a tem-
porary, amphibious, local seismic network deployed 2004/2005 in
South-Central Chile. The network, which ran for ~1 yr, consisted
of up to 130 seismic stations, 10 of them OBS/OBH stations. These

stations were deployed in a region of ~200 by 300 km at the western
South American margin south of the City of Concepcion. Average
station spacings were in the order of 7 km in the central part of the
network, decreasing to around 40 km at the periphery. In the current
study we used a high-quality subset of 220 local earthquakes with
a total of 8988 P and 5766 S picks which were manually deter-
mined. We only used events with GAP < 180° and at least 10 P and
5 S observations. The maximum hypocentre depth was ~120 km
and multiple events at the same time were removed. The observed
earthquakes were located at the plate interface between the oceanic
Nazca Plate and the South American continent, within the sub-
ducting plate (intermediate depth seismicity) as well as within the
continental crust, mainly along continental transverse faults. More
details of the network and the data set can be found in Haberland
et al. (2006) and Haberland et al. (2009).

The McMC search of the real data was conducted in the same
way as for the synthetic data (see above). The detailed results are
shown in Figs 9-11. The uncertainties of the epicentres are small
(0~750 m) while, similar to the synthetic example, in depth they
are much larger and reach 3.5 km for the real data set (Fig. 9).
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Figure 10. Recovered Vp and Vp/Vs models (real data example), similar to Fig. 4. Note that the velocity models are well recovered down to ~65 km depth

(indicated by small standard deviations).

For comparison, Haberland et al. (2006) gave location uncertainty
estimates based on relocations of shots with known locations and
origin times (see also below) of 1 km horizontally and 500 m ver-
tically. The derived pick noise is ~0.27 s for P-picks and ~0.34 s
for S-picks. The heat map and the maximum probability velocity
models show a step-like behaviour with roughly 4 layers for V'p with
increasing velocity from 6.3 to 8.2 kms™'. Not unexpectedly, the
average Vp values have a much smoother course with o in the range
between 0.25 and 0.75 kms™' down to a depth of 65 km. Much
larger o values at depths greater than 65 km depict the resolution
limit. Vp/Vs ratios are around 1.75 at depths shallower than 40 km,
slightly decreasing toward greater depth. On average, the algorithm
tends to need ~12 layers to appropriately fit the real data. In Haber-
land et al. (2006) the parametrization of the (final) model was set
to 18 layers.

Overall, the results agree very well with the previous results from
Haberland e al. 2006 derived with the velest program (Kissling et al.
1994; see Fig. 11). The epicentral differences between the McMC
locations and velest locations have almost zero mean and a o of
2.0 km in the x-direction and 1.0 km in the y-direction. Depths are
systematically shifted by roughly 3 km toward greater depth with a
o of ~ 3.7 km. Station corrections are perfectly matched, and also
the origin times correspond very nicely.

As an additional test we inverted arrival time data of seismic
borehole blasts from a concurrent controlled source experiment (see
Haberland ez al. 2006 for details) with known locations and origin

times. The shots were recorded by the seismological network. We
kept the previously determined velocity model and station correc-
tions determined with the McMC method fixed and inverted the
arrival times of the seismic waves (mainly P-arrival times) for the
source locations only. Fig. 12 shows the differences between the
recovered and known shot coordinates. As in a similar relocation
test using velest (Haberland et al. 2006), the shot locations could
be well recovered with a few hundred meters accuracy and with a
slight tendency to larger source depths. The latter could be related
to our relatively simple approach to account for the effect of station
elevations on the travel time calculation in our McMC routine in
the current version (see above), which is probably not ideal for very
shallow sources.

5 DISCUSSION AND CONCLUSIONS

With our method we closely follow the general approach to simul-
taneously derive hypocentre coordinates, origin times, station cor-
rections and velocity structure as it has been proposed for example
by Thurber (1983) for the 3-D case and Kissling et al. (1994) for the
1-D case. The simultaneous inversion for structure and hypocentres
is required because the source location and the velocity structure
are inherently linked to each other (hypocentre — velocity coupling,
e.g. Kissling 1988, Thurber 1992; Kissling et al. 1994). Assuming
a limited number of travel time observations, a limited aperture of
the network, finite inter-station distances and noise (e.g. travel time
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Figure 11. Comparison of McMC recovered velocity models with those derived by velest (top). The black line shows the Vp (Vp/Vs) model derived by the
velest (Kissling et al. 1994) method. The red line represents the average Vp (Vp/Vs), the grey region shows the one o uncertainty and the green line is the
model with the maximum probability. The bottom panels show the distribution of the differences of the quake epicentral coordinates and depth. The middle
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0202 ABIN Z| UO Josn ulsjsulg Uaq|y SxIedsyeyosuassIA sap seuolidig Ad 6v60.¥S/0v8/2/81z0esqe-ajoiueB/woo dno-owapese/:sdpy wolj papeojumoq



852 T. Ryberg and Ch. Haberland

10
Pz
N
12 0 10
<AX>=0.04km <AY>=-0.09km
1.0 0=0.65km 0=0.43km
g 0.5 ° o
E. ° i. ° ¢
£ 00 o |38 8 °e
.31:3 ° oo O'. ° ¢
= ) '. )
N @ o o
]
-1.0 ° °
N
-1.5
10 0 10
<AZ>=0.57km
-0.5 0=0.67km
T oL
< 00— I
3 “
§ o Pa ° o
2 0.5 ® % |e o ®°
2 ] ..
2 1.0
o e ©
1.5 o
2.0

-15 -10 -05 00 05 10 15
X difference [km]

Figure 12. Misfits and misfit distributions (top and right) of recovered
coordinates of 45 blasts with known locations and origin times. The velocity
models and station corrections previously determined in Figs 9 and 10
were used to determine the event locations. While the misfits of epicentral
coordinates are small the depth recovery is somewhat poorer and appears to
be slightly shifted.

pick errors), earthquakes could be a bit deeper (or more distant or
happen earlier) and velocities higher, and vice versa (within limits).
Inthe 1-D case, the station corrections form an important ingredient
since they account for all deviations of the ‘real world’ data from
the 1-D simplification.

In contrast to the traditional inversions utilizing linearised and
regularized formal inversions such as damped least squares we ap-
ply a hierarchical, transdimensional Monte Carlo Markov Chain
algorithm. As shown in the synthetic example the algorithm per-
forms very well and recovers—of course depending on the amount
of synthetic noise added—the synthetic input model (hypocentre
coordinates, origin times, velocity model and station corrections)
precisely without making any assumption about starting velocity
models and initial earthquake location. The entire McMC inversion
procedure needs only very minor prior information: a very (unre-
alistic) wide range of velocity boundaries, upper and lower limits
of station corrections and data noise levels. We carefully checked

if these ‘technical’ boundaries might have an impact on our final
models, but found no influence whatsoever.

The results of the McMC inversion of the real data are very sim-
ilar to the results derived by a conventional (i.e. velest) inversion
(Haberland ez al. 2006). This is particularly true for the epicentral
positions, whereas we notice a systematic shift of the focal depths
towards slightly greater depths (~2 km). The derived velocity mod-
els, in particular the reference model based on the maximum likely
model (mode), correspond very well with the velest model in the
upper part, whereas in the lower part (of the crust) the velocities
derived by the McMC search are slightly smaller. This could be
one reason for the larger earthquake depths derived by the McMC
method. Moreover, the McMC velocity models reach mantle veloc-
ities at depths larger than 50-55 km (most visible in the reference
model based on the maximum likely model (mode); Fig. 11). In
the velest model these velocities were reached at greater depth (not
well resolved). Overall, the results of the McMC inversion nicely
confirm the reliability and quality of hypocentres determined by
velest. We would like to point out that the hypocentre uncertainty
derived in our McMC inversion takes into account the uncertainties
of the velocity model.

It has to be mentioned that the velest locations had been care-
fully calculated (Haberland ef al. 2006) including several location
runs with a wide range of initial models (so-called ‘minimum 1-
D model’; see e.g. Kissling ef al. 1984, 1994). Furthermore, the
TIPTEQ data set was carefully quality-checked and selected, only
incorporating earthquakes located within the network and with a
relatively large number of high-quality observations per event (out-
liers removed). Studying the performance of our McMC method for
data sets with very noisy data (which we expect for example for au-
tomatic picks), sparse data (sparse networks or very small events)
or events outside the network will be important topics of future
investigations. Furthermore, in contrast to the previous velest inver-
sion we have not used the pick quality (weights) assigned to each
individual pick. This could explain possible differences between the
results from the two methods. Instead, we obtained the data noise
from the McMC search. However, incorporating individual noise
inversion for each quality class (or a similar consideration of the
quality/weights in the McMC search) would be straight forward and
will be targeted in the future.

We would like to emphasize that we strictly followed a minimum
prior knowledge approach. Accordingly, we start our inversion runs
with random initial values for almost all parameters (i.e. hypocen-
tres, velocity model, station corrections, initial number of model
points) and use wide bounds on the velocities (priors). We think
that this approach makes full use of the McMC potential and yields
the globally best fitting model(s). Of course, all this comes at a
certain price: A typical McMC search for the data sets presented in
this paper (~200 earthquakes, ~120 stations) takes about 8 hours
(1000 chains on 1000 CPUs) when using a forward grid spacing
of 2 km. Eventually, the successful relocation of the shots with
known locations and origin times confirms the usefulness of the de-
rived 1-D velocity model (and station corrections) and the proposed
method.

Our future efforts will concentrate on extending our McMC
method to 3-D velocity models thus yielding a full simultaneous
inversion for hypocentres and 3-D velocity structure (commonly
termed local earthquake tomography; e.g. the simul2000 software;
Thurber 1983, 1993; Eberhart-Phillips 1993) using the hierarchi-
cal, transdimensional McMC approach (similar to Agostinetti ez al.
2015). In the meantime, the results of the 1-D McMC search, both
with respect to velocity models and hypocentral parameters, will
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form well suited initial data (starting locations and initial 1-D
model) for conventional tomographic inversions.
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