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Abstract The Kp index is a measure of the midlatitude global geomagnetic activity and represents
short-term magnetic variations driven by solar wind plasma and interplanetary magnetic field. The Kp
index is one of the most widely used indicators for space weather alerts and serves as input to various
models, such as for the thermosphere and the radiation belts. It is therefore crucial to predict the Kp index
accurately. Previous work in this area has mostly employed artificial neural networks to nowcast Kp, based
their inferences on the recent history of Kp and on solar wind measurements at L1. In this study, we
systematically test how different machine learning techniques perform on the task of nowcasting and
forecasting Kp for prediction horizons of up to 12 hr. Additionally, we investigate different methods of
machine learning and information theory for selecting the optimal inputs to a predictive model. We
illustrate how these methods can be applied to select the most important inputs to a predictive model of Kp
and to significantly reduce input dimensionality. We compare our best performing models based on a
reduced set of optimal inputs with the existing models of Kp, using different test intervals, and show how
this selection can affect model performance.

1. Introduction
The Kp index is one of the most widely used global measures of geomagnetic activity. It is used as an input to
many scientific applications, including the parameterization of ionospheric ion outflow (Yau et al., 2011) and
aurora particle precipitation (Emery et al., 2008) in the ionosphere, thermosphere (Bruinsma et al., 2018),
hot plasma particle density (Denton et al., 2016; Korth et al., 1999), cold plasma density in the plasmasphere
(Goldstein et al., 2014; Maynard & Chen, 1975; Pierrard et al., 2009; Zhelavskaya et al., 2017), plasmapause
location (Carpenter & Anderson, 1992), and radiation belt models and wave parameterizations (Agapitov
et al., 2015; Brautigam & Albert, 2000; Orlova et al., 2014; Ozeke et al., 2014; Shprits et al., 2007) in mag-
netospheric physics, among others. It is therefore important to predict the Kp index accurately in order to
produce most reliable forecasts in the aforementioned areas.

A number of models for Kp index prediction have been developed in the past decades. All these models use
solar wind parameters measured at L1 as an input, and the Kp index is their only output. Various methods
were employed to develop these models. The first two models predicting Kp, Costello (1998) and Boberg et al.
(2000), used feedforward neural networks (FNNs), a type of artificial neural networks often used for solving
regression, classification, and clusterization problems. Wing et al. (2005) employed FNNs and recurrent
neural networks to develop a predictive model of Kp and have shown that both types of networks have a
similar performance. Recent studies by Bala and Reiff (2012) and Wintoft et al. (2017) have also employed
FNNs for the Kp prediction. Tan et al. (2018) have used long-short-term memory, an artificial recurrent
neural network architecture used in the field of deep learning that is powerful for processing sequential
data such as sound, natural language, or other complex time series. Alternative methodologies, such as the
nonlinear autoregressive moving average with exogenous inputs algorithm and support vector machines,
were employed in (Balikhin et al., 2001; Boaghe et al., 2001; Ji et al., 2013); and Wang et al. (2015).

The models listed above were developed using different machine learning techniques. They were trained and
tested using data from different time intervals (depending on the data availability but also on the choice of
the training and testing time intervals made by the authors). The inputs to the models were also constructed
differently in different studies. This makes it difficult to compare models and objectively evaluate progress.
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Thus, it is also unclear whether another new modeling technique or a different way of constructing the
inputs can improve the quality of the predictions. It has also not been systematically investigated whether
it is the use of solar wind measurements at L1 as input that sets a limit to the prediction accuracy, since the
single point observations around L1 cannot fully capture the complex solar wind-magnetosphere coupling.

In this study, we investigate what brings the most improvement to the model accuracy and whether there is a
limit to the prediction accuracy set by using solar wind measurements at L1 as input to a model. We perform
such an analysis by applying different machine learning modeling techniques to develop predictive models
of Kp for different prediction horizons up to 12 hr and comparing their performance. We focus our analysis
on three algorithms: Linear Regression (LR), artificial FNN (Bishop, 2006; Goodfellow et al., 2016), and
Gradient Boosting (GB) (Friedman, 2001). We use LR as a benchmark for comparison with nonlinear (FNN)
and ensemble-based (GB) models. We use the same validation technique and the same time intervals to
train and validate the models and in doing so create an unbiased technique to validate and compare models.
This analysis step helps determine to what extent the chosen modeling approach affects the accuracy of
predictions for different prediction horizons.

We also compare how different approaches for constructing input variables to the models affect the accuracy
of predictions. Additionally, we test different machine learning and information theoretical methods for
optimal input selection. The motivation to explore methods for optimal input selection (also called feature
selection in machine learning) is to identify the most important solar wind drivers to predict the Kp index.
As the number of inputs to a model (or features) grows very quickly when their cadence is increased or
when more time history is included, it becomes difficult to interpret the physical importance of each input
variable and can also increase the training time. Feature selection methods allow us to find a subset of the
most important inputs that contain a sufficient amount of information to model the target variable (here,
Kp) and, at the same time, to achieve good accuracy of the predictions. We investigate feature selection
procedures based on the following methods: Fast Function Extraction (FFX) (McConaghy, 2011), Random
Forest (RF) (Ho, 1995), Mutual Information Maximization (MIM) (Bollacker & Ghosh, 1996), and Maximum
Relevancy Minimum Redundancy (MRMR) (Ding & Peng, 2005; Peng et al., 2005). The RF algorithm is often
used for feature selection and is implemented in many machine learning packages. The feature selection
method based on the FFX algorithm makes use of the intrinsic feature selection of FFX and the K-fold
cross-validation and is developed in this work. The last two methods are based on the concept of mutual
information (MI).

Finally, we compare the best performing models to the previous predictive models of Kp using different time
intervals for testing to illustrate the importance of choice of testing interval and how it can affect the model
performance.

The structure of the paper is as follows: In section 2, we provide a brief description of the machine learning
algorithms and feature selection methods used in this work. In section 3, we describe the data, the training
and validation methodology, and the hyperparameter selection for all considered methods. In section 4, we
present the comparison of the machine learning methods and results of the selection of input variables. We
also present the comparison of our best performing models to the existing ones. Finally, we summarize the
main results of the paper in section 5.

2. Machine Learning Background
This section provides a brief description of the algorithms used in this work. The description is intended to
provide the reader with an overview of these methods, while more details of each method can be found in
the references therein. Section 2.1 provides an overview of the algorithms used in this study to develop the
predictive model of the Kp index, namely, GB, FNNs, and LR. Section 2.2 describes the procedures for opti-
mal feature selection that we employ in this work based on FFX, RF, and information theoretical methods,
namely, MIM and MRMR.

2.1. Machine Learning Algorithms for Model Development
FNN. FNNs are a type of artificial neural network inspired by the way biological neural networks in our
brain process information (Bishop, 2006; Goodfellow et al., 2016). FNNs are used for solving regression, clas-
sification, and clusterization problems. In regression problems, they are used to find multivariate nonlinear
relationships between the input and the output variables. An FNN consists of an input layer, an output layer,
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Figure 1. A schematic representation of (a) Feedforward Neural Network, (b) Gradient Boosting, (c) Linear
Regression, (d) Fast Function Extraction, (e) Random Forest, (f) Mutual Information methods for model construction
and feature selection used in this work.

and a number of hidden layers. Its schematic representation is shown in Figure 1a for the case of a network
with one hidden layer. Each node in the layer is a neuron, which can be thought of as the basic processing
unit of a neural network. In the FNN, each neuron is connected to all neurons in the preceding and succeed-
ing layer; neurons of the same layer are not connected. Each connection between two neurons in an FNN
has a weight associated to it. The information in the FNN moves only forward, from the input to the output
with no feedback connections or loops. An FNN is applied to solve a specific problem after it is trained on
a set of data pertaining to this problem. Training is an optimization procedure, in which the weights (the
internal parameters of the network) are tuned using the training set of data so that the difference between
the network output and the actual target variable is minimal. A description of FNNs applied to space physics
problems can be found in Chu, Bortnik, Li, Ma, Angelopoulos, et al. (2017), Chu, Bortnik, Li, Ma, Denton,
et al. (2017), Zhelavskaya et al. (2017), and Zhelavskaya et al. (2018). In this work, we use the MATLAB Deep
Learning Toolbox to train neural networks (https://mathworks.com/products/deep-learning.html).

GB. GB is an ensemble machine learning algorithm for solving classification and regression problems. It
combines the outputs of many simple prediction models to obtain a more accurate prediction (Friedman,
2001). Boosting iteratively produces a hierarchy of these models, as shown in Figure 1b. These models
are referred to as weak classifiers/regressors. In GB, each weak model is typically a shallow decision tree
(Breiman et al., 1984). In a regression problem, the first model is trained to fit the actual output, and then
every new model is trained to fit the residual between the actual target variable and the prediction value
given by the previous model. The prediction is then given by a weighted linear combination of outputs of
each weak model. The weights of that linear combination and internal parameters of each decision tree of
the ensemble, such as the maximum tree depth, are determined during the training phase. In GB, training
is performed using gradient descent minimization of the target cost function in a functional space. We use
the python xgboost library to implement the GB algorithm (https://xgboost.readthedocs.io/en/latest/).

LR. LR is a linear approach to modeling the relationship between a scalar-dependent variable and one or
more explanatory variables. The fit to the data is obtained using a maximum likelihood estimator (Bishop,
2006). LR algorithms may perform worse than other nonlinear methods (e.g., neural networks) in prac-
tice, since they are only able to model a linear relationship between input and output variables. On the
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other hand, especially in regression problems, they provide an analytic expression and allow for the inter-
pretability of the result. We use the python sklearn library for LR (https://scikit-learn.org/stable/modules/
generated/sklearn.linear_model.LinearRegression.html).

2.2. Feature Selection Procedures
Feature selection based on FFX . The FFE algorithm is a deterministic scalable algorithm for symbolic
regression problems (McConaghy, 2011). Symbolic regression is a type of regression, in which the model
is constructed by searching the space of mathematical expressions for the optimal combination of expres-
sions, that is, the combination of mathematical blocks that best fits to a given data set in terms of accuracy
and simplicity. These mathematical blocks are usually represented by a set of basis functions (e.g., polyno-
mial functions, and exponential functions) that is used and combined iteratively to obtain more complex
functions of the input variables. The FFX algorithm uses a deterministic procedure to build new regression
functions in each iteration and allows for faster training times and prototyping, in comparison to other more
general symbolic regression schemes, such as genetic programming (Koza, 1992). The choice of the basis
functions determines the class of solutions for a specific problem. Typically, a polynomial basis augmented
by nonlinear basis elements (such as max or min functions) is used to model quasi linear systems and still
obtain much better performance than simpler LR schemes. In that sense, symbolic regression constitutes a
natural nonlinear extension to LR models, by allowing an interpretation of the result and, at the same time,
improving the accuracy by adding nonlinear elements to the solution.

The FFX algorithm performs an internal feature selection by building symbolic expressions using only a
subset of input variables. As the input data set changes, different variables may appear in the expression
of the final trained model. In the context of a K-fold cross-validation procedure (described in section 3.3),
a number of different models are obtained by training on different training/validation partitions. Given
this set of models, we develop the following feature selection procedure. We fix a threshold integer value
k ∈ [1…N], where N is the total number of trained model instances (N = 5 × 10 for 5-fold CV with 10
repetitions). Only those input variables that appear in at least k of the trained model instances are extracted.
As k approaches N, the set of extracted variables is reduced: For k = N, only those variables that appear in
every trained model are selected. Thus, the FFX algorithm provides a definitive number of selected features
for each threshold k. Contrary to the RF feature selection procedure described below, no ranking among
the selected variables is obtained (they are considered to be equally important). The library used for this
algorithm can be found at https://github.com/natekupp/ffx.

Feature selection based on RF. The forest of random trees, or more commonly, the RF algorithm, is an ensem-
ble machine learning algorithm for classification and regression problems that can also be used for the input
selection (Breiman, 2001; Ho, 1995). RF is based on decision trees (Breiman et al., 1984), similarly to GB, but
in RF, each decision tree is fitted directly to the target variable; thus, all trees can be trained in parallel. Two
points should be noted regarding the way the trees in the RF ensemble are constructed. First, each decision
tree in the ensemble is built using the bootstrapped version of the initial training data set. Bootstrapping is an
algorithm that produces replicas of a data set by performing random sampling with replacement. Therefore,
each decision tree is built using a slightly modified version of the initial data set. Second, each decision tree
is trained using a subset of inputs drawn randomly from the whole set of inputs, which makes the resulting
trees uncorrelated to each other (Breiman, 2001). The output of the final model is the average of predictions
made by all decision trees in the ensemble. Its schematic representation is shown in Figure 1e.

The RF algorithm can be used to rank the importance of variables in a regression or classification prob-
lem (Breiman, 2001) and perform optimal feature selection and therefore reduce the input dimensionality.
The method is referred to as feature importance extraction and is based on the Gini importance or mean
decrease impurity concept (Ho, 1995). The method returns an ordered list of input features according to
the value of the mean decrease impurity, with the sum of the mean impurities over all variables being
unity. To select a reduced number of input features a threshold value T, 0 < T < 1, is fixed, and only
those variables, the ordered cumulative sum of which is as close as possible to the threshold T, are selected.
The selection of this threshold is usually performed empirically. We used the sklearn library to imple-
ment the RF regression algorithm (https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.
RandomForestRegressor.html).

Feature selection based on MI. MI is a concept of information theory that can be used to study the relation-
ships between different variables (usually input and target variables of a model). It is not a machine learning
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algorithm by itself but can be used for feature selection and, therefore, we present a brief description of it.
MI between two variables X and Y is a measure that quantifies the amount of information obtained about
one variable through the other variable. It is defined as

I(X ,Y ) = ∫X∫Y
p(x, 𝑦) log

(
p(x, 𝑦)

p(x)p(𝑦)

)
dxd𝑦, (1)

where p(x, y) is the joint probability density function of X and Y and p(x) and p(y) are the marginal density
functions. MI determines how similar the joint distribution p(x, y) is to the product of the marginal distri-
butions p(x) and p(y). If X and Y are independent, then p(x, y) is equal to p(x)p(y), and the integral in (1) is
equal to zero. In practice, the probability distribution functions can be obtained by discretizing variables X
and Y and using an alternative definition of MI utilizing the concept of Shannon entropy:

I(X ,Y ) = H(X) + H(Y ) − H(X ,Y ), (2)

where H(X) and H(Y) are entropies of X and Y , respectively, and H(X,Y) is their joint entropy. Entropy is a
measure of uncertainty of a variable, and entropies of discrete variables are defined as

H(X) = −
∑

p(x) log p(x), H(Y ) = −
∑

p(𝑦) log p(𝑦),

H(X ,Y ) = −
∑∑

p(x, 𝑦) log p(x, 𝑦).
(3)

A more detailed description of MI and other concepts of information theory and their application in space
physics can be found in Wing and Johnson (2019). Below, two methods based on the MI that are used in this
work are described.

MIM. The MIM feature selection algorithm employs the concept of MI and selects input features that max-
imize the MI between them and the target variable. Formally, if St−1 =

{
X𝑓1

, … ,X𝑓t−1

}
is the set of selected

features at time step t − 1, where fi is the input feature selected at time step i, MIM selects the next input
feature ft by solving the following optimization problem:

𝑓t = arg max
i∉St−1

I(Xi,Y ), (4)

where Xi is the input variable that is not yet included in the set of selected features St−1 and Y is the target
variable. Simply stated, MIM selects input variables that have the largest MI with the target variable and
ranks them according to their MI with the target variable. MIM makes the following assumptions:

• Assumption 1: The selected features XS are independent and are also class-conditionally independent,
given the unselected feature under consideration Xk (i.e., the knowledge of the unselected feature does not
give additional knowledge of the selected features). Here, XS is the reduced data set containing selected
features.

• Assumption 2: All features are pairwise class-conditionally independent, that is, p(Xi,Xj|Y) =
p(Xi|Y)p(Xj|Y), meaning that

∑
I(X𝑗 ,Xk|Y ) is zero.

• Assumption 3: All features are pairwise independent, that is, p(Xi,Xj) = p(Xi)p(Xj), meaning that∑
I(X𝑗 ,Xk) is zero.

These assumptions may not always hold in practice; therefore, MIM is not widely used as it can have a poor
performance. Nevertheless, we include it for comparison and illustrative purposes.

Maximum Relevancy Minimum Redundancy (MRR). The MRMR algorithm also employs the concept of MI,
similarly to MIM, but adds another term to the optimization problem in selecting the next input feature:

𝑓t = arg max
i∉St−1

I(Xi,Y ) − 𝛼

t−1∑
k=1

I(X𝑓k
,Xi), 𝛼 = 1

(t − 1)
, (5)

where I(X𝑓k
,Xi) denotes MI between already selected input variables X𝑓k

in St−1 and candidates for the new
input variable. Therefore, this method accounts not only for the “relevancy” of features, as in MIM, but also
for the “redundancy” of information brought by new input features, that is expressed by the last term in (5).
Even if MI of a new input variable with the target variable is large, it may be strongly correlated with already
selected input variables in XS and may therefore not bring in any new information. Therefore, other variables
that minimize the redundancy factor with already selected inputs will be selected by MRMR. MRMR makes
the assumptions 1 and 2 described above.

Both the MIM and MRMR feature selection algorithms provide a ranking of the the variables in the order
of importance. The number of variables to be selected is usually chosen empirically.
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Table 1
Considered Inputs for All Prediction Horizons

Solar wind and IMF parameter B,Bx ,By,Bz,Vsw,nProt

Aggregate functions avg, min, max
Time windows, hr (here, current time is hr 0) 0–1, 1–2, … , 8–9
Other inputs sin(2𝜋T∕24), cos(2𝜋T∕24), sin(2𝜋D∕365), cos(2𝜋D∕365)

3. Data and Methodology
3.1. Data
We use solar wind and interplanetary magnetic field (IMF) data from NASA's OMNIWeb data service during
the time period of 1998–2017, to construct the input to our machine learning models. Specifically, we use
1-min resolution measurements of solar wind speed, proton density, total interplanetary magnetic field B,
and interplanetary magnetic field components Bx,By,Bz in the GSM coordinate frame. Using solar wind data
with 1-minute resolution allows better capturing spikes and minima in the solar wind parameter, compared
to data with 5-min or 1-hr resolutions. The Kp index, that is, the target variable or the model output, is
obtained from the GFZ Potsdam website (https://www.gfz-potsdam.de/en/kp-index/) and has a three-hr
cadence.

3.2. Model Inputs
A variety of solar wind parameters and their derivatives, such as their time history or solar wind coupling
functions (Newell et al., 2007), can be used as inputs to predictive models of Kp. Here, we consider a limited
number of solar wind parameters and their time history as inputs. Specifically, we consider the solar wind
speed (Vsw), proton density (nProt), IMF components Bx, By, Bz, and the total IMF magnitude B. We then
construct minimum, maximum, and average values of these variables over 1-hr time windows (starting from
0-1 to 8-9 hr previous to the current time) and use them as inputs to our models. In some of the previous
studies, 3-hr time windows were used to construct the inputs (e.g.,Bala & Reiff, 2012; Wintoft et al., 2017).
We test how the window size affects the model performance by comparing the performance of models based
on 1- and 3-hr inputs in section 4.2 (Figure 4).

To take into account possible seasonal variation, we also include indicators of day of the year and time of
the day represented by sin(2𝜋T∕24), cos(2𝜋T∕24), sin(2𝜋D∕365), cos(2𝜋D∕365), where T is the UT hour of
the day and D is day of the year, following Wintoft et al. (2017).

In total, the considered variables comprise 166 input features. The output of the model is the Kp index with
3-hr cadence. One data sample corresponds to one Kp value in our data set (we do not interpolate Kp to
1-min cadence of the solar wind data); therefore, the number of data samples in the full data set for the
1998–2017 period is 58,439 and corresponds to the number of Kp values over this period. Please refer to
Table 1 for a summary of the inputs.

3.3. Training and Validation Setup
We use a repeated K-fold cross-validation procedure with K = 5 folds and 10 repetitions in order to evaluate
the performance of different models (i.e., obtain estimates of the mean and standard deviation of the training
and validation errors) and compare them with each other.

In K-fold cross validation, the available data set is split into K folds, where one fold is used for validation
and the remaining K − 1 folds are used for training (validation data are not shown to the model during
training). This procedure is implemented K times with different validation fold each time. In a repeated
K-fold cross-validation (CV), this procedure is repeated multiple times (here we choose 10), where in each
repetition, the folds are split differently. After each repetition, model assessment metrics are computed (e.g.,
RMSE, and linear correlation coefficient), and then the scores from all repetitions are averaged to obtain
the final model assessment score. In a fivefold CV with 10 repetitions, we train 50 model instances and
compute/obtain 50 values of training and validation errors and use them to calculate the mean of model
assessment scores. Such a repeated CV procedure produces a more robust assessment score than if CV is
performed only once, and especially if only one hold-out test set is used instead of the CV procedure. A
repeated CV also gives an idea about the variance of a model by examining the standard deviation of the
model error. A high standard deviation indicates that the model produces different results when trained on
different data splits and, therefore, has a high variance. Models with low standard deviation of error are
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desirable, since they perform similarly on different data splits and are therefore robust. Additionally, we
withhold a separate test set comprising 10% of all data before the start of the CV procedure for the final
model evaluation.

Since the data under consideration are a time series, the neighboring data points may be strongly correlated.
Consequently, random splitting into training and validation sets may lead to correlations between these two
sets. At the same time, if the data are split into CV folds sequentially, the distribution of the target variable
in different validation folds can be significantly different, for example, it may occur that high Kp values are
present only in the validation or only in the training data set. To avoid both of these unwanted scenarios,
we implement an intermediate procedure. We first split all data into 35-day blocks sequential in time and
then assign these 35-day blocks randomly to the CV folds. The reason for using a 35-day block length is to
avoid the possible effect of 27-day recurrence caused by the rotation of the sun. Each block contains 280
measurements, and in total, we obtain 209 blocks using this procedure. Finally, the sizes of the training and
validation sets for different CV splits comprise 41,918 and 10,640 data samples, respectively, and the test set
5880.

3.4. Hyperparameter Optimization
Hyperparameter optimization is an essential step of the optimal model selection. It is performed to find the
model complexity that is appropriate for a specific regression or classification problem, so that the model
does not underfit (its complexity is too low) or overfit (the complexity is too high) the training data. Each
of the machine learning algorithms described in section 2 has a specific set of hyperparameters that can be
tuned.

FNNs. We employ a single hidden layer neural network. One hidden layer is typically sufficient to approx-
imate a continuous function (Cybenko, 1989). The number of neurons in the input layer is equal to the
number of inputs, and only one neuron is present in the output layer, which outputs the predicted value of
the Kp index. Therefore, the main hyperparameter to tune is the number of neurons in the hidden layer.
The choice of the number of neurons is made using a grid search, and an optimal number of 19 neurons was
determined when using all the 166 input variables for all horizons. Due to the shallowness of the network,
we employ a second-order optimization method based on the Levenberg-Marquardt algorithm to train the
networks (provided by the Matlab Deep Learning toolbox).

GB. As given by the xgboost python library (https://xgboost.readthedocs.io/en/latest/), the GB regression
algorithm has 15 hyperparameters. Since the sensitivity of the results on many of them is negligible, we
focus on tuning the three most important parameters: the number of estimators (i.e., the number of trees
in the ensemble), the learning rate (regulates the step of the gradient descent), and the maximum depth of
each tree (controls the complexity of the model and therefore affects overfitting). Using the grid search, we
find that 100 estimators and a learning rate of 0.08 lead to the best performance on the validation set for
all prediction horizons. Regarding the max depth of trees, we find that a max depth of 5 provides a good
performance on the validation set and, at the same time, limits overfitting.

LR. The LR algorithm does not require hyperparameter optimization. The model complexity is low enough
to avoid overfitting and, therefore, no regularization is necessary. The bias of the model is relatively high,
however, due to the insufficiency of the model to perform well on the nonlinear task and cannot be mitigated
unless opting for more complex, nonlinear models, or using more sophisticated input features constructed
from the solar wind parameters (i.e., solar wind coupling functions).

FFX . The FFX algorithm has a number of hyperparameters to optimize in the FFX python package (five
parameters corresponding to the choice of the basis functions that can be selected by a user, and eight other
default parameters that were optimized by McConaghy, 2011). The most important is the choice of the basis
functions. We obtained the best model performance by including single variables, the interaction terms that
allow building low-order polynomials in the input variables (e.g., x1 × x2 or x2

1), and hinge functions (i.e.,
max and min functions) to introduce nonlinear thresholds.

RF. The hyperparameter search for the random forest algorithm is similar to that of GB. RF has 12 hyper-
parameters to optimize. We focus on the two main parameters that control the complexity of the model: the
number of estimators and the maximum depth of each element of the ensemble. Using the grid search, we
find that the optimal values are 30 estimators in the ensemble and a maximum depth of 7.
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Figure 2. (a) Root mean square error (RMSE) of the ML methods used for model development as a function of
prediction horizon in hours: for gradient boosting (blue), neural networks (red), linear regression (orange), persistence
model (dark gray), and averaged Kp over the 15 previous days (light gray). The bars are arranged in pairs for the first
three methods, and the solid (darker) colors show the error on the validation set, the faded (lighter) colors show the
error on the training set. The error bars indicate the standard deviation of error obtained from fivefold cross validation
with 10 repetitions. The horizontal red solid and dashed lines are help lines for a more convenient comparison between
different methods (the solid lines correspond to the validation error of the NN-based models, the dashed lines to the
training error). (b) Same as in the top panel, but using the Pearson correlation coefficient (CC) as a performance
assessment metric.

MIM and MRMR. These methods do not have hyperparameters as the methods described above, but there is
one factor that may influence how MI is calculated and that is how the variables are discretized. There are
several ways in which this can be done, and this is currently an active area of research (Ali et al., 2015; Gao
et al., 2017; Jiang & Wang, 2016, e.g.). One way is to bin variables uniformly using bins of a predefined size
for each variable (e.g.,Wing et al., 2016; Wing & Johnson, 2019). Sturges (1926) proposed that the optimal
bin size for a normal distribution is nb = log2(n) + 1 and bin width w = range∕nb, where n is the total
number of measurements in the data set and range is the maximum-minimum value of a variable. We have
explored a number of different bin sizes and found that nb = 20 is optimal for our task.

4. Results
4.1. Comparison of the ML Methods for Model Development
In this section, we compare the performance of the GB, neural network (NN), and LR-based models on the
task of predicting the Kp index for prediction horizons from 0 to 12 hr ahead. All models have the same inputs
described in section 3.2 and are trained and validated using the repeated K-fold cross validation procedure
described in section 3.3.

Figures 2a and 2b show the cross-validation root mean square error (RMSE) and correlation coefficient (CC)
of the different models as a function of prediction horizon intervals, respectively. For reference, errors of
the persistence model and of the averaged Kp model are shown as well. The persistence model is a model
that always predicts the most recent known value of Kp, and we defined the averaged Kp model as a model
that predicts the mean value of the Kp index over the previous 15 days. The values of RMSE and CC for all
the methods are also listed in Table A1 for reference. As can be seen from Figure 2, the averaged Kp model,
< Kp >, has the highest RMSE and the lowest CC (shown in light gray), as expected. The persistence model
(dark gray) has the second highest error and lowest CC, and its performance decreases for the longer predic-
tion horizons. For the LR, GB, and NN methods, the bars in the plot are arranged in pairs, where the color
corresponds to a particular method. Solid (darker) colors show the mean validation error and faded (lighter)
colors show the mean training error, both obtained in the cross validation procedure. It can be seen that the
error of the LR model (shown in yellow) is much lower than that of the persistence and < Kp > models but
is higher compared to the NN- and GB-based models, especially for prediction horizons 0 and 3 hr ahead.
For longer prediction horizons, the errors of the LR-, NN-, and GB-based models are comparable. This con-
firms the existence of a nonlinear component in the Kp prediction problem for the short-term prediction
horizons that can be modeled only with nonlinear methods. The GB-based (blue) and NN-based (red) mod-
els yield similar validation errors for prediction horizons 0 and 3 hr ahead. The validation error of the GB
model is slightly smaller for the longer prediction horizons. The standard deviation of error (shown with
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Table 2
Number of Features Selected Using the Feature Selection Algorithm Based on FFX with Threshold k = 50

Prediction horizon, hr 0 3 6 9 12
Number of selected inputs (out of 166 available inputs) 52 14 13 12 10

error bars) is less than 0.05 for both the GB- and the NN-based models, which is significantly less than the
discretization of Kp levels, indicating that the models are quite robust. It should be also noted that the differ-
ence between the training (faded blue) and the validation (solid blue) errors of the GB model is larger than
the one of the NN model, which may indicate that the GB-based model is overfit. It is therefore difficult to
make a definitive conclusion about which model is suited better for the problem of Kp prediction since the
difference between their performance is small. Due to the fact that the overfitting behavior is not desirable
for a model, we choose the NN-based model as a benchmark model for further use and comparison to the
previous studies. More information on overfitting and why it is not desirable can be found in Zhelavskaya
et al. (2017).

4.2. Comparison of Feature Selection Methods
In this section, we compare the performance of the input selection algorithms described in section 2.2 for the
same prediction horizons (0 to 12 hr ahead). We also test how the size of a time window used for constructing
the input variables to the models affect the accuracy of the predictions.

A feature selection procedure provides a list of the most important input variables, and a model based on
these input variables needs to be constructed and trained in order to assess the quality of the selected inputs
(and hence, the feature selection method). In the previous section, we have selected the NN-based model
as a benchmark model for further use and comparison to the previous studies. Hence, we also use neural
networks as a benchmark algorithm to test and compare different feature selection procedures. For each
prediction horizon, we train and compare neural networks with five different configurations of input vari-
ables: (1) all input variables, as in section 4.1 (166 variables listed in Table 1), (2) inputs selected by the FFX
algorithm, (3) inputs selected by the RF algorithm, and inputs selected by (4) the MIM and (5) the MRMR
feature selection algorithms. Since only FFX provides the definitive number of selected inputs, as discussed
in section 2.2, the number of selected inputs for the RF, MIM, and MRMR algorithms is chosen to be equal

Figure 3. (a) Root mean square error (RMSE) and (b) correlation
coefficient (CC) of the trained models used for input selection as a function
of prediction horizon for neural networks trained on the whole set of inputs
replotted from Figure 2 (red), neural networks trained on inputs selected
using FFX with threshold k = 50 (green), neural network trained on inputs
selected using random forest (light yellow), and neural networks trained
on inputs selected using MRMR (violet) and MIM (brown); The bars show
the average validation (a) RMSE and (b) correlation coefficient. The error
on the training set is not shown in this figure. The error bars indicate
the standard deviation of the error obtained from fivefold cross validation
with 10 repetitions. The horizontal green lines are help lines for a more
convenient comparison between different methods (they correspond to the
validation error of the NN-FFX models).

to the number of inputs selected by the FFX algorithm. This allows
an objective comparison between the feature selection methods, as the
number of inputs is the same for all methods. The number of selected
inputs for different prediction horizons is listed in Table 2. The full list
of optimal input variables selected by different algorithms is provided in
Appendix B.

Figures 3a and 3b show the RMSE and correlation coefficients of the
neural networks with the inputs selected by different feature selection
algorithms versus the prediction horizon. The neural network containing
all 166 input variables is denoted as NN (shown with the red bars) and
is the same as in Figure 2; all other models are denoted as NN-X, where
X corresponds to the algorithm used to select the optimal inputs (FFX,
RF, MIM, or MRMR). Only the error on the validation set is shown, since
the training error is very close to it for all the methods. The values of
RMSE and CC for all the methods are also listed in Table A2 for reference,
for both validation and training sets. Neural networks having the inputs
selected by the MIM algorithm show the poorest performance, while all
other neural networks have comparable validation errors. This confirms
that the MI of input variables with the target variable used in isolation
from other input variables is not a good indicator of the importance of fea-
tures when the input variables are correlated with each other. It should
therefore not be used in such cases. Models with the inputs selected by
other methods (FFX, RF, and MRMR) have small differences in the result-
ing errors and perform similarly to the model containing all 166 inputs.
Compared to all other models, NN-FFX shows the best performance for
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Figure 4. Comparison between 1- and 3-hr cadence inputs. Format is the
same as in Figure 2. The horizontal green solid and dashed lines are help
lines for a more convenient comparison between the models (the solid lines
correspond to the validation error of the NN-FFX 1H models, the dashed
lines to the training error).

all horizons as well as a reduced variance, that is, lower standard devia-
tion of the validation error. Despite having fewer inputs, it also shows a
slightly better performance compared to the neural network containing
all 166 inputs. This result indicates that using these methods, particu-
larly FFX, we can significantly reduce the number of input parameters
and select the optimal ones containing a sufficient amount of informa-
tion to model the target variable, that is, the Kp index. We can use the
obtained set of optimal input variables to gain a better understanding of
what solar wind drivers are most significant to predict the Kp index for
different horizons.

To identify how the construction of inputs affects the performance of the
models, we perform the same analysis for the inputs constructed using
3-hr time windows (for computing averages, min, and max of solar wind
parameters). The performance of different feature selection algorithms is
similar to the results shown in Figure 3, and for brevity, we only present
the results of the best performing models. Figure 4 shows the RMSE of
the NN-FFX model with inputs constructed using 1-hr time windows
(shown with green) and with inputs constructed using 3-hr time windows
(pink) versus prediction horizon. The values of RMSE and CC for all the
methods are also listed in Table A3 for reference. The model with the

inputs constructed using 1-hr time windows shows a slightly lower validation error than the model based
on 3-hr inputs; however, the improvement is marginal, and the differences in the model errors are very
small. This potentially indicates that a further increase of the cadence of inputs may not lead to significant
improvements, when using solar wind measurements at L1 as input to the predictive model of Kp.

4.3. Resulting Models
Based on the results obtained in the previous sections, we select the optimal models for each prediction
horizon, that is, the ones that do not overfit show the lowest validation error and lowest standard deviation
of error, for further use and comparison with existing models. These are the neural network-based models
with the input variables selected by the FFX feature selection algorithm (NN-FFX).

In our further analysis, we apply these models to all data combined (training, validation, and test sets,
described in section 3.3) for all prediction horizons, to produce the normalized occurrence maps (presented
in this section, Figure 6) and to compute the accuracy metrics (section 4.4, Table 3). We use the whole data
set to do that in order to maximize the coverage and the number of measurements in the comparison (the
test set provides only 5,880 measurements). Also, the results for the training, validation, and test sets sep-
arately are similar to the ones produced using the full data set (please see Appendix C for the accuracy
metrics computed on the training, validation, and test sets separately). The normalized distribution of the
training, validation, and test sets is shown in Figure 5, in blue, red, and yellow, respectively. Due to the use
of cross validation procedure, the splitting into training and validation sets was performed for 10 × 5 times
(fivefold CV with 10 repetitions). Therefore, we compute the mean value and the standard deviation of the

Table 3
Fit Performance Statistics of the NN-FFX Models for Different Prediction Horizons Computed on All Data

Prediction horizon, hr 0 3 6 9 12
Number of values in comparison 58,439 58,439 58,439 58,439 58,439
Intercept of the linear fit 0.2624 0.4444 0.7724 0.9653 1.1073
Slope of the linear fit 0.8712 0.7641 0.5888 0.4894 0.4152
Pearson correlation coefficient (R) 0.9361 0.8742 0.7668 0.7002 0.6430
Root mean square error (RMSE) 0.4865 0.6698 0.8853 0.9856 1.0565
Mean absolute error (MAE) 0.3786 0.5081 0.6734 0.7495 0.8042
Mean error (ME, or bias) 0.0179 −7.26e-04 −0.0030 −0.0016 0.0078
Prediction efficiency (PE) 0.8761 0.7643 0.5880 0.4903 0.4134
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Figure 5. Histogram of normalized distribution of training, validation and
test sets. The gray error bars show the spread of the normalized number
of measurements in the training and validation sets in different Kp bins as
per different splits produced in the cross validation procedure.

normalized frequency of measurements in the training and validation
sets over different splits. The standard deviation of the normalized fre-
quency is shown with the error bars. No error bars are associated with the
test set, since it is the same for all splits. It can be seen that the distribu-
tions of measurements in the training, validation, and test sets are similar
to each other (the coverage of measurements in different sets is similar
for different Kp bins), which supports the use of the combined data set
(i.e., training, validation, and test) for further analysis.

Figure 6 shows the normalized occurrence of the observed versus pre-
dicted Kp. The occurrence is normalized by the number of measurements
of the observed Kp, that is, the color of each bin denotes the number of
measurements in that bin divided by the total number of measurements
in that bin of observed Kp. Bins containing four or fewer measurements

are not taken into account. The gray dashed lines show the ideal fit to observations and the blue dashed lines
show the obtained linear fits. The CC and the RMSE of the models for each prediction horizon are indicated
as well. It can be seen that the models for prediction horizons 0 (nowcast) and 3 hr ahead perform well: Most
of the measurements are clustered close to the diagonal and the spread of the observed versus predicted
Kp values is quite small. However, the performance decreases for longer prediction horizons as the models
tend to underestimate the Kp index for higher Kp values, that is, the bias of the models for high Kp values
increases as the prediction horizon increases. This indicates that either the information from the solar wind
measurements at L1 is not sufficient to predict the elevated geomagnetic activity for the longer prediction
horizons or that it cannot be predicted accurately due to the lack of observations of high Kp in our training
data set. The second option is less likely, since influence of the lack of observations of high Kp values would
manifest in all the models. Indeed, the models for predicting Kp for 0 and 3 hr ahead are capable of predict-
ing those events (Figures 6a, 6b, 7a, and 7b). This suggests that such a decrease in performance is due to the
lack of information in the solar wind measurements at L1. This behavior of predictive models based on the
solar wind measurements at L1 is also noted by Shprits et al. (2019) and is discussed and analyzed there in
more detail.

Figure 6. Correlation between the observed and predicted Kp values by the neural network for all data (combined
training, validation, and test sets) for prediction horizons (a) 0 (nowcast), (b) 3, (c) 6, (d) 9, and (e) 12 hr ahead. The
gray dashed lines indicate the perfect fit and the blue dashed lines indicate the obtained fit.
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Figure 7. Examples of Kp prediction for prediction horizons (a) 0, (b) 3, (c) 6, and (d) 9 hr ahead on the event from the
test set. The blue lines show the observed Kp index, the red lines show the predicted Kp index.

Figure 7 shows examples of the Kp index prediction for different prediction horizons during the May–June
2005 period, that is, an event from the test set (not used in the training). Again, the models for prediction
horizons for 0 and 3 hr ahead perform better than models for longer prediction horizons: The latter do
not capture the arrival of the storm nor its magnitude. Also, the models underestimate high Kp values for
longer prediction horizons (the bias of the models for high Kp values increases). Again, this potentially indi-
cates that the information in the solar wind measurements at L1 is not sufficient for long-term predictions,
especially for predicting the elevated geomagnetic activity.

4.4. Benchmarking
Following Liemohn et al. (2018), we calculate the standard assessment metrics for comparison with previous
and future studies. The standard assessment metrics proposed in Liemohn et al. (2018) are listed in Table 3
and are the following: linear fit intercept and slope, Pearson correlation coefficient, RMSE, mean absolute
error, mean error (ME), and prediction efficiency. We calculate these metrics using the whole data set, as
discussed in the previous section (Figure 5). It can be seen that RMSE increases (and correlation coefficient
decreases) for the longer prediction horizons, as shown and discussed before. Mean absolute error and pre-
diction efficiency have a similar behavior, indicating that the model performance is better for short-term
predictions than for long-term. It is interesting to note that ME, or bias, is close to zero for all prediction
horizons. The slope of the linear fit decreases with prediction horizon, however, indicating that the model
underpredict Kp as the prediction horizon increases. But, as seen in Figure 6, the model tends to underpre-
dict high Kp values and overpredict low Kp values (which is also reflected in the values of the intercept of
the linear fit in Table 3). Since there are many more low Kp values in our data set than high Kp values, the
differences tend to cancel out, and as a result, ME is close to zero for all horizons.

Table 4
Comparison With Existing Kp Predictive Models for Prediction Horizons 0, 3, and 6 hr Ahead

Prediction horizon Model RMSE CC RMSE NN-FFX model CC NN-FFX model Test period
0 (nowcast) Wintoft et al. (2017) 0.55 0.92 0.51 0.93 2001, 2011
3 hr Boberg et al. (2000) 0.98 0.77 n/a n/a 1986–1996

Bala and Reiff (2012) 0.65 0.86 0.62 0.88 2001/04, 2006/01–2007/12
Tan et al. (2018) 0.64 0.81 0.65 0.80 2013/12–2014/9

6 hr Bala and Reiff (2012) 0.85 0.76 0.82 0.78 2001/04, 2006/01–2007/12

Note. Numbers in bold indicate the best performance within one row (one model for one prediction horizon).
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We also compare our best performing models (NN-FFX) to the existing predictive models of Kp. The results
of this comparison are presented in Table 4. We only consider models that can be compared to our models
in terms of prediction horizons. We have therefore not included the following studies into this comparison,
as their prediction horizons cannot be directly compared to the ones used in this study (nowcast, 3, 6, 9,
and 12 hr ahead): 1 hr ahead in Balikhin et al. (2001), Boaghe et al. (2001), Costello (1998), and Ji et al.
(2013); 1 and 4 hr ahead in Wing et al. (2005); results for 1-hr predictions by Bala and Reiff (2012). To
allow direct comparison between the models, we use the same training, validation, and test time periods
as in those studies. We use the input variables to the models that are found by the FFX feature selection
algorithm. The comparison, when done in such a way, also helps illustrate that the training interval, as well
as validation and test intervals, can affect the performance of the resulting model. The accuracy metrics in
Table 4 are computed on the test set of the corresponding study. Overall, the resulting accuracy of our models
is comparable or slightly better than that of the listed studies. There are no published studies for prediction
horizons of 9 and 12 hr ahead to compare. The table also reflects that model errors change depending on
the chosen training and test sets (e.g., prediction for 3 hr ahead) and also differ from those listed in Table 3.
This means that selecting only a specific time interval for testing or validation can affect the resulting model
performance. It also demonstrates that assessing a model error using just a specific time interval may not
reflect the actual performance of a model. The cross validation procedure described in this study attempts
to overcome these issues by including an element of randomness and ensuring that the distributions of the
training, validation, and test sets are representative and similar to each other.

5. Discussion
The results obtained in the previous sections demonstrate that machine learning-based models driven by
the solar wind measurements at L1 can produce accurate short-term Kp predictions, but the accuracy is
reduced for long-term prediction horizons (> 3 hr ahead). This is observed for all machine learning methods
considered in this study and for the previous studies as well (Table 4). The models cannot capture the storm
onset times for long-term horizons accurately and tend to underpredict high Kp and overpredict low Kp
values. This indicates that the information contained in solar wind measurements at L1 is not sufficient for
accurate long-term predictions of Kp (> 3 hr ahead). Other information sources, such as images of the Sun or
features derived from them, should be incorporated into the model to produce accurate long-term forecasts.

Nonlinear machine learning methods, such as GB and neural networks, perform significantly better than
LR for short-term prediction horizons, but their performance becomes comparable as the prediction hori-
zon increases (Figure 2). This implies that the relation between Kp and solar wind measurements at L1 is
nonlinear for short-term prediction horizons, but there is little to no gain in using nonlinear methods for
longer prediction horizons (> 3 hr ahead) when using solar wind measurements at L1 as input to the model.

It should also be noted that all models listed in Table 4, as well as ours, have a similar performance (for
the same horizon) independent of the inputs or the modeling techniques/methods used. This implies that
the usage of another new method/ML technique or a different way of constructing the inputs will probably
not bring much more improvement in the performance of a model that uses solar wind measurements at
L1 as an input. Moreover, it should be noted that the average RMSE of the nowcast models considered here
is ∼ 0.5 (during disturbed times, Kp > 4, the average RMSE is ∼ 0.8 Shprits et al., 2019), which is higher
than the cadence of Kp, that is 1∕3. Ideally, if the solar wind measurements at L1 contained sufficient infor-
mation for the prediction of Kp at the current moment, the maximum RMSE of a model would be equal
1∕3, since a model could be wrong only by one Kp bin (due to the discretization of Kp; the average RMSE
of such a model would be much lower than 1∕3, but the RMSE during storms or onset of storms could be
larger). However, the fact that the average RMSE of the models is greater than 1∕3, independent of the way
the inputs are constructed or the method used to develop a model, implies that there is a stochastic com-
ponent of the magnetosphere system that is not captured in the solar wind measurements and cannot be
modeled properly, assuming that our models optimally utilize all the data. Since Kp reflects the geomag-
netic disturbance at the Earth's surface due to electric currents in the ionosphere and magnetosphere, there
is an uncertainty in the direct relation between solar wind and Kp associated with the coupling between
ionosphere and magnetosphere, which is a complex stochastic process. It is also possible that the magneto-
sphere operates in different regimes depending on the type of incoming solar wind and this, in turn, affects
the Kp index. This can be further investigated by defining different types of solar wind and training models
separately for different types of solar wind. Types of solar wind can be defined depending on the charge state
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composition of the solar wind, solar wind speed, proton temperature, proton density, etc. (for example, as
done in Heidrich-Meisner & Wimmer-Schweingruber, 2018 or Xu & Borovsky, 2015).

Feature selection methods, such as FFX, RF, or MRMR, the use of which was demonstrated in this paper,
showed their capabilities to select the most important/significant inputs to the model. Using these methods,
the number of inputs to the model was reduced from 166 to 52 for nowcast and from 166 to 10 for prediction
12 hr ahead (Table 2). At the same time, the performance of the models based on the reduced input set
remained the same or even slightly improved (when using the FFX feature selection algorithm) compared
to the model based on all 166 inputs.

In addition to the significant reduction of input dimensionality, the selected input variables can be analyzed
to understand the main drivers for the Kp predictive models. Different methods select slightly different
variables as the optimal ones, but we can consider the best performing model, which is based on the variables
selected by the FFX method. For the nowcast of Kp, minimum of Bz over the previous 7 hr and maximum
of solar wind speed Vsw over the previous hour are ones of the selected variables, as well as average and
minumum of Vsw, average and maximum Bz, average, minimum, and maximum of B (their time history over
the varying time intervals). It is interesting to note that the FFX algorithm also selects the minimum and
maximum of By and maximum of Bx components, as well as minimum and maximum of proton density over
the previous 4 hr and the indicators of seasonal variability. For the 3 hr ahead prediction, the dimensionality
is reduced even more, down to 14 input variables. The subset of the same variables is selected (min and avg
Bz; max and min Vsw; max and min B, max By, max and min of proton density, and seasonal indicators),
except that they are selected for only the several previous hours. At the same time, the performance of the
model containing only these 14 inputs is even slightly better compared to the model containing 166 variables,
indicating that 14 variables are sufficient and encompass the necessary information to predict Kp 3 hr ahead.
The selected input variables for all prediction horizons and all feature selection methods considered are
displayed in Appendix B.

6. Conclusions
In this study, we explore how different machine learning algorithms, namely GB, FNNs, and LR, perform
on the task of predicting the Kp index for prediction horizons of 0, 3, 6, 9, and 12 hr ahead using solar wind
measurements at L1 as an input. We also illustrate how different feature selection methods can be applied to
select the optimal inputs to the predictive model of the Kp index. In particular, we assess the performance of
four feature selection procedures based on the FFX, RF, MIM, and MRMR algorithms. We have found that

1) The models trained using neural networks (NNs) and GB notably outperform the models constructed
using LR for the short-term prediction horizons. This implies the existence of a nonlinear component in
the Kp prediction problem for short-term predictions that cannot be modeled using linear methods alone.

2) The performance of all considered methods decreases as the prediction horizon increases. This likely
means that the information in the solar wind measurements at L1 is not sufficient to produce accurate
long-term predictions (e.g., > 3 hr), especially for high Kp values, and is not sufficient to accurately
capture the arrival time of geomagnetic storms for the long-term prediction horizons.

3) The proposed FFX feature selection algorithm (i.e., a procedure for finding optimal input variables to a
model) outperforms other feature selection algorithms considered in this study. It provides a significant
reduction of the number of input variables sufficient to model the Kp index (starting from more than
threefold for the nowcast to more than 16-fold for the prediction of 12 hr ahead).

4) Despite having fewer inputs, the models based on the reduced set of input variables obtained with the FFX
algorithm have a slightly better performance than the models based on the full input set. This implies that
using the FFX feature selection algorithm, we can significantly reduce the input dimensionality, obtain
a set of the most significant input variables sufficient for predicting the Kp index for different prediction
horizons, and, at the same time, improve the model performance.

The obtained sets of optimal input variables can be used to gain an understanding of what inputs are the most
important and physically meaningful for predicting the Kp index. Moreover, the models can be trained faster
and have less tendency to overfit using such a reduced set of inputs. The feature selection methods described
in this work can also be applied to other problems in space physics in order to significantly reduce the
input dimensionality and identify the most important inputs that contain sufficient information to produce
accurate predictions.
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Appendix A: RMSE and CC of all methods considered in the paper
Tables below contain values of RMSE and CC on the validation and training sets for all the methods consid-
ered in this study. Table A1 contains RMSE and CC of the methods presented in Figure 2: Gradient Boosting
(GB), Neural Networks (NN), Linear Regression (LR), Persistence, and <Kp>. Table A2 contains RMSE
and CC of the methods presented in Figure 3: Neural Networks with all 166 inputs (NN), NN with inputs
selected by Fast Function Extraction (NN-FFX), Random Forest (NN-RF), Maximum Relevancy Minimum
Redundancy (NN-MRMR), and Mutual Information Maximization (NN-MIM) feature selection procedures.
Table A3 contains RMSE and CC of the methods presented in Figure 4: Neural Networks with inputs selected
by Fast Function Extraction feature selection procedure constructed using 1-hr intervals (NN-FFX 1H) and
3-hr intervals (NN-FFX 3H).

Appendix B: Optimal Inputs Selected by Feature Selection Algorithms
Tables below contain reduced sets of input variables selected by the feature selection algorithms described
in this paper (section 2.2). Results for all prediction horizons considered in this work (from nowcast to
12 hr ahead) are presented for both 1- and 3-hr-based inputs. The format of the inputs is the following: The
subscript denotes the operation which is performed to obtain the input (taking max, min, or averaging), and
the numbers in the brackets (e.g., (−3; −2) in Bzmin(−3;−2)) denote the time interval over which max, min, or
average is taken. T is the UT hour of the day, and D is day of the year.

Appendix C: Fit performance statistics

Table A1
RMSE and CC of the Methods Presented in Figure 2

RMSE CC
Prediction horizon, hr Method Validation Training Validation Training
0 GB 0.5098 0.4573 0.9291 0.9437

NN 0.5167 0.4769 0.9274 0.9386
LR 0.6181 0.6090 0.8941 0.8974

Persistence - -
<Kp> 1.2800 0.3700

3 GB 0.6736 0.6118 0.8721 0.8966
NN 0.6964 0.6530 0.8632 0.8813
LR 0.7392 0.7303 0.8439 0.8484

Persistence 0.8470 0.8080
<Kp> 1.2800 0.3700

6 GB 0.8789 0.7990 0.7696 0.8163
NN 0.9097 0.8505 0.7532 0.7886
LR 0.9189 0.9102 0.7448 0.7513

Persistence 1.0770 0.6900
<Kp> 1.2800 0.3700

9 GB 0.9807 0.8906 0.7020 0.7658
NN 1.0029 0.9532 0.6875 0.7239
LR 1.0163 1.0070 0.6751 0.6836

Persistence 1.2040 0.6130
<Kp> 1.2800 0.3700

12 GB 1.0492 0.9539 0.6473 0.7252
NN 1.0726 1.0374 0.6295 0.6588
LR 1.0839 1.0742 0.6168 0.6271

Persistence 1.2910 0.5540
<Kp> 1.2800 0.3700
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Table A2
RMSE and CC of the Methods Presented in Figure 3

RMSE CC
Prediction horizon, hr Method Validation Training Validation Training
0 NN 0.5167 0.4769 0.9274 0.9386

NN-FFX 0.5068 0.4764 0.9301 0.9386
NN-RF 0.5247 0.5004 0.9248 0.9320

NN-MRMR 0.5295 0.4994 0.9234 0.9324
NN-MIM 0.5755 0.5642 0.9087 0.9127

3 NN 0.6964 0.6530 0.8632 0.8813
NN-FFX 0.6774 0.6678 0.8703 0.8747
NN-RF 0.6956 0.6892 0.8627 0.8658

NN-MRMR 0.7117 0.7033 0.8559 0.8602
NN-MIM 0.7334 0.7263 0.8460 0.8497

6 NN 0.9097 0.8505 0.7532 0.7886
NN-FFX 0.8913 0.8814 0.7615 0.7685
NN-RF 0.9017 0.8953 0.7547 0.7596

NN-MRMR 0.9178 0.9091 0.7446 0.7514
NN-MIM 0.9854 0.9788 0.6979 0.7039

9 NN 1.0029 0.9532 0.6875 0.7239
NN-FFX 0.9936 0.9804 0.6919 0.7031
NN-RF 0.9963 0.9857 0.6887 0.6979

NN-MRMR 1.0164 1.0008 0.6744 0.6879
NN-MIM 1.0504 1.0430 0.6459 0.6535

12 NN 1.0726 1.0374 0.6295 0.6588
NN-FFX 1.0618 1.0523 0.6357 0.6453
NN-RF 1.0683 1.0573 0.6294 0.6404

NN-MRMR 1.0786 1.0700 0.6201 0.6296
NN-MIM 1.1039 1.0993 0.5970 0.6029

Table A3
RMSE and CC of the Methods Presented in Figure 4

RMSE CC
Prediction horizon, hr Method Validation Training Validation Training
0 NN-FFX 1H 0.5068 0.4764 0.9301 0.9386

NN-FFX 3H 0.5201 0.4978 0.9254 0.9320
3 NN-FFX 1H 0.6774 0.6678 0.8703 0.8747

NN-FFX 3H 0.7118 0.6944 0.8551 0.8631
6 NN-FFX 1H 0.8913 0.8814 0.7615 0.7685

NN-FFX 3H 0.9051 0.8878 0.7523 0.7640
9 NN-FFX 1H 0.9936 0.9804 0.6919 0.7031

NN-FFX 3H 1.0007 0.9870 0.6850 0.6967
12 NN-FFX 1H 1.0618 1.0523 0.6357 0.6453

NN-FFX 3H 1.0659 1.0521 0.6307 0.6442
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Table B1
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms
for the Prediction Horizon h = 0 (nowcast) With a 1-hr Time Window Used to
Construct Input Features

h = 0 (nowcast)
FFX (1H) RF (1H) MRMR (1H) MIM (1H)
Bzmin(−3;−2)

Bavg(−1;0) Bzmin(−3;−2)
Bzmin(−3;−2)

Bzmin(−4;−3)
Bzmin(−1; 0)

Vswmax(−1; 0)
Vswmax(−1; 0)

Bzmin(−5;−4)
Bzmin(−2;−1)

Vswmax(−2;−1)
Bzmin(−4;−3)

Bzmin(−7;−6)
Bzmin(−3;−2)

Vswavg(−2;−1)
Bzmin(−2;−1)

Vswavg(−2;−1)
Bzmin(−4;−3)

Vswmin(−1; 0)
Vswavg(−1; 0)

Vswmax(−1; 0)
Bzmin(−5;−4)

Bzmin(−1; 0)
Vswmax(−2;−1)

Vswmin(−1; 0)
Bzmin(−6;−5)

Bzmin(−5;−4)
Vswavg(−2;−1)

Vswmin(−3;−2)
Bavg(−7;−6) Bmax(−3;−2) Vswmin(−1; 0)

Bavg(−9;−8) Vswavg(−2;−1)
Bzmin(−4;−3)

Vswmax(−3;−2)

Vswmin(−5;−4)
Vswavg(−3;−2)

Bzmin(−2;−1)
Vswmin(−2;−1)

Vswmin(−9;−8)
Vswavg(−4;−3)

Bmax(−9;−8) Vswavg(−3;−2)

Bmax(−1;0) Vswavg(−5;−4)
Vswmax(−3;−2)

Vswmax(−4;−3)

nProtmax(−1;0) Vswavg(−6;−5)
Bzmin(−7;−6)

Bmax(−3;−2)

nProtmax(−2;−1) Vswavg(−7;−6)
Bzmin(−6;−5)

Bzmin(−1; 0)

nProtmax(−3;−2) Vswmax(−1; 0)
Bmax(−1;0) Vswmin(−3;−2)

nProtmax(−4;−3) Vswmax(−2;−1)
Bzavg(−3;−2)

Bmax(−4;−3)

Bmax(−2;−1) Vswmax(−3;−2)
Bzmin(−9;−8)

Bmax(−2;−1)

nProtmin(−2;−1) Vswmax(−4;−3)
Vswmax(−5;−4)

Vswavg(−4;−3)

nProtmin(−3;−2) Vswmax(−5;−4)
Bmax(−2;−1) Bzmin(−5;−4)

sin(2𝜋T∕24) Vswmax(−6;−5)
Bzmin(−8;−7)

Bmax(−1;0)

cos(2𝜋T∕24) Vswmax(−7;−6)
Bzavg(−2;−1)

Vswmax(−5;−4)

sin(2𝜋D∕365) Vswmin(−1; 0)
Bxmin(−7;−6)

Bmax(−5;−4)

cos(2𝜋D∕365) Vswmin(−2;−1)
Bzavg(−4;−3)

Bmax(−6;−5)

Bmax(−6;−5) Vswmin(−3;−2)
cos(2𝜋D∕365) Bavg(−3;−2)

Bmax(−9;−8) Vswmin(−4;−3)
Bmax(−4;−3) Vswmin(−4;−3)

Bmin(−6;−5) Vswmin(−5;−4)
Vswmin(−2;−1)

Bavg(−4;−3)

Bzavg(−1; 0)
Vswmin(−6;−5)

B𝑦max(−3;−2)
Vswavg(−5;−4)

Vswavg(−1; 0)
Vswmin(−7;−6)

Bzavg(−1; 0)
Bavg(−2;−1)

Bxmax(−2;−1)
Vswmin(−8;−7)

Bmax(−7;−6) Vswmax(−6;−5)

Bxmin(−1; 0)
Vswmin(−9;−8)

sin(2𝜋T∕24) Bmax(−7;−6)

Bxmin(−5;−4)
Bmax(−1;0) Bxmin(−1; 0)

Bavg(−5;−4)

B𝑦max(−1; 0)
nProtmax(−1;0) B𝑦min(−1; 0)

Bavg(−1;0)

B𝑦max(−2;−1)
nProtmax(−2;−1) Vswmax(−4;−3)

Bavg(−6;−5)

B𝑦max(−3;−2)
nProtmax(−3;−2) Bmax(−5;−4) Vswmin(−5;−4)

B𝑦max(−4;−3)
nProtmax(−4;−3) Bzavg(−5;−4)

Vswavg(−6;−5)

B𝑦max(−5;−4)
Bmax(−2;−1) Bmax(−8;−7) Bmax(−8;−7)

B𝑦min(−1; 0)
Bmax(−3;−2) Bxmin(−9;−8)

Bmax(−9;−8)

B𝑦min(−2;−1)
sin(2𝜋D∕365) Bzmax(−9;−8)

Vswmax(−7;−6)

B𝑦min(−3;−2)
cos(2𝜋D∕365) B𝑦max(−1; 0)

Bavg(−7;−6)
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Table B1 (continued)

h = 0 (nowcast)
FFX (1H) RF (1H) MRMR (1H) MIM (1H)
B𝑦min(−4;−3)

Bmax(−4;−3) Vswmax(−9;−8)
Vswmin(−6;−5)

Bzavg(−2;−1)
Bmax(−5;−4) Bavg(−1;0) Bavg(−8;−7)

Bzavg(−3;−2)
Bmax(−6;−5) Bzavg(−6;−5)

Vswavg(−7;−6)

Bzavg(−4;−3)
Bmax(−7;−6) B𝑦max(−9;−8)

Bzmin(−6;−5)

Bzavg(−5;−4)
Bzavg(−1; 0)

Bxmax(−3;−2)
Vswmax(−8;−7)

Bzavg(−6;−5)
Vswavg(−1; 0)

Vswavg(−3;−2)
Bavg(−9;−8)

Bzavg(−7;−6)
nProtavg(−1;0) Bmax(−6;−5) Vswmin(−7;−6)

Bzavg(−8;−7)
B𝑦max(−5;−4)

Bzmax(−8;−7)
Vswavg(−8;−7)

Bzavg(−9;−8)
Bzavg(−2;−1)

Bzmax(−3;−2)
Vswmax(−9;−8)

Bzmax(−3;−2)
Bzavg(−3;−2)

B𝑦min(−4;−3)
Vswmin(−8;−7)

Bzmax(−4;−3)
Bzavg(−4;−3)

cos(2𝜋T∕24) Vswavg(−9;−8)

Bzmax(−5;−4)
Bzavg(−5;−4)

Bavg(−2;−1) Bzmin(−7;−6)

Bzmax(−6;−5)
Bzavg(−7;−6)

Vswavg(−1; 0)
Vswmin(−9;−8)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the
most important variable at the top of the list. FFX does not provide the
feature importance ranking.

Table B2
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection
Algorithms for the Prediction Horizon h = 0 (nowcast) With a 3-hr Time
Window Used to Construct Input Features

h = 0 (nowcast)
FFX (3H) RF (3H) MRMR (3H) MIM (3H)
Bavg(−3;0) Bavg(−3;0) Bzmin(−3; 0)

Bzmin(−3; 0)

Bxavg(−3; 0)
Bmax(−9;−6) Vswmax(−3; 0)

Bzmin(−6;−3)

Bmin(−9;−6) Bmin(−3;0) Bzmin(−6;−3)
Vswmax(−3; 0)

Bxavg(−6;−3)
B𝑦max(−3; 0)

Bmax(−9;−6) Vswavg(−3; 0)

Bxmax(−3; 0)
B𝑦max(−6;−3)

cos(2𝜋D∕365) Bmax(−3;0)

Bxmax(−9;−6)
B𝑦min(−9;−6)

B𝑦max(−3; 0)
Bmax(−6;−3)

B𝑦avg(−3; 0)
Bzavg(−3; 0)

Bzavg(−3; 0)
Vswmin(−3; 0)

B𝑦avg(−6;−3)
Bzavg(−6;−3)

Bzmin(−9;−6)
Vswmax(−6;−3)

B𝑦max(−3; 0)
Bzavg(−9;−6)

Bxmax(−3; 0)
Bavg(−3;0)

B𝑦max(−6;−3)
Bzmax(−3; 0)

Vswmin(−3; 0)
Bavg(−6;−3)

B𝑦min(−3; 0)
Bzmin(−3; 0)

Bmax(−3;0) Vswavg(−6;−3)

B𝑦min(−6;−3)
Bzmin(−6;−3)

Bzavg(−6;−3)
Bmax(−9;−6)

Bzavg(−3; 0)
Bzmin(−9;−6)

sin(2𝜋T∕24) Bavg(−9;−6)

Bzavg(−6;−3)
Vswavg(−6;−3)

Bxmin(−9;−6)
Vswmin(−6;−3)

Bzavg(−9;−6)
Vswavg(−9;−6)

B𝑦min(−3; 0)
Bzmin(−9;−6)

Bzmax(−3; 0)
Vswavg(−3; 0)

Bmax(−6;−3) Vswmax(−9;−6)

Bzmax(−6;−3)
Vswmax(−3; 0)

Vswmax(−9;−6)
Vswavg(−9;−6)

Bzmax(−9;−6)
Vswmax(−6;−3)

Bxmin(−3; 0)
Vswmin(−9;−6)

Bzmin(−3; 0)
Vswmax(−9;−6)

Bzmax(−9;−6)
Bzavg(−3; 0)
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Table B2 (continued)

h = 0 (nowcast)
FFX (3H) RF (3H) MRMR (3H) MIM (3H)
Vswavg(−3; 0)

Vswmin(−3; 0)
Bavg(−3;0) B𝑦max(−3; 0)

Vswmax(−3; 0)
Vswmin(−6;−3)

Bzavg(−9;−6)
B𝑦max(−6;−3)

Vswmin(−3; 0)
Vswmin(−9;−6)

B𝑦min(−9;−6)
Bmin(−6;−3)

Vswmin(−6;−3)
nProtavg(−6;−3) Vswavg(−3; 0)

Bmin(−9;−6)

Vswmin(−9;−6)
nProtmax(−3;0) B𝑦max(−6;−3)

Bmin(−3;0)

nProtmax(−3;0) nProtmax(−6;−3) Bzmax(−3; 0)
Bzavg(−6;−3)

nProtmax(−6;−3) nProtavg(−3;0) Bxmax(−9;−6)
B𝑦max(−9;−6)

nProtmin(−3;0) nProtmax(−9;−6) Bavg(−9;−6) B𝑦min(−3; 0)

nProtmin(−6;−3) nProtmin(−3;0) B𝑦max(−9;−6)
Bxmin(−3; 0)

nProtmin(−9;−6) sin(2𝜋D∕365) Vswmax(−6;−3)
B𝑦min(−6;−3)

sin(2𝜋T∕24) cos(2𝜋D∕365) Bxmin(−6;−3)
Bxmin(−6;−3)

cos(2𝜋T∕24) Bavg(−6;−3) nProtmax(−3;0) Bzmax(−9;−6)

sin(2𝜋D∕365) Bavg(−9;−6) B𝑦min(−6;−3)
Bzmax(−6;−3)

cos(2𝜋D∕365) Bmax(−3;0) Bzmax(−6;−3)
Bxmin(−9;−6)

Bmax(−3;0) Bmax(−6;−3) cos(2𝜋T∕24) Bzmax(−3; 0)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the
most important variable at the top of the list. FFX does not provide the feature
importance ranking.

Table B3
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection
Algorithms for the Prediction Horizon h = 3 hr ahead With a 1-hr Time
Window Used to Construct Input Features

h = 3 hr ahead
FFX (1H) RF (1H) MRMR (1H) MIM (1H)
Bzmin(−1; 0)

Bzmin(−1; 0)
Bzmin(−1; 0)

Bzmin(−1; 0)

Bzmin(−2;−1)
Bzmin(−2;−1)

Vswmax(−1; 0)
Vswmax(−1; 0)

Vswmax(−1; 0)
Bzmin(−3;−2)

Bmax(−3;−2) Bmax(−1;0)

Vswmin(−1; 0)
Bzmin(−4;−3)

Bzmin(−9;−8)
Vswavg(−1; 0)

Bmax(−1;0) Vswavg(−2;−1)
Bzmin(−2;−1)

Bzmin(−2;−1)

nProtmax(−1;0) Vswmax(−1; 0)
cos(2𝜋D∕365) Vswmax(−2;−1)

nProtmin(−1;0) Vswmax(−2;−1)
Bzmin(−4;−3)

Bmax(−2;−1)

sin(2𝜋T∕24) Vswmin(−1; 0)
Bxmin(−9;−8)

Bmax(−3;−2)

cos(2𝜋D∕365) Vswmin(−2;−1)
Bmax(−1;0) Vswmin(−1; 0)

Bzavg(−1; 0)
Bmax(−1;0) Bzmin(−6;−5)

Bavg(−1;0)

Bmin(−9;−8) nProtmax(−1;0) Vswmax(−3;−2)
Vswavg(−2;−1)

B𝑦max(−1; 0)
Bzavg(−1; 0)

Bzmin(−3;−2)
Vswmax(−3;−2)

Bzavg(−2;−1)
Vswavg(−1; 0)

Bzavg(−1; 0)
Bmax(−4;−3)

Bzavg(−5;−4)
nProtavg(−1;0) sin(2𝜋T∕24) Bavg(−2;−1)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the
most important variable at the top of the list. FFX does not provide the feature
importance ranking.
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Table B4
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms
for the Prediction Horizon h = 3 hr Ahead With a 3-hr Time Window Used to
Construct Input Features

h = 3 hr ahead
FFX (3H) RF (3H) MRMR (3H) MIM (3H)
Bavg(−3;0) Bavg(−3;0) Bzmin(−3; 0)

Bzmin(−3; 0)

Bxavg(−3; 0)
Bmin(−3;0) Vswmax(−3; 0)

Bmax(−3;0)

Bmin(−3;0) Bxmin(−3; 0)
Bmax(−3;0) Vswmax(−3; 0)

Bmin(−9;−6) Bxmin(−6;−3)
cos(2𝜋D∕365) Bavg(−3;0)

Bxmax(−9;−6)
B𝑦max(−3; 0)

Bzmin(−9;−6)
Vswavg(−3; 0)

B𝑦avg(−3; 0)
B𝑦min(−3; 0)

Bzavg(−3; 0)
Bmax(−6;−3)

B𝑦max(−3; 0)
Bzavg(−3; 0)

Bxmin(−3; 0)
Bavg(−6;−3)

B𝑦max(−9;−6)
Bzmax(−3; 0)

Bzmin(−6;−3)
Vswmin(−3; 0)

B𝑦min(−3; 0)
Bzmin(−3; 0)

sin(2𝜋T∕24) Bzmin(−6;−3)

B𝑦min(−9;−6)
Bzmin(−6;−3)

B𝑦min(−3; 0)
Vswmax(−6;−3)

Bzavg(−3; 0)
Bzmin(−9;−6)

Bmax(−9;−6) Bmax(−9;−6)

Bzavg(−9;−6)
Vswavg(−6;−3)

Vswmin(−3; 0)
Vswavg(−6;−3)

Bzmax(−3; 0)
Vswavg(−9;−6)

B𝑦max(−3; 0)
Bavg(−9;−6)

Bzmax(−6;−3)
Vswavg(−3; 0)

Bzmax(−9;−6)
Vswmin(−6;−3)

Bzmin(−3; 0)
Vswmax(−3; 0)

Bxmax(−3; 0)
Vswmax(−9;−6)

Vswmax(−3; 0)
Vswmax(−6;−3)

Bavg(−3;0) Bzmin(−9;−6)

Vswmin(−3; 0)
Vswmax(−9;−6)

Bxmin(−9;−6)
Vswavg(−9;−6)

nProtmax(−3;0) Vswmin(−3; 0)
Bzavg(−6;−3)

Vswmin(−9;−6)

nProtmax(−6;−3) Vswmin(−6;−3)
Vswmax(−9;−6)

B𝑦max(−3; 0)

nProtavg(−3;0) Vswmin(−9;−6)
B𝑦min(−9;−6)

Bmin(−3;0)

nProtmax(−9;−6) nProtavg(−6;−3) Bzmax(−3; 0)
Bmin(−6;−3)

nProtmin(−3;0) nProtmax(−3;0) B𝑦max(−6;−3)
Bzavg(−3; 0)

nProtmin(−6;−3) nProtmax(−6;−3) Bzavg(−9;−6)
B𝑦max(−6;−3)

sin(2𝜋T∕24) nProtavg(−3;0) nProtmax(−3;0) Bmin(−9;−6)

cos(2𝜋T∕24) nProtmin(−3;0) Bmax(−6;−3) B𝑦min(−3; 0)

sin(2𝜋D∕365) sin(2𝜋D∕365) Bxmax(−9;−6)
B𝑦max(−9;−6)

cos(2𝜋D∕365) cos(2𝜋D∕365) Vswavg(−3; 0)
Bxmin(−3; 0)

Bavg(−9;−6) Bavg(−6;−3) Bzmax(−6;−3)
Bzmax(−6;−3)

Bmax(−3;0) Bmax(−3;0) Bxmin(−6;−3)
Bzmax(−3; 0)

Bmax(−6;−3) Bmax(−6;−3) B𝑦max(−9;−6)
Bxmin(−6;−3)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the most
important variable at the top of the list. FFX does not provide the feature
importance ranking.
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Table B5
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms for the
Prediction Horizon h = 6 hr Ahead With a 1-hr Time Window Used to Construct Input Features

h = 6 hr ahead
FFX (1H) RF (1H) MRMR (1H) MIM (1H)
Bzmin(−1; 0)

Bavg(−1;0) Bmax(−1;0) Bmax(−1;0)

Bzmin(−4;−3)
Bzmin(−1; 0)

Vswmax(−1; 0)
Bmax(−2;−1)

Vswmax(−1; 0)
Bzmin(−2;−1)

Bzmin(−1; 0)
Bmax(−3;−2)

Vswmin(−1; 0)
Vswmax(−1; 0)

cos(2𝜋D∕365) Vswmax(−1; 0)

Bmax(−1;0) Vswmax(−2;−1)
Bzmin(−8;−7)

Bavg(−1;0)

nProtmax(−1;0) Vswmin(−1; 0)
Bzmin(−3;−2)

Bavg(−2;−1)

nProtmin(−1;0) Vswmin(−2;−1)
Bxmin(−7;−6)

Vswavg(−1; 0)

sin(2𝜋T∕24) Bmax(−1;0) sin(2𝜋T∕24) Bmax(−4;−3)

cos(2𝜋D∕365) nProtmax(−1;0) Bzmin(−5;−4)
Vswmax(−2;−1)

Bmin(−1;0) Bmax(−2;−1) Bmax(−9;−8) Bavg(−3;−2)

Bzavg(−1; 0)
Bzavg(−1; 0)

Bzmin(−2;−1)
Vswmin(−1; 0)

Bmin(−9;−8) Vswavg(−1; 0)
Vswmax(−7;−6)

Vswavg(−2;−1)

Bzavg(−5;−4)
nProtavg(−1;0) B𝑦max(−1; 0)

Bmax(−5;−4)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the most important
variable at the top of the list. FFX does not provide the feature importance ranking.

Table B6
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms for the
Prediction Horizon h = 6 hr Ahead With a 3-hr Time Window Used to Construct Input Features

h = 6 hr ahead
FFX (3H) RF (3H) MRMR (3H) MIM (3H)
Bavg(−3;0) Bavg(−3;0) Bmax(−3;0) Bmax(−3;0)

Bmin(−3;0) Bzavg(−3; 0)
Vswmax(−3; 0)

Bavg(−3;0)

Bmin(−9;−6) Bzmax(−3; 0)
Bzmin(−3; 0)

Bzmin(−3; 0)

Bxmin(−3; 0)
Bzmin(−3; 0)

cos(2𝜋D∕365) Vswmax(−3; 0)

B𝑦max(−3; 0)
Bzmin(−9;−6)

Bzmin(−9;−6)
Bmax(−6;−3)

Bzavg(−3; 0)
Vswavg(−6;−3)

sin(2𝜋T∕24) Vswavg(−3; 0)

Bzavg(−6;−3)
Vswavg(−9;−6)

Bxmin(−3; 0)
Bavg(−6;−3)

Bzavg(−9;−6)
Vswavg(−3; 0)

Bzmin(−6;−3)
Bmax(−9;−6)

Bzmin(−3; 0)
Vswmax(−3; 0)

B𝑦min(−3; 0)
Vswmin(−3; 0)

Bzmin(−9;−6)
Vswmax(−6;−3)

Bzmax(−9;−6)
Vswmax(−6;−3)

Vswmax(−3; 0)
Vswmin(−3; 0)

Bzmax(−3; 0)
Bavg(−9;−6)

Vswmin(−3; 0)
Vswmin(−6;−3)

Vswmax(−9;−6)
Bzmin(−6;−3)

Vswmin(−9;−6)
Vswmin(−9;−6)

Bxmin(−9;−6)
Vswavg(−6;−3)

nProtmax(−3;0) nProtmax(−3;0) Bzavg(−3; 0)
Vswmin(−6;−3)

nProtavg(−3;0) nProtavg(−3;0) B𝑦max(−3; 0)
Vswmax(−9;−6)

nProtmin(−3;0) nProtmin(−3;0) Bxmax(−3; 0)
Vswavg(−9;−6)

sin(2𝜋T∕24) sin(2𝜋D∕365) Bmax(−9;−6) Bzmin(−9;−6)

cos(2𝜋D∕365) cos(2𝜋D∕365) nProtmin(−3;0) Bmin(−3;0)

Bmax(−3;0) Bmax(−3;0) Bavg(−3;0) Vswmin(−9;−6)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the most important
variable at the top of the list. FFX does not provide the feature importance ranking.
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Table B7
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms for the
Prediction Horizon h = 9 hr Ahead With a 1-hr Time Window Used to Construct Input
Features

h = 9 hr ahead
FFX (1H) RF (1H) MRMR (1H) MIM (1H)
Bzmin(−1; 0)

Bavg(−1;0) Bmax(−1;0) Bmax(−1;0)

Bzmin(−4;−3)
Bzmin(−1; 0)

Vswmax(−2;−1)
Bmax(−2;−1)

Bzmin(−7;−6)
Bzmin(−2;−1)

cos(2𝜋D∕365) Bmax(−3;−2)

Bzmin(−9;−8)
Vswmax(−1; 0)

Bzmin(−3;−2)
Bavg(−1;0)

Vswmax(−1; 0)
Vswmax(−2;−1)

Bzmin(−9;−8)
Bavg(−2;−1)

Vswmin(−9;−8)
Vswmin(−1; 0)

sin(2𝜋T∕24) Bmax(−4;−3)

Bmax(−1;0) Vswmin(−2;−1)
Bzmin(−1; 0)

Bavg(−3;−2)

nProtmin(−1;0) Bmax(−1;0) Bxmin(−7;−6)
Vswmax(−1; 0)

sin(2𝜋T∕24) nProtmax(−1;0) Bzmin(−6;−5)
Bmax(−5;−4)

cos(2𝜋D∕365) Bmax(−2;−1) B𝑦min(−1; 0)
Vswavg(−1; 0)

Bmin(−1;0) nProtmin(−1;0) Bxmin(−1; 0)
Bavg(−4;−3)

Bzavg(−1; 0)
cos(2𝜋D∕365) Bzmax(−9;−8)

Vswmax(−2;−1)

Bmin(−8;−7) Bzavg(−1; 0)
Bzmin(−2;−1)

Bmax(−6;−5)

Bmin(−9;−8) Vswavg(−1; 0)
Vswmax(−7;−6)

Bavg(−5;−4)

Bzavg(−5;−4)
nProtavg(−1;0) Bmax(−5;−4) Vswavg(−2;−1)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the most important
variable at the top of the list. FFX does not provide the feature importance ranking.

Table B8
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms for the
Prediction Horizon h = 9 hr Ahead With a 3-hr Time Window Used to Construct Input Features

h = 9 hr ahead
FFX (3H) RF (3H) MRMR (3H) MIM (3H)
Bavg(−3;0) Bavg(−3;0) Bmax(−3;0) Bmax(−3;0)

Bmin(−3;0) Bzavg(−3; 0)
Vswmax(−3; 0)

Bavg(−3;0)

Bmin(−9;−6) Bzmin(−3; 0)
cos(2𝜋D∕365) Bmax(−6;−3)

B𝑦max(−3; 0)
Vswavg(−9;−6)

Bzmin(−3; 0)
Vswmax(−3; 0)

Bzavg(−3; 0)
Vswavg(−3; 0)

sin(2𝜋T∕24) Bavg(−6;−3)

Bzavg(−6;−3)
Vswmax(−3; 0)

Bzmin(−9;−6)
Bzmin(−3; 0)

Bzavg(−9;−6)
Vswmax(−6;−3)

Bxmin(−3; 0)
Vswavg(−3; 0)

Bzmin(−3; 0)
Vswmin(−3; 0)

Bzmax(−9;−6)
Bmax(−9;−6)

Bzmin(−9;−6)
Vswmin(−6;−3)

B𝑦min(−3; 0)
Bavg(−9;−6)

Vswmax(−3; 0)
Vswmin(−9;−6)

Bzmax(−3; 0)
Vswmin(−3; 0)

Vswmin(−9;−6)
nProtmax(−3;0) Bzmin(−6;−3)

Vswmax(−6;−3)

nProtmax(−3;0) nProtavg(−3;0) Bxmin(−9;−6)
Vswavg(−6;−3)

nProtmin(−3;0) nProtmin(−3;0) nProtmin(−3;0) Bzmin(−6;−3)

sin(2𝜋T∕24) sin(2𝜋D∕365) Bxmax(−9;−6)
Vswmax(−9;−6)

cos(2𝜋D∕365) cos(2𝜋D∕365) B𝑦max(−3; 0)
Vswmin(−6;−3)

Bmax(−3;0) Bmax(−3;0) Vswmax(−9;−6)
Bmin(−3;0)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the most important
variable at the top of the list. FFX does not provide the feature importance ranking.
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Table B9
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms for the
Prediction Horizon h = 12 hr Ahead With a 1-hr Time Window Used to Construct Input
Features

h = 12 hr ahead
FFX (1H) RF (1H) MRMR (1H) MIM (1H)
Bavg(−1;0) Bavg(−1;0) Bmax(−1;0) Bmax(−1;0)

Bzmin(−1; 0)
Bzmin(−1; 0)

Vswmax(−2;−1)
Bmax(−2;−1)

Bzmin(−4;−3)
Vswmax(−1; 0)

cos(2𝜋D∕365) Bavg(−1;0)

Bzmin(−9;−8)
Vswmax(−2;−1)

Bzmin(−9;−8)
Bmax(−3;−2)

Vswmax(−1; 0)
Vswmin(−1; 0)

sin(2𝜋T∕24) Bavg(−2;−1)

Bmax(−1;0) Bmax(−1;0) Bzmin(−1; 0)
Bavg(−3;−2)

nProtmin(−1;0) Bmax(−2;−1) Bxavg(−9;−8)
Bmax(−4;−3)

sin(2𝜋T∕24) nProtmin(−1;0) Bzmin(−5;−4)
Bmax(−5;−4)

cos(2𝜋D∕365) sin(2𝜋D∕365) Bxmin(−1; 0)
Bavg(−4;−3)

Bmin(−1;0) cos(2𝜋D∕365) Bzmin(−3;−2)
Vswmax(−1; 0)

Bzavg(−5;−4)
Vswavg(−1; 0)

Bzmax(−9;−8)
Bmax(−6;−5)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the most impor-
tant variable at the top of the list. FFX does not provide the feature importance ranking.

Table B10
Features Selected Using FFX, RF, MRMR, and MIM Feature Selection Algorithms for the
Prediction Horizon h = 12 hr Ahead With a 3-hr Time Window Used to Construct Input
Features

h = 12 hr ahead
FFX (3H) RF (3H) MRMR (3H) MIM (3H)
Bavg(−3;0) Bavg(−3;0) Bmax(−3;0) Bmax(−3;0)

Bmin(−3;0) Bzavg(−3; 0)
Vswmin(−3; 0)

Bavg(−3;0)

Bmin(−9;−6) Bzmin(−3; 0)
cos(2𝜋D∕365) Bmax(−6;−3)

B𝑦max(−3; 0)
Bzmin(−6;−3)

sin(2𝜋T∕24) Bavg(−6;−3)

Bzavg(−3; 0)
Vswavg(−3; 0)

Bzmin(−3; 0)
Vswmax(−3; 0)

Bzavg(−6;−3)
Vswmax(−3; 0)

Bxmin(−9;−6)
Bmax(−9;−6)

Bzavg(−9;−6)
Vswmax(−6;−3)

Bzmin(−9;−6)
Bavg(−9;−6)

Bzmin(−3; 0)
Vswmin(−3; 0)

Bzmax(−3; 0)
Vswavg(−3; 0)

Bzmin(−9;−6)
Vswmin(−6;−3)

Bxmax(−3; 0)
Bzmin(−3; 0)

Vswmax(−3; 0)
Vswmin(−9;−6)

Bzmax(−9;−6)
Vswmax(−6;−3)

Vswmin(−9;−6)
nProtmax(−3;0) nProtmin(−3;0) Vswmin(−3; 0)

nProtmax(−3;0) nProtavg(−3;0) B𝑦max(−3; 0)
Vswavg(−6;−3)

nProtmin(−3;0) nProtmin(−3;0) Bzmin(−6;−3)
Bzmin(−6;−3)

sin(2𝜋T∕24) sin(2𝜋D∕365) B𝑦min(−9;−6)
Bmin(−3;0)

cos(2𝜋D∕365) cos(2𝜋D∕365) Bxmin(−3; 0)
Vswmax(−9;−6)

Bmax(−3;0) Bmax(−3;0) Vswmax(−3; 0)
Vswmin(−6;−3)

Note. RF, MRMR, and MIM provide the ordered list of variables, with the most impor-
tant variable at the top of the list. FFX does not provide the feature importance ranking.
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Table C1
Fit Performance Statistics of the NN-FFX Models for Different Prediction Horizons Computed on the
Training Set

Prediction horizon, hr 0 3 6 9 12
Number of values in comparison 42479 42479 42479 42479 42479
Intercept of the linear fit 0.2597 0.4363 0.7578 0.9467 1.0866
Slope of the linear fit 0.8743 0.7671 0.5935 0.4951 0.4225
Pearson correlation coefficient (R) 0.9376 0.8758 0.7696 0.7048 0.6493
Root mean square error (RMSE) 0.4822 0.6668 0.8827 0.9817 1.0511
Mean absolute error (MAE) 0.3758 0.5062 0.6714 0.7473 0.8007
Mean error (ME, or bias) 0.0238 0.0020 −9.0616e-05 0.0040 0.0126
Prediction efficiency (PE) 0.8787 0.7670 0.5923 0.4967 0.4216

Table C2
Fit Performance Statistics of the NN-FFX Models for Different Prediction Horizons Computed on the
Validation Set

Prediction horizon, hr 0 3 6 9 12
Number of values in comparison 10080 10080 10080 10080 10080
Intercept of the linear fit 0.2780 0.4870 0.8496 1.0579 1.2035
Slope of the linear fit 0.8618 0.7503 0.5670 0.4659 0.3872
Pearson correlation coefficient (R) 0.9303 0.8666 0.7518 0.6758 0.6105
Root mean square error (RMSE) 0.4987 0.6792 0.8936 0.9990 1.0755
Mean absolute error (MAE) 0.3853 0.5150 0.6835 0.7596 0.8197
Mean error (ME, or bias) 0.0062 −0.0012 0.0054 0.0180 0.0141
Prediction efficiency (PE) 0.8654 0.7509 0.5652 0.4563 0.3721

Table C3
Fit Performance Statistics of the NN-FFX Models for Different Prediction Horizons Computed on the Test Set

Prediction horizon, hr 0 3 6 9 12
Number of values in comparison 5880 5880 5880 5880 5880
Intercept of the linear fit 0.2570 0.4359 0.7569 0.9542 1.1052
Slope of the linear fit 0.8653 0.7642 0.5884 0.4836 0.4061
Pearson correlation coefficient (R) 0.9350 0.8745 0.7695 0.7056 0.6477
Root mean square error (RMSE) 0.4964 0.6754 0.8898 0.9909 1.0632
Mean absolute error (MAE) 0.3872 0.5101 0.6710 0.7480 0.8029
Mean error (ME, or bias) −0.0059 −0.0199 −0.0387 −0.0436 −0.0374
Prediction efficiency (PE) 0.8740 0.7646 0.5914 0.4965 0.4184
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