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Ground response analyses (GRA) model the vertical propagations of SH waves through flat-layered 
media (1DSH) and are widely carried out to evaluate local site effects in practice. Horizontal-to-vertical 
spectral ratio (HVSR) technique is a cost-effective approach to extract certain site-specific information, 
e.g., site fundamental frequency (𝑓଴), but HVSR values cannot be directly used to approximate the levels 
of S-wave amplifications. Motivated by the work of Kawase et al. (2019), we propose a procedure to 
correct earthquake HVSR amplitudes for direct amplification estimations. The empirical correction 
compensates HVSR by generic vertical amplification spectra categorized by the vertical fundamental 
frequency (𝑓଴௩) via 𝑘-means clustering. In this investigation, we evaluate the effectiveness of the cor-
rected HVSR in approximating observed linear amplifications in comparison with 
1DSH modellings. We select a total of 90 KiK-net (Kiban Kyoshin network) surface-downhole sites 
which are found to have no velocity contrasts below their boreholes and thus of which surface-to-bore-
hole spectral ratios (SBSRs) can be taken as their empirical transfer functions (ETFs). 1DSH-based the-
oretical transfer functions (TTFs) are computed in the linear domain considering uncertainties in 𝑉ௌ

profiles through randomizations. Five goodness-of-fit metrics are adopted to gauge the closeness be-
tween observed (ETF) and predicted (i.e., TTF and corrected HVSR) amplifications in both amplitude 
and spectral shape over frequencies from f0 to 25 Hz. We find that the empirical correction to HVSR is 
highly effective and achieves a “good match” in both spectral shape and amplitude at the majority of 
the 90 KiK-net sites, as opposed to less than one-third for the 1DSH modelling. In addition, the empiri-
cal correction does not require a velocity model, which GRAs require, and thus has great potentials in 
seismic hazard assessments. 

 
 
1. Introduction 
 

Ground response analyses (GRA, see Acronyms) are 
widely carried out in current routine engineering practice 
to evaluate the effects of local geological conditions on 
earthquake-induced ground motions. GRA models verti-
cally incident SH waves propagating through a laterally 
homogenous medium assuming either linear, equivalent 
linear or fully nonlinear stress-strain behavior (also re-
ferred to as “1DSH” modelling hereafter). GRA can capture 
some aspects of site effects, e.g., the influence of imped-
ance contrast, 1D resonance, and nonlinearity (for equiv-
alent and nonlinear analyses). 

Thompson et al. [1] investigated the effectiveness of 
GRA by comparing the theoretical transfer functions 
(TTFs) based on linear 1DSH modellings with empirical 
transfer functions (ETFs) estimated from surface-to-
borehole (S/B) spectral ratios (SBSR) at 100 KiK-net 
(Kiban Kyoshin network) sites [2,3]. A “good” match 
(Pearson’s sample correlation coefficient 𝑟 > 0.6) was 

only found at 18% of the sites. Several other such investi-
gations were also carried out by, for instance, Refs. [4–8]. 
They reported different success rates of 1DSH modelling 
in duplicating observed site responses, which will be re-
visited in Discussion, but there is no doubt that GRA fails 
many sites due to a multitude of uncertainties involved in 
the process. To acquire accurate site responses by numer-
ical simulations, firstly, one needs a ground model that 
correctly depicts the material properties (shear-wave ve-
locity, mass density, damping, modulus, etc.) and their 
spatial distributions in a three-dimensional space (geom-
etry). One also needs a set of laws to govern how various 
materials in the physical model behave under cyclic load-
ings as in reality (constitutive model). Besides, modelers 
also need to estimate the wavefield impinging at the 
model boundaries. All these factors contribute to the de-
viation of prediction from observation. 

However, after analyzing the weak-motion blind pre-
dictions at the Turkey Flat Test Area, California, Cramer 
[9], attributed the mismatch primarily to the inaccuracy 
in the geotechnical models. Real et al. [10] also concluded 
that geotechnical models may be more important than the 
method used to calculate site responses. For the strong-
motion blind predictions at Turkey Flat, Kwok et al. [11] 
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reported under-prediction bias at high frequencies and 
blamed the 1D soil model. Using KiK-net surface-down-
hole recordings, Kaklamanos and Bradley [4] found that 
material and geometrical properties of the 1D ground 
models contributed more to the discrepancy between 
simulated and observed amplifications. In addition, GRA 
has an inherent limitation arising from its lateral homog-
enous assumption and thus entirely overlooks complex 
site effects, e.g., laterally propagating surface waves, fo-
cusing and multi-dimensional resonance (e.g., Zhu et al. 
[12,13]). 

Nakamura [14] proposed an alternative site-specific 
approach to quantify site effects, i.e., the horizontal-to-
vertical (H/V) spectral ratio (HVSR) technique. HVSR 
does not need ground models and can be applied to either 
microtremor or earthquake recordings (e.g., Lermo and 
Chavez-Garcia [15]). Hence, the HVSR method is rather 
cost-effective and has been the focus of numerous inves-
tigations as reviewed by Bard [16]. There is a consensus 
that HVSR resembles the empirical transfer function 
(ETF) in shape (alignment of peaks and troughs) and can 
thus be utilized to reliably reveal the (horizontal) funda-
mental frequency (𝑓଴) of a site. However, HVSR ampli-
tudes tend to underestimate the actual levels of amplifi-
cation, which hinders its broader application in site-ef-
fects evaluation. 

Kawase et al. [17] proposed a double correction pro-
cedure to HVSR of microtremor recordings for a direct es-
timation of S-wave amplification. The first correction in-
volves deriving earthquake HVSRs from microtremor 
HVSRs based on predefined generic spectral ratios be-
tween them. In a similar manner, the second step gives 
amplification estimates from earthquake HVSRs cor-
rected by their binned average spectral ratios. Kawase 
et al. [17] have shown good matches between estimated 
and observed amplifications at 100 K-NET and KiK-net 
sites. This is quite promising for the direct application of 
HVSR in site-specific seismic hazard assessments. How-
ever, what is missing is whether the HVSR-based empiri-
cal approach is advantageous over the currently used site-
specific approach, i.e., 1DSH modelling in characterizing 
site effects. Therefore, we devote this article to addressing 
this issue. It is achieved by comparing the goodness-of-fit 

(GoF) of TTFs with that of corrected HVSRs to observed 
amplifications at 90 KiK-net sites. 

In this paper, firstly, we introduce our database which 
consists of 1840 earthquake recordings at 207 KiK-net 
vertical downhole sites. Then we describe a procedure to 
exclude the sites which are identified as having large ve-
locity contrast below the downhole station, and thus 
SBSRs of the remaining sites (total number: 90) can be 
taken as their ETFs. Next, we compute the TTFs of the 90 
sites, considering uncertainties in soil properties by ran-
domizing about each base-case 𝑉ௌ profile through Monte 
Carlo simulations. Meanwhile, we obtain site amplifica-
tions by correcting HVSR after a description of the empir-
ical correction procedure developed in this study. This is 
followed by a systematical comparison of the closeness of 
corrected HVSRs and TTFs to ETFs over frequencies from 
𝑓଴ to 25 Hz. The effectiveness of the 1DSH modelling and 
the HVSR-base empirical correction are discussed. 
 
2. Data 
 
KiK-net is a strong-motion recording network, which con-
sists of approximately 700 surface-downhole recording 
pairs of seismographs throughout Japan (Ⓔ, see Data and 
Resources). In a preceding investigation [18] on linear 
site effects at KiK-net stations, we selected earthquake 
ground-motions from a KiK-net database processed by 
Dawood et al. [19]. We considered earthquakes with a 
moment magnitude (𝑀௪) in the range between 3.5 and 
8.0. Then we only kept recordings (a) with a rupture dis-
tance (𝑅௥௨௣) up to 400 km, (b) having a high-pass corner 
frequency 𝑓௖ ≤ 0.12 Hz, (c) with a signal-to-noise ratio of 
at least 3.0 in the frequency range from 2𝑓௖ to 30 Hz, and 
(d) without being significantly affected by soil nonlinear-
ity using the threshold proposed by Fujimoto and Midori-
kawa [20]. Meanwhile, we applied the following two cri-
teria to screen seismic stations: (a) having at least three 
such records, and (b) with the downhole sensor installed 
in a layer at least 100 m deep from the ground surface and 
having a shear-wave velocity larger than 800 m/s. The 
second criterion was to mitigate the potential implica-
tions of downgoing waves on borehole recordings. In the 
end, we had 1840 seismograms from 207 KiK-net stations 

Figure 1. (a) Spatial distribution of earthquakes and 207 KiK-net stations used in this study, and (b) 𝑀௪–𝑅௥௨௣ distribution of the 1840 
selected earthquake recordings. 
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in the database [18]. 
In the present research, we utilize the same dataset as 

Zhu et al. [18]. The spatial distributions of the selected 
earthquakes and KiK-net stations are shown in Fig. 1a. 
The 𝑀௪–𝑅௥௨௣ distribution of the selected records is pre-
sented in Fig. 1b. We refer interested readers to Zhu et al. 
[18] for more details on site data, e.g., sediment thickness, 
average shear-wave velocity and 𝑓଴. Complete waveforms 
(P, S and S-coda waves) of each record are utilized and are 
tapered with a Tukey window at both ends of the trun-
cated time series (5%). Fourier amplitude spectra (FAS) 
are computed for all three components of each recording 
and then are smoothed using the Konno-Ohmachi func-
tion [21] with a smoothing 
coefficient 𝑏 = 20. The two horizontal components (NS 
and EW) of each record are combined using their geomet-
rical mean prior to the calculation of spectral ratios (e.g., 
SBSR or HVSR). 
 
3. Methods 
 
3.1. Empirical transfer function (ETF) 

ETF is estimated from SBSR, which is the Fourier spec-
trum of the ground motion recorded on the ground sur-
face divided by that at the borehole. For a recording 𝑘 
(𝑘 = 1,2, … , 𝑁, where 𝑁 is the total number of recordings 
at a given station, and 𝑁 ≥ 3 in this study), S/B spectral 
ratios in horizontal and vertical directions are derived ac-
cording to Eqs. (1) and (2), respectively: 

 

𝑆𝐵𝑆𝑅௞(𝑓) =
𝐻௞(𝑓)

𝐻௕,௞(𝑓)
 (1)

 

𝑆𝐵𝑆𝑅௩,௞(𝑓) =
𝑉௞(𝑓)

𝑉௕,௞(𝑓)
 (2)

 
Similarly, H/V spectral ratios at the ground surface and 
borehole are calculated by Eqs. (3) and (4), respectively: 
 

𝐻𝑉𝑆𝑅௩,௞(𝑓) =
𝐻௞(𝑓)

𝑉௕,௞(𝑓)
 (3)

 

𝑆𝐵𝑆𝑅௕,௞(𝑓) =
𝐻௕,௞(𝑓)

𝑉௕,௞(𝑓)
 (4)

 
where 𝐻௞(𝑓) and 𝐻௕,௞(𝑓) are the geometrical means of the 
smoothed Fourier spectra of the two horizontal compo-
nents recorded on the ground surface and at the borehole, 
respectively, during event k. Correspondingly, 𝑉௞(𝑓) and 
𝑉௕,௞(𝑓) are those for the vertical direction. Subscript 𝑣 de-
notes “vertical” and is used to differentiate from its hori-
zontal (default) counterpart; likewise, subscript 𝑏 means 
“borehole”. We assume the logarithmic value of spectral 
ratio at a certain frequency is a variable following a Gauss-
ian distribution, thus its statistical quantities, mean and 
standard deviation, can be obtained using Eqs. (5) and (6), 
respectively: 
 

Figure 2. (a) Schematic diagram (not to scale) showing the depths of accelerometers at the Garner Valley Downhole Array (GVDA); (b) 
SBSRs and surface HVSR, SBSRs are computed for the surface station with reference to different downhole stations (1–5), and the widths 
of the ratios’ curves represent ± one standard deviation (1std); and (c) mean SBSRs. Spectral ratios are in log10 scales. 
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logଵ଴ 𝑆𝑅(𝑓) =
∑ logଵ଴ 𝑆𝑅௞(𝑓)ே

௞ୀଵ

𝑁
 (5)

 

𝑠𝑡𝑑ௌோ(𝑓) = ඨ
∑ (logଵ଴ 𝑆𝑅௞(𝑓) − logଵ଴ 𝑆𝑅(𝑓))ଶே

௞ୀଵ

𝑁 − 1
 (6)

 
where 𝑆𝑅 represents the average of generic Fourier spec-
tral ratios, including SBSR, SBRSv, 𝐻𝑉𝑆𝑅, and HVSRb. 

It is expected that deep velocity structures affect the 
amplification spectra in the low-frequency range. How-
ever, using a numerical approach, Yamanaka et al. [22] 
showed that deep velocity configurations could influence 
the amplifications at high frequencies as well. When the 
underlying layer having higher 𝑉ௌ is removed, the levels 
of amplification at high frequencies are lower than those 
of the complete model. To verify this, we capitalize on the 
Garner Valley Downhole Array (GVDA) in Southern Cali-
fornia. GVDA consists of both surface (station code: 0) and 
downhole (station code: 1–5) accelerometers at depths of 
6, 15, 22, 50, and 150 m, respectively (Fig. 2a). Parameters 
of selected earthquakes are listed in Table S1 (Ⓔ, see Data 
and Resources). We compute the SBSRs for the surface 
station (0) with reference to different downhole stations 
(1–5). The deepest downhole station (5) is embedded in a 
competent granite bedrock with 𝑉ௌ = 1632 m/s, and thus 
its corresponding SBSR05 is taken as the ETF of the site. 
Average SBSRs (log10) and their variations are shown in 
Fig. 2b and are compared in Fig. 2c. Fig. 2c clearly shows 
that SBSR01~04 significantly underestimate SBSR05 
(ETF), suggesting that neglecting deep velocity variations 
causes a considerable underestimation of site responses 
at both low and, more interestingly, high frequencies alt-
hough downward waves may also be somewhat responsi-
ble. Our empirical evidence is consistent with the 

numerical results by Yamanaka et al. [22]. Therefore, only 
when there is no abrupt impedance contrast (IC) below 
the downhole sensor at a site, can SBSR be used as its ETF. 

Even though we only include KiK-net stations with 
boreholes deeper than 100 m and reaching or penetrating 
the layer with 𝑉ௌ = 800 m/s, we cannot rule out the pos-
sibility of having other deeper velocity changes that can 
influence site responses in the investigated frequency 
range 0.25–25 Hz. Hence, we further screen these 207 
sites by examining the potential existence of major ICs be-
low downhole sensors. The presence of deeper ICs at a 
site is gauged based on the difference between SBSR and 
surface HVSR at frequencies below 𝑓଴ determined from 
SBSR. HVSR is used since it carries the information on all 
ICs beneath a surface station. As exemplified in 𝑆𝐵𝑆𝑅௕,௞ , 
there is an apparent peak on HVSR below 1.0 Hz at site 
AKTH19 whereas such a peak is completely absent on its 
SBSR. This suggests the presence of a deeper IC, and thus 
the 𝑉ௌ logging data (Fig. 3c) is just a partial representation 
of the complete model at AKTH19. On the contrary, site 
MYGH04 (Fig. 3b) is deemed as having no further imped-
ance discontinuity, and its 𝑉ௌ profile (Fig. 3c) between 
surface and borehole stations can be considered as a com-
plete representation. 

Based on the above analysis, we define a site as having 
a major IC below its borehole if there exists a frequency 
(below 𝑓଴) at which HVSR amplitude exceeds SBSR value 
by 20% or more. The threshold value (20%) is defined 
subjectively, and future study is recommended for a more 
stringent setting. This screening is contingent on the use-
able frequency range, i.e., 0.25–25 Hz in this study, thus 
we could not identify large ICs which could cause HVSR 
peaks at 𝑓 < 0.25 Hz, even though such ICs still affect am-
plifications at 𝑓 > 0.25 Hz. However, by this criterion, we 
can partition the 207 KiK-net sites into two groups: sites 

Figure 3. SBSR and HVSR at KiK-net sites (a) AKTH19 (with velocity contrast below borehole) and (b) MYGH04 (without velocity contrast 
below borehole), as well as their (c) 𝑉ௌ profiles. Red curves are amplification estimates derived by Nakano et al. [23] through the general-
ized inversion technique (GIT). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version 
of this article.) 
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with (total number: 117 or 57%) and without (total num-
ber: 90 or 43%) major ICs below boreholes. No significant 
trends are observed with regards to 𝑉ௌଷ଴ and the presence 
of deeper ICs. In the following analyses, we only utilize the 
90 sites without major deeper ICs. At these sites, the 
strata between the surface and downhole sensors can be 
considered as a complete representation of the site, and 
thus its corresponding SBSR can be taken as its ETF. VS-
depth plots of the 90 sites are provided as Electronic Sup-
plements to this article (Ⓔ File Spectral Ratios, see Data 
and Resources). 

Nakano et al. [23] separated site effects from the Fou-
rier spectra of ground motions observed at KiK-net sta-
tions through the generalized inversion technique (GIT, 
Andrews [24]). At sites AKTH19 and MYGH04, their am-
plification spectra are compared with our SBSR results in 
Fig. 3a and b, respectively. It should be noted that the GIT-
based amplifications are referenced to the seismological 
outcrop rock (𝑉ௌ = 3.45 km/s). At AKTH19 (Fig. 3a), SBSR 
significantly underestimates GIT estimates at low fre-
quencies, which is expected given that we have identified 
the presence of a deeper IC at this site. However, at 
MYGH04 (Fig. 3b), SBSR and GIT results match quite well 
in both spectral shape and amplitude even though SBSR is 
referenced to borehole bedrock (𝑉ௌ , 𝑏 = 2.83 km/s). A 
good match can also be seen at many other sites at which 
we conduct such a comparison (not presented here for 
brevity), which justifies our use of SBSR as ETF. However, 
the good match at relatively high frequencies might be a 
result of the cancellation of two competing effects. SBSR, 
on one hand, tends to overestimate amplifications due to 
destructive interference between up- and down-going 
waves at borehole; on the other hand, SBSR may underes-
timate GIT results due to its smaller reference 𝑉ௌ 
(>0.8 km/s versus 3.45 km/s). 
 

3.2. Theoretical transfer function (TTF) 
TTF is obtained based on linear 1DSH assumptions. Since 
ETF is referenced to borehole conditions, TTF is thus com-
puted according to Eq. (7) as the ratio of the amplitude of 
harmonic motion on the ground surface (𝐴଴ + 𝐵଴) to that 
of the total wavefields within the bedrock at the borehole 
depth 𝑧 (𝐴௭ + 𝐵௭): 
 

𝑇𝑇𝐹 (𝑓) =
𝐴଴ + 𝐵଴

𝐴௭ + 𝐵௭

 (7)

 
where 𝐴଴ and 𝐵଴ represent the amplitudes of incident 
waves and free-surface reflection, respectively, 𝐴଴ = 𝐵଴; 
and 𝐴௭ and 𝐵௭  denote the amplitudes of upward and 
downward waves at the depth 𝑧. 

Given that empirical spectral ratios are averaged over 
at least three recordings (Eq. (5)), to enable an impartial 
comparison, we devote efforts to accounting for the vari-
ation in TTF associated with uncertainties in 𝑉ௌ profiles. 
Thus, we compute TTF in the present research using 
Strata [25], denoted by TTFStrata hereafter. 𝑉ௌ variability is 
commonly separated into aleatory variability and epis-
temic uncertainty. Aleatory variability arises from the 
spatially variable nature of soil properties, and it is often 
accounted for by using alternative base-cases, namely up-
per-and lower-range values corresponding to the 10th 
and 90th percentiles of a normal distribution, in addition 
to the mean base-case. 

In comparison, epistemic uncertainty stems from our 
inability to perfectly measure these soil properties and is 
typically considered through correlated random pertur-
bations to base-case values (e.g., Teague et al. [26]. How-
ever, some studies (e.g., Teague et al. [26]) demonstrated 
that upper-and lower-range profiles did not match the 
empirically-derived site signature, e.g., resonant fre-
quency and gave unrealistic site responses. Thus, in this 

Figure 4. Site effects at KiK-net site IBRH11. (a) Base-case profile as well as 30 randomized profiles and their median; (b) TTFStrata of the 
base-case profile as well as TTFStratas of the 30 random profiles and their median; and (c) SBSR (ETF), HVSR and median TTFStrata. 
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investigation, we do not use alternative base-cases but 
only consider the epistemic uncertainty in soil properties 
by randomizing about mean base-case ground models 
through Monte Carlo simulations. 

At a given site, Monte Carlo simulations estimate its 
median site response and variation by generating a large 
sample of site profiles with soil properties selected from 
a defined statistical distribution and then computing their 
site responses. The Toro [27] 𝑉ௌ randomization model is 
widely employed to describe the statistical distribution 
and correlation of soil properties (𝑉ௌ , the thickness of 
each layer, and depth to bedrock). Since downhole array 
sites, no exception to KiK-net sites, are typically charac-
terized by only one single measure with no estimates of 
uncertainty, we thus adopt default/recommended statis-
tical properties in Strata, as listed in Table 1. 

At each site, we consider a total number of 30 realiza-
tions that are needed to achieve a stable median value 
[28]. Since there is no density information available in 
KiK-net database, an empirical equation is utilized to ob-
tain mass density (𝜌௦, unit: kg/m3) from 𝑉௦ (unit: m/s): 
𝜌௦ = 0.914𝑉௦

଴.ଵଶଶ which was proposed by Wang et al. [29] 
for K-NET profiles. Shear-wave effective quality factor (𝑄) 
is determined from 𝑉௦ (unit: m/s) using the Campbell 
model ([30], Eq. (8)). Eq. (8) was initially proposed for the 
Central and Eastern United States but has been applied in 
many other regions, including Japan (e.g., Cabas et al. 
[31]). 𝑄 is converted to small-strain soil damping (𝐷௠௜௡) 
through Eq. (9). 
 

𝑄 = 7.17 + 0.0276𝑉ௌ (8)
 

𝐷௠௜௡ =
1

2𝑄ௌ

 (9)

 
Fig. 4a illustrates the 30 randomly generated 𝑉௦ pro-

files developed for a KiK-net site IBRH11. The median of 
the 30 random profiles roughly coincides with the base-
case. Fig. 4b displays the TTFStratas of the 30 random soil 
models and their median, as well as the TTFStrata of the 
base-case profile. Comparing the randomized median 
with the base-case site responses, randomization 
smooths the amplification curve and remarkably lowers 

individual peaks, which is also observed by Rathje et al. 
[32]; among others. The reduction in median amplifica-
tions is related to the way in which variabilities of soil 
properties are modeled [28]. In Fig. 4c, TTFStrata is com-
pared with empirical spectral ratios SBSR and HVSR. Both 
1DSH modelling and HVSR roughly give correct 𝑓଴ = 2.6 
Hz, which corresponds to the large velocity jump at the 
depth of 30 m. 
 
3.3. Goodness-of-fit metrics 

To quantify the resemblance in shape (alignment of 
peaks and troughs) between observed and predicted am-
plifications in various frequency ranges, we use Pearson’s 
sample correlation coefficient 𝑟, Spearman’s rank correla-
tion coefficient 𝜌, and Kendall’s rank correlation coeffi-
cient 𝜏 (Table 2). Pearson’s 𝑟 measures the strength of lin-
ear correlation between two variables, but it requires two 
variables to be approximately normally distributed and to 
have no extreme outliers. We adopt Pearson’s 𝑟 to enable 
a direct comparison with other studies, e.g., Thompson 
et al. [1]. Besides, two nonparametric measures of rank 
correlation (whether linear or not), Spearman’s 𝜌 and 
Kendall’s 𝜏, are also employed since they do not require 
data normality and are insensitive to outliers. The Spear-
man correlation between two variables is equal to the 
Pearson correlation between the rank values of those two 
variables. All three coefficients range from −1 to 1. A 
value of 1 represents a total positive correlation, 0 is no 
correlation, and −1 denotes a total negative correlation. 

In addition to the spectral shape, we also investigate 
the GoF in spectral amplitudes between observed and 
predicted amplifications at different frequencies. We 
adopt the Index of Agreement 𝑑 [33] and Mean Absolute 
Error (MAE, Table 2) to gauge the closeness in amplitudes 
in relative and absolute terms, respectively. Values of 𝑑 
vary between 0 and 1. An agreement value of 𝑑 = 1 indi-
cates a perfect match, and 0 indicates no agreement at all. 
MAE, which quantifies the absolute difference between 
two variables, is recommended by Legates and McCabe 
[34] to be used along with a relative measure, i.e., 𝑑 in this 
case. 
 
4. Empirical correction to earthquake HVSR 
 

For a pair of surface and downhole recording stations, 
we express the HVSR on the ground surface as: 
 

𝐻𝑉𝑆𝑅(𝑓) =
𝐻(𝑓)

𝐻௕(𝑓)
∙

𝐻௕(𝑓)

𝑉௕(𝑓)
∙

𝑉௕(௙)

𝑉(𝑓)

=
𝐻𝑉𝑆𝑅௕(𝑓)

𝑆𝐵𝑆𝑅௩(𝑓)
∙ 𝑆𝐵𝑆𝑅(𝑓) 

(10)

 
For the surface HVSR to represent the horizontal am-

plifications, Nakamura [14] made two major assump-
tions. The first assumption is that, in a firm substratum, 
wave propagation is even in all directions, namely, HVSRb 

Table 1 
Toro [27] site variation model parameters. 

Model Parameter Value 

Velocity Standard deviation 𝜎୧୬ 0.15 

 Correl. coeff. at the surface (𝜌଴) 0.99 

 Correl. coeff. at 200 m (𝜌ଶ଴଴) 1 

 Change in correl. with depth (∆) 8 

 Depth intercept (𝑑଴) 0 

 Exponent (𝑏) 0.16 

Layer thickness Coefficient (𝑎) 1.98 

 Initial (𝑏) 10.86 

 Exponent (𝑐) -0.89 

Depth to bedrock Standard deviation 𝜎୧୬ 0.15 
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is equal to unity (within a factor of 2, the usual uncertainty 
when using spectral ratios, e.g., King and Tucker [35]): 
 

𝐻௕(𝑓) = 𝑉௕(𝑓) or 𝐻𝑉𝑆𝑅௕ = 1.0 (11)
 

This assumption was verified by Nakamura [14] ex-
perimentally using microtremor measurements at down-
hole stations. For earthquake recordings, many studies 
(e.g., Ref. [36,37], confirmed that HVSRb could be approx-
imated by a constant close to unity. In Fig. 5a, we examine 
the fluctuations of HVSRb with frequency at the 90 se-
lected stations. It shows that HVSRb in the aggregate can 
be represented by a near-unity constant in the investi-
gated frequency range, and the variation with frequency 
is insignificant. Hence, this assumption (HVSRୠ = 1.0) 
can be considered to be “true” for our dataset. Addition-
ally, Fig. 5a also substantiates the effectiveness of our “no 
IC below borehole” screening. 

The second assumption is that vertical components of 
seismic waves are not influenced by local site effects, 
namely 
 

𝑉௕(𝑓) = 𝑉(𝑓) or 𝑆𝐵𝑆𝑅௩ = 1.0 (12)
 

To verify this assumption, we plot the SBSRvs at the 90 
KiK-net sites in Fig. 5b. Rather pronounced amplifications 
in the vertical direction can be observed, especially at rel-
atively high frequencies. This clearly demonstrates that 
the second assumption (SBSR୴ = 1.0) does not hold at 

most sites. 
Therefore, the first assumption (Eq. (11)) is valid 

whereas the second one (Eq. (12)) is rejected, then ac-
cording to Eq. (10), prominent vertical amplifications 
(SBSRv) are the main reason for the underestimation of 
HVSR to SBSR at relatively high frequencies. Vertical am-
plifications are associated with the propagations of P-
waves regardless of the chosen window (P-or S-wave 
window), and these P-waves primarily come from the 
conversions of non-vertically travelling SV waves at ma-
jor layer interfaces (e.g., Parolai et al. [38]). SV-to-P con-
versions divert wave energies to the vertical direction and 
cause the underestimation of HVSR to the horizontal am-
plifications. To utilize HVSR for a direct estimation of hor-
izontal amplifications, we need to compensate HVSR by 
this underestimation controlled by SBSRv. Thus, substi-
tuting Eq. (11) into Eq. (10), we can obtain horizontal am-
plifications via the following formula: 
 

𝑆𝐵𝑆𝑅(𝑓) = 𝐻𝑉𝑆𝑅(𝑓) ∙ 𝑆𝐵𝑆𝑅௩(𝑓) (13)
 

The above equation suggests that the horizontal am-
plification function at a given site can be obtained through 
correcting its surface HVSR by its SBSRv. However, Eq. 
(13) has a very limited engineering implication since it 
contains the site-specific SBSRv, which is often unattaina-
ble in practice. Kawase et al. [17] proposed to use generic 
SBSRv as a substitute for the site-specific one in Eq. (13). 
Following Kawase et al. [17]’s approach, we utilize a 

Table 2 
Goodness-of-fit (GoF) metrics used in this investigation. 

Goodness-of-fit metric Expression Range Measure Interpretation 

Pearson’s 𝑟 ∑ (𝑥௜_𝑥̅)(𝑦௜ _𝑦ത)௡
௜ୀଵ

ඥ∑ (𝑥௜_𝑥̅)ଶ௡
௜ୀଵ ඥ(𝑦௜_𝑦ത)ଶ

 
[-1, 1] Linear relationship Measure the closeness in shape (alignment of 

peaks and troughs) 

Spearman’s 𝜌 𝑐𝑜𝑣൫𝑟𝑔௫, 𝑟𝑔௬൯

𝜎௥௚ೣ
𝜎௥௚೤

 
[-1, 1] Ordinal relationship  

Kendall’s 𝜏 2ൣ∑ 𝑠𝑔𝑛൫𝑦௜_𝑦௝൯௜ழ௝ ൧

𝑛(𝑛 − 1)
 

[-1, 1] Ordinal relationship  

Index of Agreement 𝑑 
1 −

∑ (𝑥௜_𝑥̅)ଶ௡
௜ୀଵ

∑ (|𝑦௜ − 𝑥̅| + |𝑥௜ − 𝑥̅|)ଶ௡
௜ୀଵ

 
[0, 1] Degree of difference (rela-

tive) 
Measure the difference in amplitude 

Mean Absolute Error MAE ∑ |𝑦௜ − 𝑥௜|௡
௜ୀଵ

𝑛
 

-  Degree of difference (absolute) 

Note: 𝑛, sample size (𝑛 = 90 in this research); 𝑥 and 𝑦, vectors of observations and predictions, respectively; 𝑥௜  and 𝑦௜ , 𝑖th (𝑖 = 1,2, … , 𝑛) element of 𝑥 and 𝑦, respectively; 
𝑥 and 𝑦, Means of 𝑥 and 𝑦, respectively; 𝑟𝑔௫  and 𝑟𝑔௬, rank vectors of 𝑥 and 𝑦, respectively; 𝜎௥௚ೣ

 and 𝜎௥௚೤
, standard deviations of 𝑟𝑔௫  and 𝑟𝑔௬, respectively; 𝑐𝑜𝑣, covariance 

operation; 𝑠𝑔𝑛, the sign function. 

Figure 5. Spectral ratios (a) HVSRbs and (b) SBSRvs at the 90 KiK-net sites. In each plot, each thin solid line represents the average spectral 
ratio curve at a site (Eq. (5)). 
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binned average vertical amplification spectrum 〈SBSRv〉 
to correct HVSR for horizontal amplification estimates, re-
ferred to as pseudo surface-to-borehole spectral ratio 
(pSBSR): 
 

𝑝𝑆𝐵𝑆𝑅(𝑓) = 𝐻𝑉𝑆𝑅(𝑓) ∙  < 𝑆𝐵𝑆𝑅௩(𝑓) > (14)
 
where < > represents the averaging operation. To con-
struct generic vertical correction spectra 〈SBSRv〉 for our 
study, we first analyze each individual SBSRv curve. We 
find that, as shown in Fig. 6a (Ⓔ, see Data and Resources), 
𝐴଴௩ scales strongly with 𝑓଴௩ (primary) and 𝑉ௌଷ଴ (second-
ary), analogous to the horizontal amplification [18]. 𝐴଴௩ 
denotes the vertical amplification at the vertical funda-
mental frequency 𝑓଴௩, and 𝑉ௌଷ଴ is the average shear-wave 
velocity in the top 30 m. 

Next, based on 𝑓଴௩, 𝑉ௌଷ଴ and 𝐴଴௩, we partition the 90 
sites into 𝑘 number of mutually exclusive clusters by an 
unsupervised technique, 𝑘-means clustering [40,41]. A 
value of 𝑘 = 5 is found to be the optimal number of clus-
ters. Each site characterized by 𝑉ௌଷ଴, 𝑓଴௩, and 𝐴଴௩ (Fig. 6a) 
is assigned to a cluster by minimizing the distance from 
the data point to the mean location of its assigned cluster. 
The resultant clusters 1–5 contain 3, 29, 19, 20 and 19 
sites, respectively and can be distinguished based solely 
on 𝑓଴௩. Ranges of 𝑓଴௩ (in Hz) for clusters 1–5 are [17.0, 
19.8], [10.8, 15.0], [6.2, 9.4], [3.7, 5.6], and [1.1, 3.5], re-
spectively. As shown in Fig. 6a, from Clusters 1 to 5, 𝑓଴௩, 
𝑉ௌଷ଴ and 𝐴଴௩ follow a decreasing trend. 

Fig. 6b depicts the distribution of these clustered sites 
in each geological unit (rock age) which is collected from 
the Japan Engineering Geomorphologic Classification 
Map [39]. Considering the sample size, herein we adopt a 
binary geological classification: (i) Pleistocene, Holocene 
and Quaternary (volcanic), and (ii) Tertiary and Pre-

Tertiary. Clusters 1–4 are dominated by sites from old ge-
ologies which tend to have relatively shallow and stiff 
sites (with high 𝑓଴௩). In contrast, the majority of sites in 
Cluster 5 are from relatively young geologies which tend 
to host soft and deep sites with low 𝑓଴௩. After the cluster-
ing, we then derive the average SBSRv for sites within each 
cluster, i.e., 〈SBSRv〉. As shown in Fig. 6c, 〈SBSRv〉 curves 
are distinctly different. As the cluster number increases 
(from 1 to 5), the first peak and its corresponding fre-
quency decrease. 〈SBSRv〉 for each cluster can be found in 
Table S2 (Ⓔ, see Data and Resources). 

Our correction procedure is, in principle, motivated by 
the one proposed by Kawase et al. [17]; but there are sev-
eral differences. For instance, we assume that HVSRb = 
1.0 (Eq. (11)) is reasonable whereas Kawase et al. [17] 
considered the fluctuation of HVSRb with frequency. We 
make this assumption since it enables us to utilize SBSRv 
in the correction (Eq. (13)), rather than 𝑉(𝑓)/𝐻௕(𝑓) as 
adopted by Kawase et al. [17]. We prefer SBSRv because it 
has a clear physical meaning, namely the vertical amplifi-
cations, which facilitates the subsequent clustering. An-
other striking difference is that our amplifications are ref-
erenced to borehole bedrock whereas that of Kawase 
et al. [17] is conditioned on seismological outcrop rock. 
The above two prime differences deter a direct compari-
son of the correction spectra from the two investigations. 
In Fig. 7, we present a few examples to show the efficacy 
of the empirical correction (Eq. (14)) in comparison with 
other techniques (Fig. 8). 

Fig. 7a and b depict HVSR, TTFStrata, pSBSR and 
HVSR*SBSRv (Eq. (13)) in comparison with SBSR (ETF) at 
KiK-net sites IWTH27 and IBRH13 from Clusters 2 and 4, 
respectively. To enable a better view, we only display 
HVSR, TTFStrata, pSBSR and SBSR in Fig. 7c–f. Comparing 
with HVSR, pSBSR has an obviously improved match with 

Figure 6. 𝑘-means clustering of the 90 KiK-net sites. Distributions of these clustered sites in (a) 𝑓଴௩_𝑉ௌଷ଴_𝐴଴ space, and (b) each geological 
unit according to the classification by Wakamatsu et al. [39]; and (c) average SBSRv for each cluster, i.e., 〈SBSRv〉. 
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SBSR (ETF), and the improvement is especially notable at 
relatively high frequencies. Fig. 7 exemplifies the efficacy 
of the novel application of HVSR after correction. Such 
plots for all the 90 sites are provided as an Electronic Sup-
plements to this article (Ⓔ File Spectral Ratios, see Data 
and Resources). 
 
5. Comparison of site-specific amplification esti-
mates 
 
In this section, we systematically compare the perfor-
mance of pSBSR with TTFStrata in approximating ETF at the 
90 KiK-net sites, as illustrated in Fig. 8. Though HVSR is 
not directly used for amplification estimation in practice, 
it is included in the comparison to assess to what extent 
the corrected HVSR is advantageous over HVSR. However, 
the approximation by Eq. (13) is not considered here 
since it needs a site-specific SBSRv which is often unavail-
able and necessitates the usage of its clustered average 
〈SBSRv〉 in Eq. (14). Hence, we only evaluate the closeness 
of HVSR, pSBSR, and TTFStrata to SBSR (Fig. 8). GoF statis-
tics (Table 2) are computed in eight frequency bands 
which correspond to 0.25–1.0, 1.0–2.0, 2.0–4.0, 4.0–8.0, 
8.0–12.0, 12.0–16.0, 16.0–20.0, 20.0–25.0 Hz, respec-
tively. To compare the effectiveness of any two tech-
niques, we plot their difference (∆) in GoF at the midpoint 
of each frequency band in Fig. 9. Since 𝑟, 𝜌 and 𝜏 all meas-
ure the similarity in spectral shape, for brevity, we only 
present the results for 𝑟. For the same reason, we only dis-
play results of MAE for amplitude. 

Fig. 9a and b compare HVSR and corrected HVSR (or 

pSBSR) in spectral shape and amplitude, respectively. Fig. 
9a shows that the median value of ∆𝑟 is nearly zero re-
gardless of the variation in frequency. Because the shape 
of HVSR is known to match that of SBSR well, ∆𝑟 = ~0 
suggests that the corrected HVSR inherits the good match. 
This is because the clustering and averaging operation 
(Fig. 6) result in a relatively smooth correction which re-
tains site-specific features carried by HVSR. 

Fig. 9b depicts ∆MAE in various frequency ranges. For 
frequencies 0.25–2.0 Hz, the median ∆MAE is zero with a 
very small percentile value. This is because sites with 
𝑓଴௩ > 2.0 Hz constitute the majority (83 out of 90 sites) of 
our dataset, and thus 〈SBSRv〉 is insignificant at frequen-
cies lower than 2.0 Hz (Fig. 6c), and subsequently, there is 
a negligible correction. For frequencies higher than 2.0 

Figure 7. HVSR, TTFStrata and pSBSR (Eq. 
(14)) and HVSR*SBSRv (Eq. (13)) in com-
parison with SBSR (ETF) at sites (a) 
IWTH27 from Cluster 2, and (b) IBRH13 
from Cluster 3. To have a better view, we 
simplify the plots for sites (c) TCGH14 (Clus-
ter 1), (d) FKSH19 (Cluster 4), (e) TCGH07 
(Cluster 4), and (f) IWTH04 (Cluster 3). 
HVSR is the horizontal-to-vertical spectral 
ratio; SBSR and SBSRv are the surface-to-
borehole spectral ratios in the horizontal 
and vertical directions, respectively; pSBSR 
denotes pseudo SBSR, i.e., corrected HVSR; 
TTF and ETF represent theoretical and em-
pirical transfer function, respectively. The 
widths of the ratios’ curves represent ± one 
standard deviation. 

Figure 8. Illustration of techniques used in site effects quantifica-
tion. 
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Hz, ΔMAE is larger than zero and increases significantly 
with frequency (Fig. 9b). This implies that, compared to 
ETF, corrected HVSR has a smaller margin of error than 
HVSR, evidencing the effectiveness of the correction pro-
cedure in improving the match with ETF in amplitude, es-
pecially at high frequencies (>~10.0 Hz). 

The corrected HVSR has shown an apparent advantage 
over HVSR. It is also intriguing to know whether the cor-
rected HVSR performs better than TTFStrata based on 1DSH 
modelling which is widely conducted in seismic hazard 
analyses. We thus compare TTFStrata and corrected HVSR 
in Fig. 9c and d. For frequencies lower than 𝑓଴, both 
TTFStrata and ETF follow a monotonic change in amplitude 
with frequency, resulting in an artificially good match 
with r values close to 1.0 at most sites [1]. Thus, 
we will not compare TTFStrata and pSBSR in the low-fre-
quency band 0.25–2.0 Hz. However, for frequencies 
higher than 2.0 Hz, ∆𝑟 and ΔMAE consistently suggest that 
corrected HVSR has an obviously better match with ETF 
in both spectral shape (Fig. 9c) and amplitude (Fig. 9d) 
than TTFStrata. This demonstrates that the HVSR-based 
empirical approach is also advantageous over the site-
specific GRA. 
 
6. Discussion 
 
6.1. Effectiveness of 1DSH modeling 
Fig. 9 only shows the difference in GoF quantities in dif-
ferent frequency ranges, henceforth we investigate the 

actual GoF values computed over the whole frequency 
range from 𝑓଴ to 25 Hz. GoF results of the 90 sites are pro-
vided in Table S3 (Ⓔ, see Data and Resources). Fig. 10a–c 
depicts the values of Pearson’s 𝑟 between TTFStrata and 
ETF against site characterization proxies, including topo-
graphic slope, 𝑉ௌଷ଴, and 𝑓଴, respectively. Topographic 
slopes at KiK-net sites are derived from a 1-arc (approxi-
mately 30 m) resolution digital elevation model. It is 
worth noting that 𝑟 gauges the similarity in spectral 
shape, and 𝑟 > 0.6 is often regarded as the threshold for a 
“good match” (e.g., Thompson et al. [1]). According to this 
criterion, we find a “good match” (𝑟 > 0.6) at 27% (24 out 
of 90) of our selected sites. 

Comparing with similar studies on KiK-net sites, the 
pioneering work by Thompson et al. [1] reported a “good 
match” (r > 0.6) at 18 out of 100 sites regardless of 
interevent variability. Later Kaklamanos and Bradley [4], 
found the same percentage (18% or 21 out of 114 sites) 
of “good match” (𝑟 > 0.6) sites. Pilz and Cotton [6] de-
fined a “good match” using Spearman’s 𝜌 > 0.6 and con-
sidered the reliability of 𝑉ௌ profiles. However, if we count 
the total number of examined sites, the percentage of 
“good match” (𝜌 > 0.6) is 28% (196 out of the 689). In ad-
dition to the Japanese sites, Afshari and Stewart [7] inves-
tigated 21 vertical arrays in California and identified 24% 
of sites having a “good match” (𝑟 > 0.6). 

Nevertheless, a significantly high success rate was re-
ported by Laurendeau et al. [5] who found 108 out of 152 
KiK-net sites (or 71%) having a “good” match (𝑟 > 0.6). 

Figure 9. Comparison of closeness to SBSR 
(ETF) between (a, b) HVSR and pSBSR, and 
(c, d) TTFStrata and pSBSR using Pearson’s 𝑟
(the first column) and Mean Absolute Error 
MAE (the second column) to examine close-
ness in spectral shape and amplitude, re-
spectively. Correlation coefficients are cal-
culated in eight frequency bands: 0.25–1.0, 
1.0–2.0, 2.0–4.0, 4.0–8.0, 8.0–12.0, 12.0–
16.0, 16.0–20.0 and 20.0–25.0 Hz. On each 
box, the central mark indicates the median, 
and the bottom and top edges of the box in-
dicate the 25th and 75th percentiles, respec-
tively. The whiskers extend to the most ex-
treme data points not considered outliers, 
and the outliers are plotted individually us-
ing the ‘+’ symbol. 

Figure 10. Pearson’s 𝑟 between TTFStrata and ETF in the frequency range from 𝑓଴ to 25 Hz at the 90 selected KiK-net sites. 
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This success rate is much higher than that in this study 
and others (e.g., Pilz and Cotton [6]). It may be because 
Laurendeau et al. [5] computed 𝑟 over a frequency range 
from 𝑓଴/2 whereas others used 𝑓଴ as the lower-bound. 
Computing 𝑟 over a lower frequency range gives an artifi-
cially better match due to the monotonic change of both 
SBSR and TTF for 𝑓 < 𝑓଴. Another reason may be that Lau-
rendeau et al. [5] smoothed their TTFs, which would also 
improve the fit. 

However, the success rates in the present study and 
those of [1,4,6,7] are consistent and are below one third. 
This indicates a limited efficacy of 1DSH modellings in du-
plicating observed amplifications. The causes of its over-
all poor performance are multifaceted. As shown in 
Fig. 10a–c, Pearson’s 𝑟 exhibits a decreasing trend with 
slope, 𝑉ௌଷ଴, and 𝑓଴, respectively, implying poorer fits at 
steeper and stiffer sites which tend to be from relatively 
old geological units. Considering that most KiK-net sites 
are on thin sediments or weathered rocks at the margin 
of basins, the violation of 1D assumption and complex ge-
ological conditions might be responsible for the low suc-
cess rate. Although randomizing 𝑉ௌ profiles accounts for 
the spatial variations in soil properties to a certain degree, 
we did not apply any site-specific constraints on the ran-
domness. Excluding randomized profiles that are incon-
sistent with measured site signatures, e.g., 𝑓଴, is one way 
to achieve informed randomization and can potentially 
improve the match (e.g., Teague et al. [26]). 

In addition to multi-dimensional effects, in a preceding 
study [42], we found around 30% KiK-net sites at which 
its theoretical 𝑓଴ was out of 0.5–2.0 times of its empirical 
one, suggesting a flawed 1D geotechnical model, e. g., im-
perfect representation of vertical layering and faulty esti-
mates of material properties. Many previous studies (e.g., 
Refs. [4, 9–11]), blamed the defects in ground models for 

the biased prediction. Therefore, besides physical limita-
tions of 1D modelling, imperfect KiK-net velocity profiles 
might be another main culprit curtailing the efficacy of 
1DSH modelling. 
 
6.2. Effectiveness of HVSR correction 
Given the major problems with 1DSH modelling, it entails 
a search for an alternative site-specific approach to quan-
tify site response in some applications. HVSR after the 
correction has shown an encouraging advantage over 
TTFStrata (Fig. 9). In this section, however, we discuss its 
effectiveness in absolute terms. Fig. 11 displays the histo-
grams of various GoF measures for corrected HVSR, i.e., 
pSBSR. The results for TTFStrata are superimposed. All 
closeness quantities are calculated over the frequencies 
from 𝑓଴ to 25 Hz (Ⓔ Table S3). For all relative GoF metrics, 
i.e., 𝑟, 𝜌, 𝜏, and 𝑑, we set the threshold value of a good 
match at 0.6 as adopted by Thompson et al. [1]. 

Fig. 11a–d illustrates that pSBSR achieves a good 
match at 81%, 76%, 48% and 80% of the 90 KiK-net sites 
using 𝑟, 𝜌, 𝜏, and 𝑑, respectively. This demonstrates that 
the corrected HVSR can reproduce the observed amplifi-
cation function in either shape or amplitude at most of our 
investigated stations. Comparing with TTFStrata, the empir-
ical correction realizes a surge in success rate by 40–50% 
depending on the GoF metric in use. Fig. 11a devidence 
the remarkable effectiveness of the empirical correction, 
as well as its considerable advantage over 1DSH model-
ling. 

As aforementioned, we define a good fit using a single 
GoF indicator. However, as pointed out by Tao and Rathje 
[8]; this could lead to misjudgments because one GoF met-
ric alone cannot well evaluate the level of the match in 
both amplitude and spectral shape. Considering that a 
good match in both needs to be achieved in practice, thus 

Figure 11. Histograms of correlation coefficients (a) Pearson’s 𝑟, (b) Spearman’s 𝜌, (c) Kendall’s 𝜏, (d) Index of Agreement 𝑑, and (e) Mean 
Absolute Error MAE (log10) between pSBSR and ETF (black) in the frequency range from f0 to 25 Hz for the 90 KiK-net sites. Histograms 
for TTFStrata (grey) are superimposed. 
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we use dual GoF parameters, one for amplitude and the 
other for spectral shape, to define a good match. Correla-
tions between GoF indicators are examined in Fig. 12. 𝑟 is 
strongly correlated with 𝜌 and 𝜏, and thus 𝑟 is selected as 
the GoF measure for spectral shape. For amplitude, both 
𝑑 and MAE are adopted. In addition, the threshold value 
is also varying. Hence, a good match is defined using two 
GoF pairs, (𝑟, 𝑑) and (𝑟, MAE) with varying thresholds. 

Table 3 lists the percentages of good match sites. Al-
beit different definitions, the success rate of TTFStrata in 
matching ETF is consistently below one third (out of 90 
sites) whereas it is no less than 50% for pSBSR. For the 
empirical correction method, both the assumption HVSRb 
= 1.0 and the use of generic correction spectra are respon-
sible for the remaining unsuccessful sites. Nevertheless, 
Table 3 consolidates that the HVSR-based empirical cor-
rection approach has a considerable advantage over 
1DSH modelling. 

Fig. 11e depicts the histograms of MAE (in log10 
scales). The mean values of MAE for TTFStrata is 0.23 which 
is larger than that for pSBSR, 0.20. To realize a direct com-
parison, we present the residuals of TTFStrata, as well as 
pSBSR about ETF against continuous frequencies in 
Fig. 13a and b, respectively. Frequencies are normalized 
to 𝑓଴. Fig. 13c presents the average and standard deviation 
of residuals in the frequency domain without normaliza-
tion. It can be seen from Fig. 13a that there exists an obvi-
ous negative bias at 𝑓/𝑓଴ = 1.0, indicating that TTFStrata 
tends to overestimate the fundamental-mode site re-
sponse. A similar trend has been reported in many previ-
ous studies (e.g., Kaklamanos and Bradley [4]). This un-
derestimation reflects the inability of TTFStrata to properly 

model the downgoing wave effects which are less signifi-
cant due to multidimensional scattering (e.g., Ref. [1,8]), 
than what 1DSH modelling predicts. 

However, at relatively high frequencies (Fig. 13a and 
c), TTFStrata on average substantially underestimates the 
observed amplification, for which Kaklamanos and Brad-
ley [4] blamed the simple and coarse 𝑉ௌ profiles used in 
numerical modellings. Very recently, Kaklamanos et al. 
[43] demonstrated that applying depth-dependent 𝑉ௌ gra-
dients within layers could effectively mitigate the under-
predictions at sites with coarse profiles. Meanwhile, the 
high-frequency underestimations might also be related to 
damping values adopted in simulations. However, Cabas 
et al. [31], and Xu et al. [44] revealed that 𝑄-based damp-
ing estimates using Eqs. (8) and (9) tended to underesti-
mate the kappa (𝜅଴)-consistent damping ratios based on 
field observations at KiK-net sties. According to their find-
ings, the 𝑄-based damping should be increased to be com-
patible with field estimates of attenuation, which would 
predictably lead to larger high-frequency underestima-
tions. Thus, more works are needed to better constrain 
site-specific attenuation parameters. 

For pSBSR, Fig. 13b and c illustrate a negative bias at 
high frequencies, implying that pSBSR tends to overesti-
mate observed amplifications. This overestimation is 
mainly due to the assumption, HVSRb = 1.0 (Eq. (11)) used 
in the correction. HVSRb is larger than 1.0 at some fre-
quencies (Fig. 5a), thus the correction (Eq. (14)) over-
compensates HVSR, inducing an overestimation of pSBSR 
to ETF (Fig. 13c). However, this bias can be readily elimi-
nated by considering the fluctuation of HVSRb with fre-
quency, rather than a constant, in the correction proce-
dure. Even so, pSBSR has a considerably less amount of 
bias and lower level of uncertainty than TTFStrata. 
 
6.3. Regional dependency and soil nonlinearity 

Fig. 14a and b presents three example applications of 
the empirical correction at sites that are not included in 
the dataset based on which the average correction spectra 
are developed. Their 𝑉ௌ structures are shown in Fig. 14c. 

Table 3 
Success rates of TTFStrata and pSBSR in reproducing SBSR under different 
definitions of “good match”. 

Estimation 𝑟 > 0.60 𝑟 > 0.60 
𝑑 > 0.60 

𝑟 > 0.65 
𝑑 > 0.65 

𝑟 > 0.60 
MAE < 0.25 

𝑟 > 0.65 
MAE < 0.20 

TTFStrata 27% 27% 18% 22% 14% 

pSBSR 81% 76% 68% 62% 50% 

Figure 12. Scatterplots of various GoF metrics (Pearson’s 𝑟, Spearman’s 𝜌, Kendall’s 𝜏, Index of Agreement 𝑑, and Mean Absolute Error 
MAE) for (a) TTFStrata vs. ETF; and (b) pSBSR vs. ETF. 
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The first one is a soft site from KiK-net, FKSH14 with 
𝑉ௌଷ଴ = 237 m/s and 𝑓଴௩ = 3.5 Hz (Cluster 5). We correct 
its HVSR using the 〈SBSRv〉 for Cluster 5 (Fig. 6c) and then 
compare the corrected HVSR (pSBSR) with the observed 
amplification SBSR (ETF) in Fig. 14a. GoF statistics are 𝑟 = 
0.69, 𝑑 = 0.81, and MAE = 0.12, indicating a good match 
in both shape and amplitude using dual indicators (Table 
3). The second application site is GVDA in Southern Cali-
fornia with 𝑓଴௩ = 3.1 Hz (Cluster 5). 𝑉ௌଷ  is estimated to be 
316 m/s from the profile proposed by Bonilla et al. [36]. 
We compare its pSBSR and SBSR (ETF) in Fig. 14b. GoF 
results are 𝑟 = 0.52, 𝑑 = 0.71 and MAE = 0.22, which does 

not qualify as a good match (Table 3). The third one is the 
Euroseistest site which is in the tectonically active Myg-
donian basin, Greece (Table S1). This site has a 𝑉ௌଷ଴ = 224 
m/s [45] and 𝑓଴௩ = 1.3 Hz (Cluster 5). GoF results for 
pSBSR and SBSR (Fig. 14c) are 𝑟 = 0.75, 𝑑 = 0.83 and MAE 
= 0.17, indicating a good match. MATLAB code and other 
relevant files for this site are provided as Supplemental 
Materials (Ⓔ File Euroseistest, see Data and Resources). 
Based on these above applications, we stress that the cor-
rection spectra in this research are developed for Japan, 
and we caution about their direct application to other re-
gions. Region-specific 〈SBSRv〉 might need to be 

Figure 14. Residuals between SBSR (ETF) and (a) TTFStrata and (b) pSBSR in the normalized frequency domain, the dashed line represents 
the zero axis; (c) Mean and standard deviation of residuals. 

Figure 13. Application of the empirical correction at (a) KiK-net site FKSH14 in Japan, (b) GVDA in California, and (c) Euroseistest in 
Greece. 𝑉ௌ profiles are displayed in (c) with a zoom-in view on the shallow parts. The three sites are not among the selected 90 sites. 
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constructed. 
Results in sections above are based on relatively weak 

ground-motion records that were not significantly af-
fected by soil nonlinearity and thus might not applicable 
to strong motions under which nonlinearity of shallow 
sediments modifies site responses. The proposed empiri-
cal correction approach (Eq. (14)) uses a set of predefined 
vertical correction spectra 〈SBSRv〉 (Fig. 6c) and a site- 
and event-specific HVSR. The former can be affected by 
soil nonlinearity but to a much lesser extent than its hori-
zontal counterpart (e.g., Tsai and Liu [46]). In contrast, 
the latter, i.e., HVSR, is sensitive to ground-motion inten-
sities and thus is utilized in some studies (e.g., Wen et al. 
[47]), to identify nonlinear site effects. Therefore, Eq. (14) 
might be also viable under strong ground-motions in cer-
tain circumstances even though 〈SBSRv〉 is derived from 
relatively weak motions. 

To test the above hypothesis, we investigate the site 
response at one of our selected KiK-net site IBRH11 
(𝑉ௌଷ଴ = 242 m/s, Fig. 4a) during the mainshock of the 
2011 𝑀௪ = 9.0 Tōhoku earthquake, Japan. Corresponding 
spectral ratios are plotted in Fig. 15a in which average 
spectral ratios derived previously from weak motions 
(Fig. 4c) are also superimposed. Comparing the spectral 
ratios under weak and strong ground shakings, it clearly 
indicates both SBSR and HVSR are affected by soil nonlin-
earity during the mainshock whereas SBSRv only varies to 
a much lesser degree. Next, we apply the empirical correc-
tion approach to strong-motion HVSR. The corrected 
HVSR (pSBSRNL) by the correction spectrum for Cluster 4 
(Fig. 6c) is compared with the observed amplification 
(SBSRNL) during the mainshock in Fig. 15b. The corrected 
weak-motion HVSR is also displayed in Fig. 15b. 

Comparing with pSBSRL, pSBSRNL exhibits typical non-
linear features, namely a reduction in peak values and a 
shift in peak frequencies. In addition, the GoF statistics 
(pSBSRNL vs. SBSRNL) for strong motion case are 𝑟 = 0.68, 
𝜌 = 0.76, 𝜏 = 0.57, 𝑑 = 0.72 and MAE = 0.21, which quan-
tify as a good match (𝑟 > 0.6 and 𝑑 > 0.6) and are only 
slightly worse than these (pSBSRL vs. SBSRL) under weak 
motions: 𝑟 = 0.73, 𝜌 = 0.77, 𝜏 = 0.60, 𝑑 = 0.76 and MAE 

= 0.20. Thus, Fig. 15 suggests that the empirical correc-
tion approach has implicitly accounted for soil nonlinear-
ity to some extent due to its use of site- and event-specific 
HVSR (Eq. (14)). However, the fit between pSBSRNL and 
SBSRNL (Fig. 15b) is less well at high frequencies (> ~10 
Hz). In this frequency range, HVSR is overcompensated by 
weak-motion 〈SBSRv〉 whereas site-specific SBSRv (Fig. 
15a) undergoes a certain degree of nonlinearity during 
the mainshock. This application at IBRH11 corroborates 
the validity of the proposed approach under strong mo-
tions given that the vertical site response is, more or less, 
in the linear domain. Nonetheless, such applications at 
more sites are needed in future studies prior to drawing 
statistically meaningful conclusions on its reliability un-
der strong motions. 

In this study, we take SBSR as observed amplifications, 
and thus the corrected HVSR or pSBSR is the amplification 
referenced to site-specific borehole rock conditions. How-
ever, the example (station MYGH04) shown in Fig. 3b sug-
gests that SBSR is close to the GIT-based amplifications 
[23] referenced to outcropping conditions (𝑉ௌ = 3.45 
km/s). This implies that the effects of downgoing waves 
and the impacts of bedrock property variability may be 
insignificant at our selected sites given the high 𝑉ௌ and 
large depth of borehole bedrock. In addition, the existence 
of prominent vertical amplifications is the underlying rea-
son for the underestimation of HVSR to the actual hori-
zontal amplifications. However, the vertical amplification 
(e.g., Ref. [46,48], has received far less attention than its 
horizontal counterpart. Thus, studies are needed to gain a 
better understanding of the amplification of vertical 
ground-motions, e.g., the optimal site proxies for its char-
acterization and regional variation. 
 
7. Conclusions 
 

It is known that horizontal-to-vertical spectral ratio 
(HVSR) shares a similar shape with the horizontal S-wave 
amplification spectrum but underestimates its ampli-
tudes at relatively high frequencies due to the strong 
presence of amplifications in the vertical direction. In this 

Figure 15. Application of the empirical correction in estimating nonlinear site response at KiK-net site IBRH11. (a) Empirical spectral 
ratios using weak and strong ground-motions that correspond to linear (L) and nonlinear (NL) site response; and (b) Empirical corrections 
to weak- and strong-motion HVSRs by the correction spectrum for Cluster 4 (Fig. 6c). The strong-motion record is from the mainshock of 
the 2011 Tōhoku earthquake (𝑀௪ = 9.0). The widths of the ratios’ curves represent ± one standard deviation. 
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research, we selected earthquake recordings at 90 KiK-
net surface-downhole pairs at which no large velocity var-
iation was identified below the downhole sensor and thus 
of which surface-to-borehole spectral ratio (SBSR) could 
be taken as its empirical transfer function (ETF). Moti-
vated by the approach originally proposed by Kawase 
et al. [17]; we developed generic vertical amplification 
spectra, which were categorized primarily by vertical site 
frequency (𝑓଴௩) via 𝑘-means clustering. The generic spec-
tra were then utilized to correct HVSR amplitudes for a 
direct horizontal amplification estimation. The empirical 
correction preserves the shape of HVSR but compensates 
HVSR amplitudes by generic vertical amplification spec-
tra. 

The main purpose of this study is to compare the per-
formance of this novel application of earthquake HVSR 
with that of 1DSH modellings in reproducing observed 
linear amplifications (ETF) at the 90 KiK-net sites. The 
1DSH-based theoretical transfer function (TTF) at each 
site was the median of 30 profiles generated through ran-
domization about the base-case model. Five goodness-of-
fit (GoF) statistics were adopted to gauge the closeness of 
various amplification predictions (i.e., TTF and corrected 
HVSR) to observation (ETF) in a broad frequency range 
from horizontal site frequency (𝑓଴) to 25 Hz. These GoF 
quantities include four relative metrics (Pearson’s 𝑟, 
Spearman’s 𝜌, Kendall’s 𝜏, and Index of Agreement 𝑑) and 
one absolute measure (Mean Absolute Error, MAE). To as-
sess the closeness in both spectral shape and amplitude, 
we utilized dual GoF measures to define a “good match”. 

Key conclusions of this research are: 
 

(1) The 1DSH-based GRA exhibits poor performance 
in predicting amplifications, achieving a “good 
match” at less than one-third of the 90 examined 
sites. 

(2) The novel HVSR-based empirical correction has a 
considerably higher success rate than GRA, real-
izing a “good match” at the majority of the 90 
sites. 

 
The relatively low success rate of 1D ground response 

analyses may be primarily attributed to violations of 
1DSH assumptions and inaccurate KiK-net PS logging 
data. However, this study shows quite promising results 
for utilizing the empirically corrected HVSR to approxi-
mate site-specific horizontal amplifications. The novel ap-
plication of HVSR has a considerably better performance 
than the widely adopted 1DSH modelling in assessing site 
effects. In addition, the empirical correction to HVSR does 
not need velocity and damping models which are re-
quired by GRA, thus it is rather cost-effective. The findings 
of this study are based on Japanese ground-motion re-
cordings that are not significantly affected by soil nonlin-
earity, and thus the HVSR-based empirical correction 
should be extensively tested in other regions and under 

strong motions in future investigations. Propagation of 
uncertainty also needs to be addressed. This study serves 
as the first step in this direction. 
 
Data and resources 

Earthquake recordings and velocity profiles at KiK-net sta-
tions were downloaded from the http://www.kyoshin. 
bosai.go.jp (last accessed on June 05, 2018). GVDA and Euro-
seistest recordings were downloaded from http://nees.ucsb. 
edu/facilities/GVDA (last accessed on April 01, 2020). Supple-
mental content includes an interactive 3D plot (Fig. 6a), three 
tables (Tables S1–S3) and two zip files (Spectral Ratios and Eu-
roseistest). Table S1 tabulates the parameters of selected earth-
quakes at the GVDA and Euroseistest. Table S2 contains the cor-
rection spectra for the five clusters. Table S3 lists the values of 
all GoF statistics computed over the frequency range from 𝑓଴ to 
25 Hz at the 90 selected sites. The zip file “Spectral Ratios” in-
cludes plots showing different amplification estimates (HVSR, 
TTFStrata, pSBSR, and SBSR) and GoF statistics, as well as plots 
of 𝑉ௌ-depth structures published by NIED at the 90 selected 
sites. The other zip file Euroseistest contains a MATLAB code, as 
well as its input and output files for this site. 
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Acronyms 
GRA ground response analysis based on 1DSH assump-

tions 
HVSR horizontal-to-vertical spectral ratio at the ground 

surface 
HVSRb horizontal-to-vertical spectral ratio at a borehole 
SBSR surface-to-borehole spectral ratio in the horizontal 

direction 
SBSRv surface-to-borehole spectral ratio in the vertical 
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direction 
〈SBSRv〉 average surface-to-borehole spectral ratio in the 

vertical direction 
pSBSR pseudo surface-to-borehole spectral ratio in the 

horizontal direction 
GIT general inversion technique 
TTF theoretical transfer function 
ETF empirical transfer functions 
FAS Fourier amplitude spectrum 
IC impedance contrast 
GoF goodness-of-fit 
MAE mean absolute error 
GVDA Garner Valley downhole array 
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