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A New Approach to Iterations in Solving Geodetic
Boundary Value Problems for Real Topography

Petr Holota
RESEARCH INSTITUTE OF GEODESY, TOPOGRAPHY AND CARTOGRAPHY

25066 2DIBY 98 / PRAGUE - EAST

## CZECHOSIOVAKIA

## 1. Introduction

The solution of a geodetic (linear) boundary value problem generally means to find a harmonic function in the domain outside a telluroid which meets some conditions given on the surface of the telluroid. Following the definition, see (Krarup, 1973), (Hörnander, 1975, 1976), (Grafarend, 1978), (Brovar, Magoicky, Shimbirev, 1961, §34), the telluroid (or the surface of the Earth in the first approdimation in Soviet literature) is about as irregular as the physical surface of the Earth $s$ body. However, almost all formulas which are used for practical representation of the solution of the problem are valid for what is usually called a zeroorder approdimation of the solution based on a formal approdimation of the real boundary surface (given by the telluroid) by a sphere. This kind of a spherical approdmation is insomuch habitual in the respective computations as it is used even at the very cost of a high smoothing of the real topography.

There is a belief that there efists a convergent iterative (i.e. a constructive) process, in fact an analytioal continuation in the interpretation by (Pellinen, 1974), (Marych, 1973) or (Moritz, 1980, §46), which modifies the
original boundary data in such a way that these, being used as boundary data on the sphere, define a harmonic function having the quality of an analytical continuation of the solution related to the original data and the boundary given by the rugged topography of the telluroid. However, it is not quite obvious whether the necessary perturbation of the zero-order solution which would represent an increment caused by the topography is small enough (and in which functional norm) to be determined by an iterative way as above. Anyway the iterative process must be highly unstable (which is also in agreement with the practical experience).

In this paper we will confine ourselves to the so-called simple Molodenskg problem

| (1.1) | $\Delta T=\operatorname{div} \operatorname{grad} T=0 \quad$ in $\Omega$, |
| :--- | :--- |
| (1.2) | $r$ |
| $r$ | $T / \partial r+2 T=-r \Delta g$ on $\partial \Omega$ |

where $\Delta g$ is the gravity anomaly, $r=|x|$ and $\Omega$ is an unbounded domain with the boundary $\partial \Omega$ which is star-shaped at the origin of the system of coordinates $x_{1}, x_{2}, x_{3}$ 。 The simple Molodensky problem is the one considered in virtually all practical solutions of the geodetic boundary value problem. The term has been introduced by (Krarup, 1973) and is also explained in (Moritz, 1980, §§42,43).

It is well known that for the solution of the problem (1.1) - (1.2) the famous integral equation method has already been used by Molodensky. The basic integral equation for the unknown density is related to an irregular surface of the telluroid. However, for practical reasons it was reformulated and expressed as an integral equation of the second kind given on a spherical surface. This makes it possible to consider the integral operator involved as a perturbation of the one that corresponds to (1.1) - (1.2) in case of $\Omega$ being the exterior of a sphere. For the solution of the mentioned perturbation problem a technique has been developed inspired
by a method based on an asymptotic series expansion of the resolvent operator (with respect to a small parameter). The convergence problem related to a Neumann series solution has been investigated by (Moritz, 1973) and is an inspiring topic for further research.

From an abstract point of view the above perturbation problem can be taken for a consequence of a transition from the spherical coordinates $r$ (radius vector), vi(polar distance), $\lambda$ (geocentric longitude) to the new system of coordinates

$$
\begin{equation*}
\bar{r}=\mathbf{r}-\mathrm{h}\left(v^{\prime}, \lambda\right) \quad, \quad \bar{v}=\vee, \quad \bar{\lambda}=\lambda \tag{1.3}
\end{equation*}
$$

where the function $h$ describes the telluroid's topography in relation to the reference ellipsoid. Following the concept of the so-called spherical approximation, the reference ellipsoid will be treated as a sphere of radius $R$ (which is often defined as the radius of a sphere that has the same volume as the earth ellipsoid, i.e. $R=6371 \mathrm{~km}$ ), for a more detailed explanation cf. (Heiskanen and Moritz, 1967) or (Moritz, 1980). In consequence (1.3) carries the surface of the telluroid intc the sphere of radius $R$. However, it is necessary to express the Laplacian of $T$ in terms of $\bar{r}$, $\bar{v}, \bar{\lambda}$ 。

In this paper a slightly more general transformation (1.4) $\bar{r}=r-\omega(\bar{r}) h(v, \lambda) \quad, \quad \bar{v}=v, \quad \bar{\lambda}=\lambda$ will be used instead of (1.3) where $\omega$ is a smooth and suitably chosen function such that $0 \leqslant \omega(\bar{r}) \leqslant 1+\varepsilon$, $\varepsilon>0$, for $R \leqslant \bar{r}$ and $\omega(R)=1$. The simple Molodensky problem will again be solved by means of an iterative process. The proof of its convergence will be based on an a priori estimate of the solution of the problem, especially on an a priori estimate for its second derivatives.

For an actual representation of the solution there will be derived the so-called Green's function (more precisely
the Green-Stokes function in this case) meking possible to write an explicit expression for the solution of the Poisson partial differential equation in case that it satiafies a. boundary condition of the following type

$$
\text { (1.5) } \quad \partial u / \partial|x|+2 u / R=f \text { for }|x|=R
$$

which is well known in physical geodesy.

## 2. Laplacian

In spherical coordinates $r, v, \lambda$ the Laplacien of $T$ has the following form

$$
\begin{align*}
T & =\partial^{2} T / \partial r^{2}+(2 / r) \partial T / \partial r+\left(1 / r^{2}\right) \partial^{2} T / \partial v^{2}+  \tag{2.1}\\
& +\left(\cos v / r^{2} \sin v\right) \partial T / \partial v+(1 / r \sin v)^{2} \partial^{2} T / \partial \lambda^{2} .
\end{align*}
$$

Passing to the coordinates $\bar{r}, \bar{v}, \bar{\lambda}$, according to (1.4), we introduce, for any values of variables considered, the new function
(2.2)

$$
u(\bar{r}, \bar{v}, \vec{\lambda})=T(\bar{r}+\omega(\bar{r}) h, \bar{v}, \bar{\lambda})=T(r, v, \lambda) .
$$

To express the Laplacian of $u$ in terms of $\bar{r}, \bar{\vartheta}, \bar{\lambda}$, which are not an orthogonal system, we have to calculate all the necessary derivatives:
(2.3) $\quad \partial \mathrm{T} / \partial \mathrm{r}=\partial \mathrm{u} / \partial \overline{\mathrm{r}} \partial \overline{\mathrm{r}} / \partial \mathbf{r}$,
(2.4) $\partial^{2} T / \partial r^{2}=\partial^{2} u / \partial \bar{r}^{2}(\partial \bar{r} / \partial r)^{2}+\partial u / \partial \bar{r} \partial^{2} \bar{r} / \partial r^{2}$,
(2.5) $\partial T / \partial v=\partial u / \partial \bar{r} \partial \bar{r} / \partial v+\partial u / \partial \bar{v}$,

$$
\begin{align*}
\partial^{2} \mathrm{~T} / \partial v^{2} & =\partial^{2} u / \partial \bar{r}^{2}(\partial \bar{r} / \partial v)^{2}+2 \partial^{2} u / \partial \bar{r} \partial \bar{v} \partial \bar{r} / \partial v+  \tag{2.6}\\
& +\partial u / \partial \bar{r} \partial^{2} \bar{r} / \partial v^{2}+\partial^{2} u / \partial \bar{v}^{2},
\end{align*}
$$

$$
\text { (2.7) } \begin{aligned}
\partial^{2} \mathrm{~T} / \partial \lambda^{2} & =\partial^{2} \mathrm{u} / \partial \overline{\mathrm{r}}^{2}(\partial \overline{\mathrm{r}} / \partial \lambda)^{2}+2 \partial^{2} \mathrm{u} / \partial \overline{\mathrm{r}} \partial \overline{\mathrm{~h}} \partial \overline{\mathrm{r}} / \partial \lambda+(2.13) & \mathrm{D} & =-(2 / \overline{\mathrm{r}} \sin \vartheta) \partial \overline{\mathrm{r}} / \partial \vartheta= \\
& +\partial \mathrm{u} / \partial \overline{\mathrm{r}} \partial^{2} \overline{\mathrm{r}} / \partial \lambda^{2}+\partial^{2} \mathrm{u} / \partial \bar{\lambda}^{2} \quad & & =2(\omega / \overline{\mathrm{r}} \sin \bar{r})(1+\mathrm{h} \partial \omega / \partial \overline{\mathrm{r}})^{-1} \partial \mathrm{~h} / \partial \lambda,
\end{aligned}
$$

Thus
(2.8) $\quad 0=\Delta T=\Delta \bar{r} \partial u / \partial \bar{r}+|\operatorname{grad} \overline{\mathbf{r}}|^{2} \partial^{2} u / \partial \bar{r}^{2}+$
$+\left(2 / r^{2}\right) \partial \bar{r} / \partial \nu^{2} \partial^{2} u / \partial \bar{r} \partial \bar{\vartheta}+\left(2 / r^{2} \sin ^{2} \bar{v}\right) \partial \overline{\mathbf{r}} / \partial \lambda \partial^{2} u / \partial \overline{\mathbf{r}} \partial \bar{\lambda}$
$+\mathrm{r}^{-2}\left(\partial^{2} u / \partial \bar{u}^{2}+(\cos \bar{u} / \sin \bar{u}) \partial u / \partial \bar{u}+\right.$
$\left.+\left(1 / \sin ^{2} \bar{x}\right) \partial^{2} u / \partial \lambda^{-2}\right) \quad$.
After a small manipulation we obtain

$$
\text { (2.9) } \begin{aligned}
\bar{\Delta} u=\Delta_{\bar{r}} \bar{\gamma} \bar{\lambda} u & =\left((2 / \bar{r})-(r / \bar{r})^{2} \Delta \bar{r}\right) \partial u / \partial \bar{r}+ \\
& +\left(1-(r / \bar{r})^{2}|\operatorname{grad} \bar{r}|^{2}\right) \partial^{2} u / \partial \bar{r}^{2}-
\end{aligned}
$$

- $\left(2 / \overline{\mathbf{r}}^{2}\right)\left(\partial \overline{\mathrm{r}} / \partial \vartheta \partial^{2} \mathbf{u} / \partial \overline{\mathrm{r}} \partial \mho^{\pi}+\left(1 / \sin ^{2} \bar{\mho}\right) \partial \overline{\mathrm{r}} / \partial \lambda \partial^{2} \mathrm{u} / \partial \overline{\mathrm{r}} \partial \vec{\lambda}\right)$

| (2.10) | $A=(2 / \bar{r})-(r / \bar{r})^{2} \Delta \bar{r}=$ |
| :---: | :---: |
|  | $=(2 / \bar{r})\left(1-(1+h \partial \omega / \partial \overline{\mathrm{r}})^{-1}\right)+$ |
|  | $+\left(\omega / \bar{r}^{2}\right)(1+h \partial \omega / \partial \bar{r})^{-1}\left(\Delta_{1} h-2 h\right)$ |
|  | $\begin{aligned} & -(1+h \partial \omega / \partial \bar{r})^{-3}\left(((\bar{r}+\omega(\bar{r}) h) / \bar{r})^{2}+\right. \\ & \left.+(\omega / \bar{r})^{2}\left\|\operatorname{grad}_{1} h\right\|^{2}\right) \mathrm{h} \partial^{2} \omega / \partial \bar{r}^{2}, \end{aligned}$ |
| (2.11) | $\mathrm{B}=1-(\mathrm{r} / \overline{\mathrm{r}})^{2}\|\mathrm{grad} \overline{\mathbf{r}}\|^{2}=$ |
|  | $=1-((\bar{r}+\omega(\bar{r}) \mathrm{h}) / \overline{\mathbf{r}}(1+\mathrm{h} \partial \omega / \partial \overline{\mathrm{r}}))^{2}-$ |
|  | - ( $\omega / \overline{\mathrm{r}}(1+\mathrm{h} \partial \omega / \partial \overline{\mathrm{r}}))^{2}\left\|\operatorname{grad}_{1} \mathrm{~h}\right\|^{\dot{2}}$ |
| (2.12) | $\mathrm{c}=-(2 / \overline{\mathrm{r}}) \partial \overline{\mathrm{r}} / \partial \vartheta=$ |
|  | $=2(\omega / \bar{r})(1+\mathrm{h} \partial \omega / \partial \overline{\mathrm{r}})^{-1} \partial \mathrm{~h} / \partial \vartheta$ |
|  | , |

## provided that

(2.14) $\quad h_{\max } \partial \omega / \partial \bar{r}>-1 \quad$.

Here
(2.15) $\quad \Delta_{1} h=\sin ^{-1} \vartheta \partial(\sin \vartheta \partial h / \partial \vartheta)+\sin ^{-2} \vartheta \partial^{2} h / \partial \lambda^{2}$
is the second and
(2.16) $\left|\operatorname{grad}_{1} h\right|^{2}=(\partial h / \partial \vartheta)^{2}+\sin ^{-2} \vartheta(\partial h / \partial \lambda)^{2}$
the first Beltrami's differential operator related to the unit sphere. Thus
(2.17) $\quad \bar{u}=A \partial u / \partial \bar{r}+B \partial^{2} u / \partial \bar{r}^{2}+$ $+C \partial^{2} u / \bar{r} \partial \bar{r} \partial \bar{v}+D \partial^{2} u / \bar{r} \sin \bar{v} \partial \bar{r} \partial \bar{\lambda}$.

Omitting terms multiplied by
(2.18)
$(\mathrm{h} \partial \omega / \partial \overline{\mathrm{r}})^{2}$ or by $\mathrm{h} \partial^{2} \omega / \partial \overline{\mathbf{r}}^{2}$,
we get

$$
\begin{aligned}
(2.10 \mathrm{a}) \quad \mathrm{A} & =(2 / \overline{\mathrm{r}}) \mathrm{h} \partial \omega / \partial \overline{\mathrm{r}}+ \\
& +\left(\omega / \overline{\mathrm{r}}^{2}\right)(1-\mathrm{h} \partial \omega / \partial \overline{\mathrm{r}})\left(\Delta_{1} \mathrm{~h}-2 \mathrm{~h}\right), \\
(2.11 \mathrm{a}) \quad \mathrm{B} & =-\left(\omega / \overline{\mathrm{r}}^{2}\right)\left(2 \overline{\mathrm{r}} \mathrm{~h}+\omega \mathrm{h}^{2}\right)+ \\
& +2((\overline{\mathrm{r}}+\omega(\overline{\mathrm{r}}) \mathrm{h}) / \overline{\mathrm{r}})^{2} \mathrm{~h} \partial \omega / \partial \overline{\mathrm{r}}- \\
& -(\omega / \overline{\mathrm{r}})^{2}(1-2 \mathrm{~h} \partial \omega / \partial \overline{\mathrm{r}})\left|\operatorname{grad}_{1} \mathrm{~h}\right|^{2},
\end{aligned}
$$

(2.12a) $C=2(\omega / \bar{r})(1-h \partial \omega / \partial \bar{r}) \partial b / \partial v$,
(2.13a) $D=2(\omega / \bar{r} \sin \vartheta)(1-h \partial \omega / \partial \bar{r}) \partial h / \partial \lambda$.

Moreover, we will suppose in addition to the introductory section that

$$
\text { (2.19) } \quad \omega(\bar{r})=0 \quad \text { for } \quad \bar{r} \geqslant R_{e}=\text { const. }>R \text {. }
$$

Hence
(2.20) $A=B=C=D=0$ for $\bar{r} \geqslant R_{e}$.

Finally, extracting the dominant terms, we can put approrimatively
(2.10b) $A=(2 / \bar{r}) h \partial \omega / \partial \bar{r}+\left(\omega / \bar{r}^{2}\right) \Delta_{1} h \quad$,
(2.11b) $B=-2 \omega h / \bar{r}+2 h \partial \omega / \partial \bar{r}-(\omega / \bar{r})^{2}|\operatorname{grad} h|^{2}$,
(2.12b) $\quad C=2(\omega / \bar{r}) \partial h / \partial v$,
(2.13b) $D=2(\omega / \bar{r} \sin \bar{v}) \partial h / \partial \lambda$.

## 3. Boundary condition

Besides the Laplacian it still remains to express the condition (1.2) in terms of $\overline{\mathrm{r}}, \bar{v}, \bar{\lambda}$. Inserting (1.4) and following the notation (2.2), we obtain

$$
\begin{align*}
& (R+h)(1+h \partial \omega / \partial \bar{r})^{-1} \partial u / \partial \overline{\mathbf{r}}+2 u=  \tag{3.1}\\
& =-(R+h) \Delta g \quad \text { for } \quad \overline{\mathbf{r}}=R
\end{align*}
$$

since
(3.2) $\quad \omega(R)=1$
according to the definition. For practical reasons it would be desirable to have
(3.3) $(R+h)(1+h \partial \omega / \partial \bar{r})^{-1}=R \quad$.

It can be simply verified that this may be achieved for
(3.4)

$$
\partial \omega(R) / \partial \bar{r}=1 / R
$$

In consequence the boundary condition (3.1) will be of the following form

$$
\begin{equation*}
R \partial u / \partial \bar{r}+2 u=-(R+h) \Delta g \quad, \quad \bar{r}=R \tag{3.5}
\end{equation*}
$$

or
(3.5a) $\partial u / \partial \bar{r}+2 u / R=-(1+h / R) \Delta g \quad, \quad \bar{r}=R \quad$.
4. Green's - Stokes' function

Our aim is now to find an explicit expression for the solution of the following boundary value problem

$$
\begin{equation*}
\Delta u=g, \quad|x|>R, \tag{4.1}
\end{equation*}
$$

(4.2) $\quad \partial u / \partial|x|+2 u / R=P \quad, \quad|x|=R$

Following the general principles in constructing Green's function, we start with the fundamental solution
(4.3) J = $|x-y|^{-1}$
of the Laplace differential equation. For $|y|<|x|$ we have
(4.4) $J=\sum_{n=0}^{\infty}\left(|y|^{n} /|x|^{n+1}\right) P_{n}\left(\cos \psi_{x y}\right)$
and
(4.5) $\quad \partial J / \partial|y|=\sum_{n=0}^{\infty} n\left(|y|^{n-1} /|x|^{n+1}\right) P_{n}\left(\cos \psi_{x y}\right)$
where $P_{n}$ is the usual Legendre polynomial of degree $n$ and $\psi_{\text {xJ }}$ is the angle between the placement vector $x$ and
$y$. In case of $|y|=R$ we obtain

$$
\begin{align*}
F & =\partial J / \partial|y|+2 J / R=  \tag{4.6}\\
& =R^{-2} \sum_{n=0}^{\infty}(2+n)(R /|x|)^{n+1} P_{n}\left(\cos \psi_{\Sigma J}\right)
\end{align*}
$$

A function $H(y)$ which is harmonic for $|y|>R$ and for $|y|=R$ satisfies the condition
(4.7) $\quad \partial H / \partial|y|+2 H / R=F$
may simply be found as

$$
\text { (4.8) } \quad H=\sum_{n=0}^{\infty} H_{n}, \quad H_{n}=(R /|y|)^{n+1} H_{n}(y /|y|)
$$

where, after the insertion into (4.7), we get the following equations for the individual surface spherical harmonics

$$
\text { (4.9) } \quad \bar{H}_{n}=-R^{-1}(n+2)(n-1)^{-1}(R /|x|)^{n+1} P_{n}\left(\cos \psi_{\Sigma y}\right) \text {, }
$$

except for
(4.10) $\quad H_{1}=\left(a_{1} y_{1}+a_{2} y_{2}+a_{3} J_{3}\right) /|y|$

With coefficients $a_{i}$ which can be chosen arbitrarily. Putting
(4.11) $\quad H_{B}=R^{-1} \sum_{n=2}^{\infty}(n+2)(n-1)^{-1}\left(R^{2} /|x||y|\right)^{n+1} P_{n}\left(\cos \psi_{2 L^{\prime}}\right)$,
we will now deffne a function
(4.12) $G(x, y)=J-H=|x-y|^{-1}-H_{0}-H_{1}+H_{8}$
and we will call it Green's-Stokes' function since its restriction for $|y|=R$ (or, symmetrically, $|x|=R$ ) and $n \geqslant 2$ yields the famous (extended)Stokes function $S$, as it is known in physical geodesy. Thus
(4.13) $\quad G(x, y R /|y|)=-|x|^{-1}-H_{1}+S(x, y /|y|)$
where
(4.14) $S(x, y /|y|)=R^{-1} \sum_{n=2}^{\infty}(2 n+1)(n-1)^{-1}(R /|x|)^{n+1} p_{n}\left(\cos \psi_{x y}\right)$, $\infty$ see (Shimbirev, 1975, eq. VIII.31) or (Moritz, 1980, eq. IV.155). Following the principle of symmetry, we can finally put
(4.15)

$$
a_{i}=c_{i} x_{i} / R^{2}|x|^{3}
$$

to obtain
(4.16)

$$
H_{1}=\sum_{i=1}^{3} c_{i} x_{i} y_{i} /(|x||y|)^{3}
$$

where $c_{i}, i=1,2,3$, are arbitrary constants.
The function $G(x, y)$ will enable us to express the solution of the problem (4.1) - (4.2). The natural point of departure is the formula
(4.17) $u(x)=-(1 / 4 \pi) \int_{|y|>R} G(x, y) \Delta u(y) d y-$
$-(1 / 4 \pi) \int_{|y|=R}(G(x, y) \partial u / \partial|y|-u(y) \partial G(x, y) / \partial|y|) d_{y} S$
which is a slight modification of the well known Green's third identity for the exterior of the surface $|y|=R$. It is valid for functions $u$ that, besides satisfying the general requirements for Green's identities, satisfy certain conditions at infinity, such as vanishing there. Since $u$ should represent the solution of (4.1) - (4.2) and
it follows, after inserting in (4.17), that

$$
\begin{aligned}
(4.19) \quad u(x)= & -(1 / 4 \pi) \int_{|y|=R} G(x, y) f(y) d_{y} S- \\
& -(1 / 4 \pi) \int_{|y|>R} G(x, y) g(y) d y
\end{aligned}
$$

which is the desired explicit expression for the solution of (4.1) - (4.2), provided that for our $g$ the volume integral converges, e.g. for $g$ such that $g(y)=0$ for $|y| \geqslant R_{e}$. However, considering that $G$ involves the arbitrary term $\mathrm{H}_{1}$, it is clear that $u$ is uniquely determined only in a quotient space with the zero vector given by a supplementary space spanned by the first degree harmonics $x_{i}|x|^{-3}$.

## 5. Calderon - Zygmund Inequality

As it will be clear from Section 7, we need an estimate "up to the second derivatives" for the second term on the right hand side of (4.19), i.e. an estimate for the solution u of

$$
\text { (5.1) } \quad \Delta u=g \quad, \quad|x|>R
$$

in case of

$$
\text { (5.2) } \quad \partial u / \partial|x|+2 u / R=0 \text { a.e. on }|x|=R
$$

(a.e. means "almost everywhere" in the Lebesgue sense). For this purpose we will use the so-called $L_{2}$ - estimates for Poisson's equation which, in a certain sense, are an analogue of the Schauder theory in the Hölder spaces.

Let $\Omega$ be a domain in $R^{3}$ and $g$ a function in the classical Banach space $L_{2}(\Omega)$ consisting of measurable functions on $\Omega$. that are square integrable. The norm in $L_{2}(\Omega)$ is defined by
(5.3) $\|u\|_{2}=\left(\int_{\Omega}|u|^{2} d \Omega\right)^{1 / 2}$

In addition, we will use the Sobolev weight space $W_{2}^{(2)}(\Omega, R)$ equipped by the norm
where

$$
\begin{align*}
& \|u\|_{2,2}^{2}=\sum_{|i| \leqslant 2}\left(R^{|i|}\left\|D^{i} u\right\|_{2}\right)^{2}=  \tag{5.4}\\
& =\|u\|_{2}^{2}+R^{2} \| \mid \text { grad } u \mid\left\|_{2}^{2}+R^{4} \sum_{|i|=2}\right\| D^{i} u \|_{2}^{2},
\end{align*}
$$

$$
\begin{equation*}
D^{i} u=\partial^{\prime i} u / \partial r^{j}(r \partial \vartheta)^{k}(r \sin \vartheta \partial \lambda)^{l} \tag{5.5}
\end{equation*}
$$

and $i=(j, k, l)$ is a multi-index with components $j, k, l$ being non-negative integers. The number $|i|=j+k+1$ is called the length of the multi-index $i$. For the general definition of Sobolev weight spaces see (Kufner, John, Fučik, 1977, espec. sec. 8.10).

Recall now that the Newtonian potential of $g$ is the function $w$ defined by the convolution

$$
\begin{equation*}
w(x)=-(4 \pi)^{-1} \int_{\Omega}|x-y|^{-1} g(y) d y \quad . \tag{5.6}
\end{equation*}
$$

The desired $L_{2}$ - estimates are usually established through a consideration of the Newtonian potential $w$. Of the fundemental importance for the $L_{2}$ - theory is the Calderon-Zygmund inequality. It has deep roots in the general theory of elliptic equations and its proof, which is rather hard, goes beyond the scope of this paper. For that reason, following (Gilbarg and Trudinger, 1983, Theorem 9.9), we will confine ourselves, without proof, to
Theorem 5.1 (Calderon-Zygmund inequality). Let $g \in L_{2}(\Omega)$ and let $w$ be the Newtonian potential of $g$ Then $w \in W_{2}^{(2)}(\Omega, R), \Delta w=g$ a.e. and
(5.7) $\left\|D^{i_{W} \|_{2}} \leqslant C\right\| g \|_{2}$ for $|i|=2$
where $C=$ const. Moreover, $\Omega$ can be a bounded as well as an unbounded domain in $R^{3}$, consistently with the note made in (Gilbarg and Trudinger, 1983, p. 235). Note, however, that here, for practical reasons, we have interpreted the Calderon-2ygmund inequality in a weight space and in spheri-
cal coordinates in contrast to Theorem 9.9 in (Gilbarg and Trudinger, 1983).

Considering now the Green-Stokes function (4.12), the $L_{2}$ - estimate for the second derivatives of the solution of (5.1) - (5.2) follows immediately from Theorem 5.1 and the explicit formula (4.19). Thus
(5.8) $\left\|D^{2} u_{\|}\right\|_{2} \leqslant$ const. $\|g\|_{2}$.

Our aim is now to find a quantitative estimate for the Sobolev norm of u .

## 6. Sobolev norm estimate

Starting with this section we will suppose that
(6.1) $g(y)=0$ for $|y| \geqslant R_{e}=$ const. $>R$

According to (5.4) we have to estimate the terms
(6.2)

$$
\begin{aligned}
& A_{0}=\int_{\Omega}\left(\int_{\Omega} G(x, y) g(y) d y\right)^{2} d x, \\
& A_{1}=(4 \pi R)^{2} \int_{\Omega}|\operatorname{grad} u|^{2} d x, \\
& A_{2}=\left(4 \pi R^{2}\right)^{2} \sum_{|i|=2}\left\|D^{i} u\right\|_{2}^{2}
\end{aligned}
$$

with $G$ being the Green-Stokes function (4.12) and
(6.5) $\quad \Omega=\left(x ; R<|x|<R_{e}\right)$
to get the necessary estimate
(6.6) $\|u\|_{2,2}^{2}=(4 \pi)^{-2}\left(A_{0}+A_{1}+A_{2}\right)$
for the solution of (5.1) - (5.2) in $\Omega$.

Using Cauchy's inequality and the obvious inequality
(6.7) $(a+b+c)^{2} \leqslant\left(1+\varepsilon_{1}+\varepsilon_{2}\right) a^{2}+$

$$
+\left(1+1 / \varepsilon_{1}+\varepsilon_{3}\right) b^{2}+\left(1+1 / \varepsilon_{2}+1 / \varepsilon_{3}\right) c^{2},
$$

with $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}$ being positive, we have
(6.8) $\quad A_{0} \leqslant k\|B\|_{2}^{2}$
where
(6.9) $\quad \mathrm{k}=\left(1+\varepsilon_{1}+\varepsilon_{2}\right) \mathrm{A}_{00}+\left(1+1 / \varepsilon_{1}+\varepsilon_{3}\right) \mathrm{A}_{01}+$ $+\left(1+1 / \varepsilon_{2}+1 / \varepsilon_{3}\right) \mathrm{A}_{02}$
and
(6.10) $\quad A_{00}=\iint_{\Omega}\left(J-H_{0}\right)^{2} d y d x \quad$,
(6.11) $\quad A_{01}=\iint_{\Omega} H_{1}^{2} d y d x \quad$,
(6.12) $\quad A_{02}=\iint_{\Omega} H_{a}^{2} d y d x$
since $G=J-H_{0}-H_{1}+H_{s}$.
To estimate $A_{00}$ we, first, recall that for $|y|<|x|$
(6.13) $J=|x|^{-1}+\sum_{n=1}^{\infty}\left(|y|^{n} /|x|^{n+1}\right) P_{n}(\cos \psi \overline{x y})$
and for $|x|<|y|$
(6.14) $J=|y|^{-1}+\sum_{n=1}^{\infty}\left(|x|^{n} /|y|^{n+1}\right) P_{n}(\cos \psi\langle y)$ 。

Consequently
(6.15)

$$
A_{00}=2\left(A_{001}+A_{002}\right)
$$

where

$=\int_{\Omega} \int_{|x|<|y|<R_{e}}\left(|y|^{-1}-H_{0}\right)^{2} d y d x=$
$=(11 / 12)(4 \pi)^{2} R^{4}\left(1-(28 / 11)\left(R^{e} / R\right)+\right.$
$\left.+(24 / 11)\left(R_{e} / R\right)^{2}-(8 / 11)\left(R_{e} / R\right)^{3}+(1 / 11)\left(R_{e} / R\right)^{4}\right)$
and
(6.17) $\quad A_{002}=\sum_{n=1}^{\infty} Q_{n}\left(J_{n}^{2}+\right.$

$$
\left.+4 \sum_{m=1}^{n}((n-\mathbb{m})!/(n+m)!)^{2}\left(c_{n m}^{2}+s_{n m}^{2}\right)\right)
$$

with
(6.18)
$Q_{n}=\int_{R}^{R} \int_{R}^{|x|}\left(|y|^{n} /|x|^{n+1}\right)^{2}|y|^{2} d|y||x|^{2} d|x|=$
$=\int_{R}^{R} e \int_{|x|}^{R e}\left(|x|^{n} /|y|^{n+1}\right)^{2}|y|^{2} d|y||x|^{2} d|x|=$
$=(1 / 4)(2 n-1)^{-1} R^{4}\left((2 n-1)(2 n+3)^{-1}\left(R_{e} / R\right)^{4}+\right.$
$\left.+4(2 n+3)^{-1}\left(R / R_{e}\right)^{2 n-1}-1\right)$,
(6.19) $J_{n}=\int_{\omega} P_{n}^{2}(\cos \vartheta) d \omega$,
(6.20)
$c_{\mathrm{nm}}=\int_{\omega}\left(P_{\mathrm{nm}}(\cos \psi) \cos \mathrm{m} \lambda\right)^{2} \mathrm{~d} \omega$,
(6.21) $\quad S_{n m}=\int_{\omega}\left(P_{n m}(\cos \vartheta) \sin m \lambda\right)^{2} d \omega$

Here we have used the famous decomposition formala

$$
\begin{align*}
& P_{n}\left(\cos \psi_{X y}\right)=P_{n}\left(\cos \psi_{X}\right) P_{n}\left(\cos \psi_{Y}\right)+  \tag{6.22}\\
& +2 \sum_{m=1}^{n}((n-m)!/(n+m)!)\left(\cos m \lambda_{x} \cos m \lambda_{y}+\right. \\
& \left.+\sin m \lambda_{x} \sin m \lambda_{Y}\right) P_{n m}\left(\cos v_{x}\right) P_{n m}\left(\cos \psi_{J}\right),
\end{align*}
$$

cf. (Hobson, 1952, p. 140) where $P_{n m}(\cos \psi)$ is called the associated Legendre function of degree $n$ and order $m$. Naturally $P_{n 0}=P_{n}$. Since
(6.23) $J_{n}=4 \pi /(2 n+1) \quad$,
(6.24) $\quad C_{n m}=S_{n m}=2 \pi(n+m)!/(2 n+1)(n-m)!$,
see (Smirnov, 1958, sec. 131), we obtain
(6.25) $\quad A_{002}=3(4 \pi)^{2} \quad \sum_{n=1}^{\infty}(2 n+1)^{-2} Q_{n} \quad$.

Approaching now the estimate for $A_{01}$, we get, in view of (4.16),
(6.26) $\quad A_{01}=\sum_{i=1}^{3} c_{i}^{2}\left(\int_{\Omega} x_{i}^{2}|x|^{-6} d x\right)^{2}=$

$$
=(4 \pi / 3)^{2}\left(R^{-1}-R_{e}^{-1}\right)^{2}|c|^{2}
$$

where
(6.27) $\quad|c|^{2}=c_{1}^{2}+c_{2}^{2}+c_{3}^{2}$. For $A_{02}$ (4.11) similarly yields $A_{02}=R^{-2} \sum_{n=2}^{\infty}(n+2)^{2}(n-1)^{-2} R_{n}^{2}\left(J_{n}^{2}+\right.$ $\left.+4 \sum_{m=1}^{n}((n-m)!/(n+m)!)^{2}\left(c_{n m}^{2}+s_{n m}^{2}\right)\right)$
with
and $\mathrm{d} \omega$ denoting the surface element of the unit sphere.
(6.29)

$$
\begin{aligned}
R_{n} & =\int_{R}^{R}(R / r)^{2 n+2} r^{2} d r= \\
& =R^{3}(2 n-1)^{-1}\left(1-\left(R / R_{e}\right)^{2 n-1}\right)
\end{aligned}
$$

Thus
(6.30) $\quad A_{02}=3(4 \pi)^{2} R^{4} \sum_{n=2} N^{2}(n)\left(1-\left(R / R_{e}\right)^{2 n-1}\right)^{2}$
where
(6.31) $N(n)=(n+2) /(n-1)(2 n-1)(2 n+1) \quad$.

Quantitatively, $\mathrm{N}^{2}(2)<0.0712, \mathrm{~N}^{2}(3)<0.0052$, $\mathrm{N}^{2}(4)<0.0011$, etc.

Combining now (6.9) - (6.12), (6.15), (6.18), (6.25), $(6.26)$ and (6.30), we obtain
(6.32) $\quad A_{0} \leqslant\left(4 \pi R^{2}\right)^{2} C_{0} \quad\|g\|_{2}^{2}$

With
(6.33) $\quad c_{0}=\left(1+\varepsilon_{1}+\varepsilon_{2}\right)((11 / 6)(1-(28 / 11) q+$
$\left.+(24 / 11) q^{2}-(8 / 11) q^{3}+(1 / 11) q^{4}\right)+$
$+(3 / 2) \sum_{n=1}^{\infty}(2 n-1)^{-1}(2 n+1)^{-2}\left((2 n-1)(2 n+3)^{-1} q^{4}+\right.$
$\left.\left.+4(2 n+3)^{-1}(1 / q)^{2 n-1}-1\right)\right)+$
$+\left(1+1 / \varepsilon_{1}+\varepsilon_{3}\right)(1-(1 / q))^{2}(|c| / 3 R)^{2}+$
$+\left(1+1 / \varepsilon_{2}+1 / \varepsilon_{3}\right) 3 \sum_{n=2}^{\infty} N^{2}(n)\left(1-(1 / q)^{2 n-1}\right)^{2}$
and
(6.34) $\quad q=R_{e} / R \quad$.

In the next step we have to estimate $A_{1}$ given by (6.3). Using Green's identity, we get
(6.35) $\int_{\Omega}|\operatorname{grad} u|^{2} d x \leqslant \int_{|x|>R} \mid$ grad $\left.u\right|^{2} d x=$

$$
=-\int_{|x|=R}(\partial u / \partial|x|) u d S-\int_{|x|>R} u \Delta u d x
$$

However, $u$ is a solution of (5.1) - (5.2) which yields

$$
\begin{align*}
& \int_{\Omega}|\operatorname{grad} u|^{2} d x \leqslant(2 / R) \int_{|x|=R} u^{2} d S-\int_{\Omega} u g d x \leqslant  \tag{6.36}\\
& \leqslant(2 / R) \int_{|x| x R} u^{2} d S+(\eta / 2) \int_{\Omega} u^{2} d x+ \\
& +(1 / 2 \eta) \int_{\Omega} g^{2} d x
\end{align*}
$$

where we have used the well known inequality
(6.37)

$$
a b \leqslant \eta a^{2} / 2+b^{2} / 2 \eta \quad, \quad \eta>0
$$

Since
(6.38) $\int_{\sim} u^{2} d x \leqslant C_{0} R^{4}\|g\|_{2}^{2}$, according to (6.2) and (6.32), it remains to make an estimate of only the first term on the right hand side of (6.36). For this purpose we, iirst, put
(6.39) $z(x)=z(|x|)=1-(|x|-R) /\left(R_{e}-R\right)$,
$R \leqslant|x| \leqslant R_{e}$. Then
(6.40)

$$
\begin{aligned}
\int_{|x|=R} u^{2} d S= & -R^{2} \int_{\Omega}|x|^{-2}(\partial z / \partial|x|) u^{2} d x- \\
& -R^{2} \int_{\Omega}|x|^{-2} z(x)\left(\partial u^{2} / \partial|x|\right) d x \leqslant
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant\left(R_{e}-R\right)^{-1} \int_{\Omega} u^{2} d x+2 \int_{\Omega}|u(x) \partial u / \partial| x| | d x \leqslant \\
& \leqslant\left(R_{e}-R\right)^{-1} \int_{\Omega} u^{2} d x+\eta_{1} \int_{\Omega} u^{2} d x+ \\
& +\left(1 / \eta \eta_{1}\right) \int_{\Omega}|\operatorname{grad} u|^{2} d x
\end{aligned}
$$

where we have used again the inequality (6.37) with $\eta_{1}>0$ instead of $\eta$. The last result inserted in (6.36) yields

$$
\begin{align*}
& \left(1-2 / \eta_{1} R\right) \int_{\Omega}|\operatorname{grad} u|^{2} d x \leqslant  \tag{6.41}\\
& \leqslant\left(2 R^{-1}\left(R_{e}-R\right)^{-1}+2 \eta i^{R^{-1}}+\eta / 2\right) \int_{\Omega} u^{2} d x+ \\
& +(1 / 2 \eta) \int_{\Omega} g^{2} d x
\end{align*}
$$

for
(6.42) $\quad \eta_{1}>2 / R \quad$.

Returning now to $A_{1}$ and combining (6.3), (6.38) and (6.41), we finally get

$$
(6.43) \quad A_{1} \leqslant\left(4 \pi R^{2}\right)^{2} C_{1}\|g\|_{2}^{2}
$$

with
(6.44) $\quad C_{1}=\left(C_{0}\left(2 R\left(R_{e}-R\right)^{-1}+2 \eta \eta_{1} R+R^{2} \eta / 2\right)+\right.$

$$
\left.+\mathrm{R}^{-2} / 2 \eta\right) /\left(1-2 / \eta_{1}^{R}\right)
$$

and $C_{0}$ given by (6.33).
It remains to estimate the term $A_{2}$ given by (6.4). However, we will confine ourselves to the qualitative estimate (5.8) which involves the use of the Calderon-2ygmund inequality. Accordingly,
(6.45) $\quad A_{2} \leqslant\left(4 \pi R^{2}\right)^{2} C_{2}\|g\|_{2}^{2}$
with $C_{2}$ which generally depends on $R, R_{e}$ and $|c|$, i.e. (6.46) $\quad C_{2}=C_{2}\left(R, R_{e},|c|\right) \quad$.

Concluaively, the desired estimate (6.6) results now from (6.32), (6.43) and (6.45). Hence

$$
\begin{equation*}
\|u\|_{2,2} \leqslant R^{2} M^{1 / 2}\|g\|_{2} \tag{6.47}
\end{equation*}
$$

## where

(6.48) $\mathbb{M}=\mathbb{M}\left(R, R_{e},|c|, \varepsilon_{i}, \eta, \eta_{1}\right)=C_{0}+C_{1}+C_{2}$.

## 7. Iterative process

Resuming now the original purpose of this paper, we have to find a solution $u$ of equation (t.17) under the boundary condition (3.5a). For this purpose we use the GreenStokes representation formula (4.19) which, putting
(7.1) $\quad 1=-(1+h / R) \Delta g$
and

$$
\text { (7.2) } \quad \begin{aligned}
\mathrm{E} & =\mathrm{A} \partial u / \partial r+B \partial^{2} u / \partial r^{2}+ \\
& +C \partial^{2} u / r \partial r \partial v+D \partial^{2} u / r \sin \vartheta \partial r \partial \lambda
\end{aligned}
$$

with
(7.3) $A=B=C=D=0$ for $r \geqslant R_{e}$,
in view of (2.20), changes into an integro-differential equation for $u$. Our aim is to solve it iteratively. (For simplicity reasons we are omitting here the bar-sign above
the coordinates $r, \vartheta, \lambda$,
Using again the inequality (6.37), with $\eta=1$, we get
(7.4) $\quad\|g\|_{2}^{2} \leqslant 4\left(\|A \partial u / \partial r\|_{2}^{2}+\left\|B \partial^{2} u / \partial r^{2}\right\|_{2}^{2}+\right.$
$\left.+\left\|c \partial^{2} u / r \partial r \partial v\right\|_{2}^{2}+\left\|D \partial^{2} u / r \sin v \partial r \partial \lambda\right\|_{2}^{2}\right) \leqslant$
$\leqslant 4 R^{-4}\left(\right.$ supess $(R A)^{2}\left(R\|\partial u / \partial r\|_{2}\right)^{2}+$
$+\underset{\Omega}{\operatorname{supess}} B^{2}\left(R^{2}\left\|\partial^{2} u / \partial r^{2}\right\|_{2}\right)^{2}+$
$+\operatorname{supess}_{\Omega L} C^{2}\left(R^{2}\left\|\partial^{2} u / r \partial r \partial v\right\|_{2}\right)^{2}+$

+ supess $\left.D^{2}\left(R^{2}\left\|\partial^{2} u / r \sin \vartheta \partial r \partial \lambda\right\|_{2}\right)^{2}\right) \quad$.
Thus

$$
\begin{equation*}
\|g\|_{2} \leqslant 2 R^{-2} L\|u\|_{2,2} \tag{7.5}
\end{equation*}
$$

where

$$
\text { (7.6) } \begin{aligned}
L= & \max \left(\text { supess } R|A|, \operatorname{supess}_{\Omega}|B|, \text { supess }|C|,\right. \\
& \text { supess }|D|) \mid
\end{aligned}
$$

Treating now the right hand side of (4.19) with $P$, $g$ given by (7.1), (7.2) as an operator defined on $W_{2}^{(2)}(\Omega, R)$ and denoted here by $K$, we can immediately deduce, under a supposition that $\mathcal{P}$ is a sufficiently smooth function, that $K$ maps the Sobolev space $W_{2}^{(2)}(\Omega, R)$ into itself. Indeed, the second term of the right hand side of (4.19) belongs to $W_{2}^{(2)}(\Omega, R)$ simply due to the estimate ( 6.47 ) and (7.5). As regards the first term this is a harmonic function in the domain $|x|>R$. We will denote it by $V_{f}$ for short. Due to the Green-Stokes representation formula (4.19) any function $u$ which is harmonic for $|x|>R$ and such that its restriction to $\Omega=\left(x ; R \leqslant|x| \leqslant R_{e}\right)$ belongs to $W_{2}^{(2)}(\Omega, R)$ may be uniquely represented (apart from the first degree
harmonic components) in terms of boundary values of the expresion
(7.7) $U(x)=\partial u / \partial|x|+2 u /|x|$,
which for $|x|=R$ is an element of the so-called SobolevSlobodeckij space $W_{2}^{(1 / 2)}(|x|=R)$ with fractional derivatives. The last statement is a consequence of the fact that for functions from $W_{2}^{(k)}(\Omega), k$ is a positive integer, there exists a precise characterization of traces on the boundary $\partial \Omega$ of $\Omega$ in terms of functions from $W_{2}^{(k)}(\Omega)$ with $k$ non-integr. E.g.:

$$
\begin{equation*}
U \in \mathbb{W}_{2}^{(1)}(\Omega) \Leftrightarrow \operatorname{Tr}(U) \in \mathbb{W}_{2}^{(1 / 2)}(\partial \Omega) \text {, } \tag{7.8}
\end{equation*}
$$

see (Nečas, 1967) or (Kufner, John, Fučík, 1977). Here $\operatorname{Tr}(U)$ means the trace of $U$ on $\partial \Omega \quad \dot{C}$ Conversely, for $f$ (and thus also $\Delta g$ ) belonging to $w_{2}^{(1 / 2)}(|x|=R)$ the restriction to $\Omega$ of the harmonic function $\nabla_{\rho}$ is necessarily an element of $W_{2}^{(2)}(\Omega)$. Accordingly,

$$
\begin{equation*}
u \in \mathbb{W}_{2}^{(2)}(\Omega, R) \Rightarrow K u \in \mathbb{W}_{2}^{(2)}(\Omega, R) \tag{7.9}
\end{equation*}
$$

which is the property of K we wanted to prove. (Note that we have applied the above statements related to the characterization of traces of function from $W_{2}^{(2)}(\Omega)$ to the weight Sobolev space $W_{2}^{(2)}(\Omega, R)$, bearing in mind that $W_{2}^{(2)}(\Omega, R)$ and $W_{2}^{(2)}(\Omega)=W_{2}^{(2)}(\Omega, 1)$ are equiped with the equivalent norms.)

In addition, combining (6.47) and (7.5), we can simply deduce that
(7.10) $\|K u-K v\|_{2,2} \leqslant M^{1 / 2} \mathrm{~L}\|u-\nabla\|_{2,2}$
for $u, v \in W_{2}^{(2)}(\Omega, R)$. Thus $K^{K}$ will have the quality of a contraction mapping from $W_{2}^{(2)}(\Omega, R)$ into itself if (7.11) $\mathrm{m}^{1 / 2} L<1$.

Jnder the last condition there exists a unique solution $u \in W_{2}^{(2)}(\Omega, R)$ of the integro-differential equation $u=K u$ and thus also of the problem (2.17), (3.5a) since we can apply the famous Banach fixed point theorem in the linear space $W_{2}^{(2)}(\Omega, R)$ which is complete, see (Iyusternik and Sobolev, 1965, p. 43). Moreover, $u$ may be obtained by means of iterations
(7.12)

$$
u=\lim _{n} u_{n} \quad, \quad u_{n}=K u_{n-1}
$$

where $u_{0} \in W_{2}^{(2)}(\Omega, R)$ is a starting approximation.

## 8. Conclusion

The preceding results contain a number of parameters. The prelimfnary estimates indicate that the condition (7.11) is satisfied for realistic topography and the parameter $\mathrm{R}_{\mathrm{e}}$ great enough to have $R_{e}-R>h_{\max }-h_{\text {min }}$. This is an essential prerequisite for a reasonable iterative process. Moreover, it is necessary to suppose that the constants $c_{i}$ in the first degree harmonic function $H_{1}$ are sufficiently small since they are involved in the estimate for $M$. A natural consequence of this requirement is a need of a good starting approximation. However, the first term on the right hand side of (4.19) can be taken in quality of this apprordmation. It is formally identical with the famous Stokes integral. Thus the Stokes apprordmative solution of the simple Molodensky problem is imbedded in the sequence of approrimations of orr iterative process as originally desired.
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THE IRREGULARITY IN THE EARTH'S ANNUAL ROTATION AS A CAUSE OF SYSTEMATIC TIME VARIATION
I. B. Ivanov

The Higher Institute of Mining and Geology, Sofia, Bulgaria

Seasonal variations in the Earth's rotational velocity $\omega$ were established in 1937 by N.Stoykol] Since then, all the authors who have discussed their causes have pointed out that they are mainly causes of a meteorological character. There is a general consensus, however, that the effect of the meteorological factors, in the broadest sense of the term, although considered very important, can explain only about half oh the observed values of these seasonal variations, and at that with quite few reservations. Usually no explanation is given about the other $50 \%$ or, if given, it is based on a variety of causes, some of which run counter to the meteorological factors [2].

Here we submit an explanation precisely of the unexplained $50 \%$ of the values of these variations in the Earth's angular velocity. It is based on a transport of masses through the equatorial plane established by us [3].

The angular moment of a rotational body is given by the expression
(1)

$$
M=C \omega
$$

where $C$ is the body's inert moment vs the axis of this rotation. If the body is isolated, i.e. not subject to external effects, this moment is constant.

As is known, if a rotational body has an equatorial plane, i.e. a plane perpendicular to its rotation, in relation to which plane the body is symmetric, when this symmetry is violated, then its inert moment $C$ increases. In our epoch, according to [4] theoretically about July 2nd, i.e. summer in the northern hemisphere, the Earth is closest in shape to the rotational ellipsoid with which it approximates, and about January 2nd its shape from observation these two dates deviate roorer to expect because of the Earth's rheological properties. It follows then that the Earth's inert moment $C$, when consider as a rotational body, is smallest about July 20 th and biggest about January 20 th.

In all the investigations of the Earth's angular velocity, its angular moment $M$ is assumed to be constant. From (1) we have
(2)

$$
M=C \omega=\text { const }
$$

and consequently, when taking into consideration the above about seasonal variations in the Earth's inert moment $C$, it follows
from (2) that its angular velocity $\omega$ should be biggest about July 20 th and smallest about January 20 th.

Thus, theoretically, proceeding from the result obtained in [4] one reaches the conclusion which Stoyko established with the observings. At that, this conclusion is obtained only from changes caused by factors which refer to the body of the Earth.

Bearing in mind the above about the discussions following Stoyko's finding about the causes of seasonal variations in the Earth's rotational velocity which, as all authors stressesd, are meteorological in character, i.e. external to the Earth's body, it naturally follows that the unexplained $50 \%$ in the change in value of the seasonal variations in the Earth's angular velocity weduct the ena are responsible for $50 \%$ of the magnitude of these variation

Comments. 1) On the basis of 7 -year observations of the Earth's rotational velocity, Belocerkovsky [6] added trimestrial variations in the Earth's angular velocity $\omega$ to the annual and semestrial known until then, nothing that they"apparently are due to meteorological phenomena". Moreover, an exact coincidence of the phases can not be expected, because "meteorological phenomena recur but not at the same time". If the diagrams adduced in Belocerkovsky's article are examined, it can be seen that the extrema in the change of the Earth's rotational velocity $\omega$ in one year are about four typical points around the Earth's orbit perihelion, aphelion, vernal and autumnal equinox. The results obtained refer to 17 stations on Soviet soil.
Let us analyze the third formula about $T_{L Z}$ from [3]:

$$
\begin{aligned}
& T_{L x}=-\xi M_{\odot}\left[\frac{1}{\rho_{L}^{2}} \cos \left(\delta_{L}-\delta_{E}\right)-\frac{1}{\tau_{E}^{2}}\right] \sin \alpha, \\
& T_{L Y}=-\xi M_{\Theta}\left[\frac{1}{\rho_{L}^{2}} \cos \left(\delta_{L}-\delta_{E}\right)-\frac{1}{\tau_{E}^{2}}\right] \cos \alpha \cos \varepsilon- \\
& \quad-\frac{g M_{\odot}}{\rho_{L}^{2}} \sin \left(\delta_{L}-\delta_{E}\right) \sin \varepsilon, \\
& T_{L Z}=-\xi M_{\Theta}[ {\left[\frac{1}{\rho_{L}^{2}} \cos \left(\delta_{L}-\delta_{E}\right)-\frac{1}{\tau_{E}^{2}}\right] \cos \alpha \sin \varepsilon-} \\
&-\frac{\xi M_{\odot}}{\rho_{L}^{2}} \sin \left(\delta_{L}-\delta_{E}\right) \cos \varepsilon .
\end{aligned}
$$


$\left(\alpha=\left(2 \pi+\frac{\pi}{13000}\right) t\right), t$ is recorded in parts of the year (days) for a presentation of the algebraic projections of the Sun's tide-forming force $\vec{T}$ on the Earth in one geocentric equatorial coordinate system (see Fig.). This projection is tion of the Earth's rotational axis i e perpendicular to the Earth's equatorial plane and it changes its sign in the pearthiclin rihelion and the aphelion, being annulled in the points of the
vernal and automnal equinox.

The 29-year observations on the Earth's rotational velocity of the U.S.Naval observatory station , elaborated by Mihailov [7] confirmed the existence of trimestrial variations for the Washington station as well. It should be added, though, that the trimestrial variations for this station are much smaller than the corresponding ones in Belocerkovsky's diagrams.
2) For the station in Washington the maximum of $\omega$ is in May and the minimum in October. This is obviously connected with meteorological factors but the movement of the North American plate probably interferes as well. Supplementary investigation are called for.

Description of the magnitudes participating in the formulas(3) and figure: G - gravitational constant, Mo - solar mass, $E_{E}=|S E|-d i s t a n c e$ between points $S$ and $E, \quad \rho_{L}=|S L|$ distance between points $S$ and $L, \delta_{L}, \delta_{E}$ - declinations of points $L$ and $E, \mathcal{E}$ - angle of precession $\approx 23^{\circ} 27, \alpha$ - angle connected linearly with the true anomaly $V$. The last one is supposed, for the sake of convenience, to change uniformly in the course of a year, i.e. $V=2 \pi t$, where $t$ is recorded in days (parts of a year).
cknowledgements are due to Dr.G.M.R.Winkler, Director of Time Service Division, U.S. Naval Observatory in Washington, for kindly supplying the 23 -year observation data.
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OCEAN TIDAL LOADING ALONG THE "BLUE ROAD GEOTRAVERSE" IN FENNOSCANDIA

## Summary

Some results from gravity tidal measurements along the Fennoscandian "Blue Road Geotraverse" are presented here. The residual ectors for consituents 01 and M2 are compared to ocean tidal oading, calculated for modified Schwiderski maps. The coherence of the results for 01 shows the sufficient intercalibration of the ifferent gravimeters. The results for M2 indicate, that an marine tide of the Norwegian shelf has to be applied to fit the bserved residuals near the coast. Data acquisition of the ravimeters, calibration, and data analysis are shortly discussed.

## Zusammenfassung

Einige Ergebnisse der gravimetrischen Gezeitenmessungen entlang der Geotraverse Blaue Straße in Fennoskandien werden vorgestell und die Residualvektoren fur die Partialtiden Ol und m2 mit den be rechneten Auflastwirkungen für ein modifiziertes Meeresgezeiten modell von Schwiderski verglichen. Die Ưbereinstimmung der Ergeb nisse der Ol-Residuen zeigt die Güte der Eichung der beteiligten Gravimeter. Die Ergebnisse für M2 lassen erkennen, daB eine Verbesserung des Meeresgezeitenmodells für den Bereich des norwegischen chelfs nötig ist, um eine Ubereinstimmung der berechneten mit de eobachteten Auflas rfassung die Kalibrierung und die Analyse kurz diskutiert.

## 1. Introduction

Between spring 1980 and autumn 1983 tidal gravity measurements were carried out at seven sites in Norway, Sweden, and Finland along the "Blue Road Geotraverse", which starts near the polar circle at the Norwegian coast and leads nearly south - east through
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Fig. 1: Tidal residuals already obtained in Fennoscandia in microgals and degrees for M2 (upper) an O1 (1ower), from Ducarme and Kaariainen (1980); the dashed lines show the "land-uplift-lines" compared by recording at the Berlin Tidal Observatory (int. nr. for repeated precise gravity surveys; the circles denote the tidal 0750) before and after the measurements on the profile. The LCR-ET gravity stations abong the Blue Road: NE - Nesna, HE - meter served as a reference.
Haajakoski, VI - Virojoki.
Only the ET 18 was already provided with analog and digital sweden and Finland (see fig. 1). The recording periods varied recording equipment; therefore the four Askanias could be equipped between ten months and about two years (see tab. l). The five with equal data acquisition systems. In order to apply the measurinstruments used were calibrated by parellel recordings at the ing station to the field conditions along the profile new power Berlin Tidal Observatory.
different institutes (see tab. 1). These gravimeters were inter-

The aim of these measurements can be summerized as follows (Jentzsch, 1983a):

1) Determination of realistic tidal parameters along this line for the correction of precise gravity surveys in addition to and kääriäinen, 1980);
2) Study of the interaction of ocean tidal loading and the structure of the lithosphere in that area;
3) Development of an ocean tidal model of the shelf esp. for the constituent $M 2$ in order to augment the respective global model of Schwiderski (1979).
Tab. l: Stations, instruments, and recording periods

| Station | Instrument | Period |  |
| :---: | :---: | :---: | :---: |
| NESNA | GS - 15/206 | April 1980 | - March 1981 |
| HEMNESBERGET | GS - 15/206 | August 1982 | - October 1983 |
| UMBUKTA | LCR - ET 18 | April 1980 | - August 1981 |
| TÄRNABY | LCR - ET 18 | August 1981 | - April 1983 |
| Storuman | GS - 11 / BN 06 | August 1981 | - October 1983 |
| VAAJAKOSKI | GS - 15/210 | April 1981 | - July 1982 |
| VIROJOKI | GS - 11 / BN 20 | August 1982 | - October 1983 |

2. Experimental problems and realization of the measurements

In this project five tidal gravimeters were used, provided by supply units were developed including a power failure protection, and a buffer circuit to attach and to recharge a storage battary. ${ }^{\circ}$

The components of the station are given in fig. 2: Directly to the gravimeter output a preamplifier is attached for pre-filtering and adjustment of impedance to recording equipment. The digital recording system is based on a Datel cassette recorder. After a suitable alias-filtering and amplification the signal is sampled with a rate of 30 sec, converted into 12 bit samples, and stored on the tape cassette. A monitor output provided with an hourly time mark is connected to a chart recorder.


Fig. 2: Station components of the tidal gravimeter station (from Asch, 1983)

Further, the measuring stations consisted of an insolated and temperature stabilized gravimeter room (constant near $30^{\circ} \mathrm{C}$ ). Whenever possible this room was built up in a cellar space which was also temperature controlled to provide a fairly stable temperature gradient, too.

The LCR - ET 18 was also provided with a buffer battary, but according to the necessary adaption to the European system the applied conversion of voltages caused energy loss due to waste heat which could not be buffered over a longer period. The feedback signal of the ET 18 was decoded by an angular decoder and converted into a 14 bit data word. The resolution of the digital records is


A



B


Fig. 3: Coherence (in percent), and phase difference (A), transfer function, and transfer error (B) between the gravimeters ET 18 and GS - 15/206 at the Berlin Tidal Observatory (from Jahr, 1984)
about 0.1 Hgal; in the case of the $E T 18$ a dynamic range of 84 dB is achived, and 72 dB in the case of the Askanias. For more details see Asch (1983).

Although special efforts concerning stable recording conditions were applied, esp. with regard to stable temperatures and power failure, several gaps were introduced into the records. These gaps were caused not only by failures of electronic circuits, but also by mechanical problems of the chart recorders. Later, when reading the casettes, errors occurred due to the insufficient data security of the incremental recording. The stations were maintained by local people, who were very helpful, but only trained to do some proper manipulations. Regarding the stations being far away, and nearly unreachable during winter within acceptable time, we got better data then expected. Only two stations out of seven (Storuman and Virojoki) caused difficulties; but here maintenance problems also met instrumental problems. Therefore the analysis of these records is not yet finished.

## 3. Calibration

Since the ET 18 as the most sensitive instrument was calibrated very carefully before, it was used as a reference. With this instrument the tidal parameters of our Berlin Tidal Observatory were determined. There, all Askanias have recorded for at least half a year. In the case of the GS - 15/206 a parallel record with the ET 18 could be realized, and thus not only tidal amplitudes and phases could be compared, but also transfer function and coherence could be calculated. Fig. 3 gives the coherence and the phase differences as well as the transfer function and transfer error. In fig. 4 sections of the continuous transfer function are compared to the ratios of the individual tidal amplitudes. The errors are small; esp. for the main tidal waves they are better than $0.5 \%$, reaching nearly the $0.1 \%$ level. This provides calibration errors in the order of $0.1 \mu \mathrm{gal}$ and less for the amplitude, and less than $0.2^{\circ}$ for the phase.

Due to the different drift properties of the two gravimeters (the ET 18 nearly without any linear drift), outside the tidal bands the


Fig. 4: Diurnal (A) and semidiurnal (B) sections of the continuous transfer function compared to the ratios of the individual tidal amplitudes; error bars are given for both (from Jahr, 1984)
coherence of the spectra is small, and even the minor tidal constituents show significant deviations from the smooth transfer function expected within the tidal bands.

## 4. Results of the measurements and tidal residuals

Many efforts had to be applied in data preparation, filtering, and analysis. Both the continuously and the digitally recorded data were processed. Special attention was paid to the elimination of disturbances, the separation of the drift, and the interpolation of small gaps. Algorithms had to be developed and adapted to the properties of the individual time series. The drift was removed using physical models as well as spline - functions in order to increase the signal-to-noise ratio, and to minimize filter problems. The analysis was performed using a modified least squares method. The errors calculated are referred to the Fourier spectrum of the residuals. More details are given by Plag and Jahr (1983).

The results for the constituents $O 1$ and $M 2$ are summerized in tab. 2. With $A_{0}$ as observed amplitude, and the gravimetric factor $\delta_{0}$ the expected body tidal amplitude $A_{b}$ is assuming $\delta=1.160$ :
(1) $\quad A_{b}=\delta / \delta A_{0}$

The phase denotes the difference
(2) $\quad \alpha=\alpha_{0}-\alpha_{b}$
usually used. Thus, referring to the Greenwich meridian, a negative phase means Greenwich phase lag, and a positive phase a lead. The signal-to-noise ratio $\mathrm{s} / \mathrm{n}$ referrs to the noise level of the Fourier spectrum of the residual noise; the mean noise levels for the diurnal and the semidiurnal tidal bands are used as errors.

The residual tidal vector $\overrightarrow{\mathrm{L}}_{0}$ with amplitude $A_{1}$ and phase $\lambda$ denotes the observed loading signal, and is given by

where $\overrightarrow{0}$ is the observed tidal vector from $A_{0}, a$, and $\vec{B}$ the vector of the expected body tide from $A_{b}$ and zero phase shift.

The record of Tärnaby is of very high quality due to stable station conditions and a very keen maintenance. The priliminary results for the two stations Nesna and Umbukta, as given by Asch et al. (1983) can be improved now. Differences are due to higher state of data processing and longer time series available.

Tab. 2: Results for the constituents $O 1$ and M2 (see text)

| Station | $\begin{gathered} \mathrm{A}_{\circ} \\ {[\mu \mathrm{gal}]} \end{gathered}$ |  | $\alpha$ $[0]$ |  | $\begin{gathered} A_{b} \\ {[\mu \mathrm{gal}]} \end{gathered}$ | $\begin{gathered} \mathrm{A}_{1} \\ {[\text { Hgal] }} \end{gathered}$ | $\begin{gathered} \lambda \\ {[0]} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 01 |  |  |  |  |  |  |
| NESNA | $\begin{array}{r} 26.253 \\ \pm \quad .133 \end{array}$ | $\begin{array}{r} 1.143 \\ \pm .005 \end{array}$ | $\begin{array}{r} 1.11 \\ \pm .16 \end{array}$ | 362 | 26.636 | .640 $\pm .133$ | 127.37 $+\quad 11.91$ |
| HEMNESBERGET | $\begin{array}{r} 26.265 \\ \pm \quad .167 \end{array}$ | $\begin{array}{r} 1.145 \\ \pm .007 \end{array}$ | .65 $\pm .36$ | 157 | 26.621 | .464 $\pm .167$ | 140.36 $+\quad 20.62$ |
| UMBURTA | $\begin{array}{r} 26.543 \\ +\quad .128 \end{array}$ | $\begin{array}{r} 1.151 \\ \pm .006 \end{array}$ | $\begin{array}{r} 1.35 \\ \pm \quad .28 \end{array}$ | 207 | 26.683 | .643 $\pm .128$ | $\begin{array}{r} 103.29 \\ +\quad 11.45 \end{array}$ |
| TARNABY | $\begin{array}{r} 26.920 \\ +\quad .032 \end{array}$ | $\begin{array}{r} 1.154 \\ \pm .001 \end{array}$ | .68 $\pm .07$ | 846 | 27.053 | .345 $\pm .032$ | 112.86 $\pm \quad 5.25$ |
| $\begin{aligned} & \text { VAAJA- } \\ & \text { KOSKI } \end{aligned}$ | $\begin{array}{r} 29.577 \\ +\quad .227 \end{array}$ | $\begin{array}{r} 1.154 \\ \pm .009 \end{array}$ | $\begin{array}{r} .54 \\ \pm .43 \end{array}$ | 132 | 26.728 | $\begin{array}{r} .154 \\ \pm .227 \end{array}$ | $\begin{array}{r} 10.50 \\ \pm \quad 84.56 \end{array}$ |
|  | M2 |  |  |  |  |  |  |
| NESNA | $\begin{array}{r} 11.289 \\ \pm \quad .056 \end{array}$ | .922 $\pm .005$ | $\begin{aligned} & -2.05 \\ & \pm .20 \end{aligned}$ | 368 | 14.203 | $\begin{array}{r} 2.960 \\ \pm .056 \end{array}$ | $\begin{aligned} & -171.04 \\ & \pm \quad 1.08 \end{aligned}$ |
| HEMNESBERGET | $\begin{array}{r} 8.592 \\ +\quad .076 \end{array}$ | .703 +.006 | -4.68 $\pm .50$ | 113 | 14.182 | 5.662 $\pm .076$ | $\begin{array}{r} -172.89 \\ +\quad .77 \end{array}$ |
| UMBURTA | $\begin{array}{r} 12.321 \\ +\quad .079 \end{array}$ | $\begin{array}{r} 1.002 \\ \pm .006 \end{array}$ | $\begin{array}{r} 1.53 \\ \pm .37 \end{array}$ | 156 | 14.263 | 1.974 +.079 | $\begin{array}{r} 170.40 \\ +\quad 2.29 \end{array}$ |
| TÄRNABY | $\begin{array}{r} 13.358 \\ \pm \quad .009 \end{array}$ | $\begin{array}{r} 1.050 \\ \pm .001 \end{array}$ | $\begin{array}{r} 1.08 \\ \pm .04 \end{array}$ | 1535 | 14.763 | $\begin{array}{r} 1.430 \\ \pm .009 \end{array}$ | $\begin{array}{r} 169.88 \\ \pm \quad .35 \end{array}$ |
| VAAJA- KOSKI | $\begin{array}{r} 19.107 \\ +\quad .105 \\ \hline \end{array}$ | $\begin{array}{r} 1.172 \\ \pm .007 \\ \hline \end{array}$ | $\begin{array}{r} 1.05 \\ +\quad .32 \\ \hline \end{array}$ | 181 | 18.918 | $\begin{array}{r} .397 \\ +.105 \\ \hline \end{array}$ | $\begin{array}{r} 62.02 \\ +\quad 15.17 \\ \hline \end{array}$ |



Fig. 5: The ocean cells of the shelf model separated into three parts: south, middle, and north; the Rana fjord area (hatched) is added using empirical data.

Although the stations in Norway are not far apart, their m2 here, it can be stated, that now more realistic values are residuals differ much. This is due to different station elevations, available. Near the coast the calculated loading of both maps is which causes varying Newtonian attraction of the marine load of the similar, but the differences of the results increase with adjacent seas (see also sec. 5).
5. Ocean tidal loading and observed tidal residuals increasing distance from the coast. This seems to be due to the fact, that the Schwiderski table fits better to open ocean amplitudes. E.g. for the Indian Ocean Schwiderski gives a maximum amplitude of 47 centimeters, whereas Hendershott (1973) calculates The response of the earth to tidal loading was calculated accord- 138 centimeters. This produces a load amplitude of nearly 1 microing to Farrell (1972). The Green's function for an appropriate gal for Fennoscandia, but only 0.1 microgal in the case of earth model was convolved with a model of the ocean tide schwiderskis. Generally, comparing the results for both maps for distribution. The results for the "Blue Road" presented here were M2 for Fennoscandia, distant oceans of Schwiderski's map provide obtained by applying this method in a similar way as described by about lo percent of the amplitude of Hendershott s .
Baker (1980) for Britain: The theoretical gravity load, $\vec{I}$, at a point on the surface of the earth is given by

$$
\begin{equation*}
\overrightarrow{\mathrm{L}}(\vec{r})=\rho \iint_{\text {oceans }} G\left(\left|\vec{r}-\vec{r}^{-}\right|\right) \vec{H}\left(\vec{r}^{-}\right) d A \tag{4}
\end{equation*}
$$

where $\vec{r}$ is the positioning vector, $\vec{H}\left(\overrightarrow{r^{-}}\right)$is the complex amplitude of the ocean tide over a surface $d A$, usually approximated by a spherical disk, and $\rho$ is the density of the sea water. $G(|\vec{r}-\vec{r}|)$ is the Green's function describing the elastic and Newtonian attraction effects of a point mass on the surface of the earth. Different earth models were used: the "Blue Road Crust" (BLC) as of the stations are responsible for the differences of the signal: derived by Lund (1979) with a Moho depth of about 45 kilometers, a For Hemnesberget, situated in the fjord area, at sea level we
 model with a Moho depth of more than 50 kilometers (C50). It turned elevation of 40 meters these values change to $A_{1}=4.10 \mu g a l$, out, that the response of the model C 20 fitted best to the $\lambda=179.3^{\circ}$, and for the station elevation of 84 meters we get observations. Therefore in the following all results are referred $A_{1}=6.01 \mu g a l, \lambda=-177.6^{\circ}$.
to this model.
Further, the calculations show, that close to the ocean the load
The algorithm used to calculate the loading vector allows to vector is controlled by the adjacent seas. Thus, the middle section integrate over different ocean patches separately in order to of the Norwegian shelf covers more than 60 percent of the total detemine their individual signals. Thus, the Norwegian shelf was load. Therefore, this part was subject to change in order to test separated into three main parts: south, middle, and north (see. the fit of the calculated to the observed load. The phase was fig. 5). The Rana fjord area was modelled using a local modified by plus and minus 20 degrees, respectively. Since the distribution derived from empirical data (plag, 1982a/b). Compared coherence is significantly improved by a shelf model incorporating to earlier results obtained for Fennoscandia on the basis of the a -20 degrees phase shift, this was repeated with -15 degrees. In M2 - map of Hendershott (Jentzsch, 1983b) instead of Schwiderskis

Fig. 6: Observed tidal residuals for constituent 01 compared to calculated load vectors; note different scale to fig. 7.
fig. 7 the results for ${ }^{n}-15^{n}$ and ${ }^{n}-20^{n}$ degrees are also given (see tab. 3). Compared to the numerical tidal model of the Norwegian shelf provided by Mathisen and Johansen (1982, see also Blankenburgh et.al., 1983), a significant difference arises: The phases given are smaller by about 10 degrees with respect to Schwiderski's phases in that area.

This result leads to an investigation of the residual load
(5)

$$
\vec{R}=\vec{I}_{0}-\vec{I}
$$

When (1980) for Fig. 7: Tidal residuals of constituent m2: Observed vectors which was already carried out by Baker (1980) for the marine load compared to calculated load vectors for original and modified around Britain, in order to improve local models for the spatial Schwiderski shelf tides.

Tab. 3: Theoretical load of 01 and $M 2$ for Schwiderski's maps indicated, a further investigation of the response to local models modified at the coast ("ORIG", see fig. 5) ; "-l5" and "-20" denote of the distribution of the marine tide seems to be promising. phase shift applied to middle section of the Norwegian shelf (height corrections applied, compare to tab. 2)

| Station |  |  | ${ }_{1}{ }^{\text {ORIG }}[0]$ |  |  |  | $[\mu \mathrm{gal}]$ | [0] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NESNA | . 45 | 138.7 | 3.29 | 168.1 | 3.16 | -172.9 | 3.10 | -170.2 |
| HEMNESBERGET | . 58 | 138.6 | 6.01 | -177.6 | 5.67 | -173.8 | 5.64 | -172.4 |
| UMBUKTA | . 36 | 138.8 | 2.04 | 166.3 | 1.92 | 175.8 | 1.88 | 178.9 |
| TÄRNABY | . 33 | 139.6 | 1.53 | 160.8 | 1.44 | 170.5 | 1.39 | 173.4 |
| $\begin{aligned} & \text { VAAJA- } \\ & \text { KOSKI } \end{aligned}$ | . 19 | 143.4 | . 43 | 71.4 | . 39 | 70.3 | not c | 1 c . |

(3) More realistic tidal corrections for precise gravity surveys are provided by these measurements along the "Blue Road". Generally, for that purpose a standard earth is sufficient for loading corrections. But close to the fjords only tidal measurements can provide results incorporating the tidal admittance with regard to the distribution of the water masses, and the elevation of the station. Close to the sea or even to an inlet the loading signal can be amplified by factor two or three or even more, only by attraction. This is an individual property of each station. Therefore overall calculations lead to wrong values in that area. To avoid systematic errors due to loading the total tidal correction should be determined with an accuracy of one microgal or better.
distribution of the marine tide. The results obtained for the "Blue Road" seem to be promising and encourage such a study using available shelf models of that area.

## 6. Conclusions

(1) Regarding the interaction of ocean loading and the structure of the lithosphere the responses to different crustal structures are too small to develop a detailed crust/mantle model for that area. Nevertheless, all calculations had to be referred to a crust of about 20 kilometers depth to fit the observations. A crust of greater depth (mountain root or even remnants of $a$ downgaing slab of the crust) would provide a significant amplification of the M2 tidal residual by about $10 \%$ at sea level. The wahr model as a reference instead of $v=1.160$ provides smaller residuals, which would require a thinner crust.
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Generally, this question could be answered better by tidal tilt observations. But in that area the respective interpretations would depend much more on the modelization of the ocean tidal input. Up to now it seems to be impossible to provide a model of the marine tide of the fjords which would fulfill these requirements.
(2) M2 and Ol ocean tidal charts were tested, using tidal gravimeters in that area. According to the significant phase shift
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Summary

The physical reliability of correlations between magnetic field quantities and components and parameters of the Earth's rotation was investigated. It was found that only the correlations between variations of the magnetic field intensities and of the length of day are physically significant, while the correlations between the magnetic field and parameters of the CHANDLER-wobble are dubious.

## Zusammenfassung

Die physikalische Realität von Korrelationen zwischen magnetischen Feldgrößen und Komponenten und Parametern der Erdrotation wurde unter sucht. Es wurde festgestellt, daB nur Korrelationen zwischen den Variationen des magnetischen Feldes und der Tageslänge signifikant sind, während die Korrelationen zwischen dem magnetischen Feld und den Parametern der CHANDLER-Welle angezweifelt werden müssen.

Since MUNK and REVELLE (1952) proved that the decade fluctuations of the Earth's rotation are not excited by geophysical surfacephenomena, it is usual to look at the core for the excitation of that phenomenon.

The only indications of variations in the core or at the coremantle boundary are variations of the magnetic field and indeed, as we see by Fig. 1, exist fairly good correlations between the magnetic field intensity and the components and parameters of the Earth's rotation.

The first curve shows the variation of the total intensity of the magnetic field at Niemegk, after a linear trend is being removed. Further in the figure the variations of the length of day and of the amplitude and period of the CHANDLER-wobble are exhibited.

It could be objected that we have compared global phenomena with a local variation of the magnetic field, but it should be mentioned that there exist similar trends of the magnetic field variations at all magnetic observatories, only the amplitudes are different as it should be. Relations between magnetic field variations and variations of the Earth's rotation are produced by coupling torques between the core and the mantle.

As generally assumed and sufficiently proved the geomagnetic field is maintained by a dynamo process taking place in the liquid core. Temporal variations of this process cause similar variations of the magnetic field and coupling parameters. The magnetic fields and currents of this process react with the conducting part of the lower mantle and produce LORENTZ-forces which are the reason for torques

$$
\begin{equation*}
L=\int_{V}(\bar{r} \times(\bar{j} \times B)) d V \tag{1}
\end{equation*}
$$

exciting variations of the rotation of the Earth.
Before considering the evaluation of this integral from magnetic field quantities we shall evaluate the amount of the torque necessary to excite the observed variations of the length of day. From the Eulerian equations emerges the relation between the relativ length of day $\left(u_{3}\right)$ and the exciting component of the torque

$$
\begin{equation*}
L_{3}=c \omega_{0} \frac{d u_{3}}{d t} \tag{2}
\end{equation*}
$$

where $C$ is the axial moment of inertia and $\omega_{0}$ the velocity of rotation. For decade fluctuations a mean value

$$
\left|L_{3}\right| \approx 10^{17} \mathrm{Nm} \text { and a maximum value }\left|L_{3}\right| \approx 10^{18} \mathrm{Nm}
$$

## were obtained

To evaluate these values from the geomagnetic field, we must know the field quantities and its variations at the core mantle boundary. These values can be obtained by solving the induction equation

$$
\operatorname{curl}\left(\frac{1}{\mu \sigma} \operatorname{curl} B\right)=-\dot{B}
$$

provided that a conductivity law for the mantle and a relative velocity between core and mantle are known. According to STIX and ROBERTS (1983) we applied a conductivity law of form

$$
\sigma(r)=\sigma_{a}(r / a)^{-\alpha}
$$

$\left(\sigma_{a}=3 \cdot 10^{3}{ }_{\mathrm{L}} \Omega \mathrm{m}^{-1} \mathrm{~m}^{-1}\right.$ and $\left.\alpha=30\right)$ and a relative angular velocity between core and mantle of $-10^{-10} 1 / s$ corresponding to the westward drift of the magnetic field. Using a spherical harmonic model of the surface magnetic field and its secular variations we obtained by iterative solution of the induction equation and applying equation (1) following components of the electromagnetic torque

$$
\left.\begin{array}{l}
L_{1}=0.4 \\
L_{2}=0.1 \\
L_{-}=-14.0
\end{array}\right\} \cdot 10^{17} \mathrm{Nm}
$$

Although these values are first results, we can assume that the correlation between variations of the magnetic field and the length of day are physically significant.

Let us now have a look at the variation of the CHANDLERperiod. Applying an input-output-analysis using the annual wobble of polar motion. I found that the variations of the CHANDLER-period are much smaller than the variations shown by the curve of Fig. 1.

To investigate this discrepancy we introduce a notation of the torque given by ROCHESTER (1976)

$$
\begin{equation*}
L=-\left(k+k \cdot \bar{I}_{3} x\right)\left(\bar{x}-x_{3} \bar{i}_{3}\right)-k^{\prime \prime} x_{3} \bar{i}_{3} \tag{3}
\end{equation*}
$$

where $k, k^{\prime}$ and $k$ " are coupling constants. $\bar{i}_{3}$ is the vector of unity nearly in the direction of the rotation axis and $\bar{\chi}$ is the relative rotation between core and mantle.

Assuming isotrope conductivity and magnetic permeability we obtain

$$
\begin{equation*}
L_{M}=-k_{M}\left(i-\bar{i}_{3} x\right) \bar{x} \tag{4}
\end{equation*}
$$

where $k_{M} \approx 10^{27} \mathrm{Nm} \mathrm{s}$.
The influence of $L_{M}$ on the CHANDLER-period can be obtained by analyzing an Earth model consisting of fluid core and solid mantle. We shall apply an Earth model derived by POINCARE's variational principle which was demonstrated by MORITZ (1982). The version of MORITZ consists of a fluid core and an elastic mantle. This model was modified allowing for viscosity of the mantle.

To estimate the influence of the electromagnetic torque we must investigate the eigenvalue solution of polar motion equations. In first order approximation these equations are independent of the equation governing rotational variations. Following equations are valic for the considered Earth model:
$\dot{u}-i\left(\sigma_{0}+i \alpha\right) u+\frac{A_{c}+D_{12} \omega_{0}}{A+D_{11} \omega_{0}}\left(\dot{v}+i \omega_{0} v\right)=\frac{-L_{E}}{A+\frac{D_{11} \omega_{0}}{}}$
$\dot{u}+\frac{A_{c}+D_{22} \omega_{0}}{A_{c}+D_{12} \omega_{0}} \dot{v}_{+} i \frac{C_{c} \omega_{0}}{A_{c}+D_{12} \omega_{0}} v=\frac{L_{E}}{A_{c}+D_{12} \omega_{0}}$
where

$$
\begin{equation*}
L_{E}=-k_{M}(1+i) v \tag{6}
\end{equation*}
$$

are the equatorial components of the electromagnetic torque in complex notation.
are the polar motion components in complex notation describes the polar motion of the core relative to the mantle
$A, A_{c}$ and $C_{c}$ are moments of inertia of the whole Earth and the core respectively.
$\mathrm{D}_{12}, \mathrm{D}_{11}, \mathrm{D}_{12}$ are coefficients depending on the elastic deformation of the mantle and the influence of these deformations on the fluid core.
$\sigma_{0} \quad$ is the CHANDLER-period of an elastic Earth model and
$\alpha$
a damping factor depending on the viscosity of the mantle.
The eigenvalue solution of (5) yields following frequencies of the free wobbles:

$$
\begin{align*}
& \sigma_{1}=\frac{A}{A_{M}}\left(1+\frac{2 k_{M}}{A_{M} \omega_{0}}(1-1)\right)\left(\sigma_{0}+i \alpha\right) \\
& \sigma_{2}=-\omega_{0}\left(1+\frac{A}{A_{M}}\left(\varepsilon-\frac{D_{22}}{A_{C}} \omega_{0}\right)-\frac{k_{M}}{A_{M} \omega_{0}}(1-1)\left(1+\frac{A}{A_{C}}\right)\right) \tag{6}
\end{align*}
$$

$\sigma_{1}$ is the frequency of the CHANDLER-wobble and $\sigma_{2}$ the frequency of the diurnal free wobble. It is seen that damping and period of both mobbles are influenced by coupling torques, but we must notice that in both frequencies $k_{M}$ is divided by the moment of inertia of the mantle $A_{M}$. Since $k_{M} / A_{M} \approx 10^{-10}$ period and damping of both wobbles are not significantly influenced by electromagnetic core mantle coupling.

Similar dubious is the correlation between the magnetic field intensity and the amplitude of the CHANDLER-wobble. As mentioned before the equatorial components of the coupling torque are much smaller than the axial component, but really the equatorial components should be larger to excite a wobble comparable with the observed quantities.

RUNCORN (1982) suggested to explain the excitation of CHANDLERwobble by acting electromagnetic torques which could be described by DIRAC-functions. He assumed that the equatorial components are of the same order of magnitude as the axial component. This is in contradiction to our first results.

Regarding to the present state of investigation we can only expect that the correlation between the variations of the length day and of the magnetic field intensity correspond to physical relations.
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Treatment of the Geodetic Boundary Value Problem by ContactTransformation

## Wolfgang Keller

Technical University Dresden

## 1. Introduction

One possibility to study free boundary value problems for elliptical differential equations is to use the searched function $V$ for the definition of a contact-transformation. This contact-transformation transforms the free boundary value problem for $V$ into a boundary value problem with fixed boundary for a coordinated function $\psi$.
This approach was intensivly studied by Kinderlehrer, Nirenberg [1] and Kinderlehrer, Nirenberg, Spruck [2]. The application of this principle in geodesy goes back to Sanso' [3]. He applies the most simple case of a contact-transformation, Legendre's transformation.
A new function $\psi$, the adjoint potential, new co-ordinates
$\xi_{1}, i=1,2,3$ and new impulses $\pi_{1}=\partial \psi / \partial \xi_{1}, i=1,2,3$ are coordinated to the old function $V$, the gravitational potential of the earth, to the old Cartesian co-ordinates $x_{1}$, $i=1,2,3$ and to the old impulses $p_{1}=\partial V / \partial x_{1}, i=1,2,3$ in the following manner :

$$
\begin{aligned}
& \psi=x_{1} \xi_{1}-V \\
& \xi_{1}=p_{1}, \quad i=1,2,3 \\
& \pi_{1}=x_{1}, \quad i=1,2,3
\end{aligned}
$$

Under the hypothesis, that Marussi's condition

$$
\operatorname{det}\left(\frac{\partial^{2} V}{\partial x_{1} \partial x_{j}}(x)\right) \neq 0 \quad, \quad x \in \operatorname{ext} \sigma
$$

is fulfilled in the exterior of the earth and the impulses
joint potential $\psi$ solves the following boundary value problem

$$
\begin{equation*}
\operatorname{Tr} \Phi^{2}-[\operatorname{Tr} \Phi]^{2}=0, \xi \in \operatorname{int} \Sigma \tag{5}
\end{equation*}
$$

$\Phi:=\left(\frac{\partial^{2} \psi}{\partial \xi_{1} \partial \xi_{j}}(\xi)\right)$

$$
\begin{equation*}
\left.\left(\xi_{i} \frac{\partial \psi}{\partial \xi_{1}}-\psi\right)\right|_{\Sigma}=V \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\Sigma=\left\{\xi \in \mathbb{R}^{3} \mid \exists x \in \sigma: \xi_{1}=p_{1}(x), i=1,2,3\right\} \tag{7}
\end{equation*}
$$

Hence the linear free boundary value problem for $V$ was transformed into an equivalent boundary value problem with a fired boundary for $\psi$.
In the trivial case of a spherical earth with homogeneous mass distribution, the solution of (5), (6), (6'), (7) is known:

$$
\begin{equation*}
\psi_{0}(\xi)=\mu^{1 / 2}|\xi|^{1 / 2} \tag{8}
\end{equation*}
$$

Evidently, $\psi_{0}$ is not differentiable in the origin $\xi=0$ and we can expect, that a singularity appears also in the general case. As the cause of that singularity we have to consider the fact, that Legendre's transformation maps the point at infinity onto the origin $\xi=0$ 。
(1) Because there isn't any sense to speak about differentiability of $V$ in the point at infinity, we can't expect differen-
(2) tiability of $\psi$ in the origin.

Therefore the aim of this notice is, to find a new contactproblem into point at infinity as a fixed point. In this way the mentioned singularity is avoided.

## 2. Contact-transformation

A new function $\psi$, new co-ordinates $\xi_{1}, i=1,2,3$ and new impulses $\pi_{1}=\partial \psi / \partial \xi_{1}$, $i=1,2,3$ are to be coordinated now to the searched function $V$, to the Cartesian co-ordinates $X_{1}$, $i=1,2,3$ and to the impulses $p_{1}=\partial V / \partial x_{1}, i=1,2,3$ in the following way:

$$
\begin{align*}
& \psi=x_{1} \xi_{1}-\nabla  \tag{9}\\
& \xi_{1}=-\mu^{1 / 2} \frac{p_{1}}{|p|^{32}}, i=1,2,3  \tag{10}\\
& \pi_{1}=\alpha_{1 k} z_{k} \quad, i=1,2,3 \\
& \alpha_{1 k}(\xi)=-\frac{\mu}{|\xi|^{3}}\left(\delta_{1 k}-3 \frac{\xi_{1} \xi_{k}}{|\xi|^{2}}, i, k=1,2,3\right. \tag{12}
\end{align*}
$$

Lemma 1: It holds:

$$
\begin{equation*}
d \psi-d \xi_{1} \cdot \pi_{1}=(-1)\left(d V-d x_{1} \cdot p_{1}\right) \tag{13}
\end{equation*}
$$

f. e., the transformation (9) - (12) is indeed a contactotransformation.

If Marussi's condition (4) is fulfilled additionally, the point-transformation (10) is even one-to-one. In this case, we can interpret (10) intuitively :
If we use the rotationally symetric potential

$$
\nabla_{0}=\mu /|x|
$$

as reference potential, we recognise :
$\frac{\partial V_{0}}{\partial X_{1}}(\xi)=-\frac{\mu \xi_{1}}{|\xi|^{3}}=-\frac{\mu\left(-\mu^{1 / 2} p_{1}\right)}{|p|^{3 / 2}\left(\mu^{1 / 2} p^{-1 / 2}\right)^{3}}=p_{1}=\frac{\partial V}{\partial X_{1}}(x), i=1,2,3$

This means, that the point-transformation (10) maps overy point $P$ of the surface $\sigma$ of the earth onto belonging point $Q$ of the gravimetric telluroid $\Sigma$.


If we suppose again, that the impulses $p_{1}, i=1,2,3$ are known on the surface of the earth, the gravimetric telluroid is a known surface. The function $\psi$ induces by (11) the mapping of the known telluroid onto the unknown surface of the earth.

In the same way like in the case of Legendre's transformation, we get $\psi$ as the solution of the following boundary value problem:

$$
\begin{align*}
& \operatorname{Tr} \Phi^{2}-[\operatorname{Tr} \Phi]^{2}=0, \quad \xi \in \text { ext } \Sigma  \tag{14}\\
& \Phi=\left(\gamma_{1 m} \gamma_{k n} \frac{\partial^{2} \psi}{\partial \xi_{n} \delta \xi_{n}}-\beta_{1 m} \frac{\partial \psi}{\partial \xi_{m}}\right)  \tag{15}\\
& \gamma_{1 k}(\xi)=-\frac{|\xi|^{3}}{\mu}\left(\delta_{1 k}-\frac{3}{2} \frac{\xi_{1} \xi_{k}}{|\xi|^{2}}, \quad i, k=1,2,3\right.  \tag{16}\\
& \beta_{1 m k}(\xi)=-\frac{3}{2} \frac{|\xi|^{4}}{\mu^{2}}\left(\delta_{m 1} \xi_{k}+\delta_{m k} \xi_{1}+\delta_{1 k} \xi_{m}-\frac{7}{2} \frac{\xi_{1} \xi_{m} \xi_{k}}{|\xi|^{3}}\right)  \tag{17}\\
& \left.\left(-\frac{1}{2} \xi_{1} \frac{\partial \psi}{\partial \xi_{1}}-\psi\right)\right|_{\Sigma}=V \tag{18}
\end{align*}
$$

The problem has an analogue strukture like the problem, which arises from Legendre's transformation.

Of course it is an exterior problem but this is only a pure technical difficulty. We can overcome this difficulty by applying the Kelvin transformation.
3. Linearization

Usually, the problem is to be linearized. The function

$$
\psi_{0}(\xi)=-2 \mu /|\xi|
$$

is assumed to be the adjoint reference potential. This reference potential solves the boundary value problem (14) - (18) in the trivial case of a spherical earth with a homogeneous mass distribution. In the opposite to (8)it does not appear any sigularity in (19).
If we denote the adjoint disturbing potential by $u=\psi-\psi_{0}$, we arrive to :

> Theorem 1: The linearization of (14) - (18) is given by

$$
\begin{align*}
& -\Delta u(\xi)=0, \xi \in \operatorname{ext} \Sigma  \tag{20}\\
& \left.\left(-\frac{1}{2} \xi_{1} \frac{\partial u}{\partial \xi_{1}^{-}}-u\right)\right|_{\Sigma}=\left.(\nabla-\mu /|\xi|)\right|_{\Sigma}=: \varphi \tag{21}
\end{align*}
$$

The linearized problem is an oblique boundary value problem for Laplace's equation. Theorem 2 descibes the solvability of this problem.

Theorem 2: Let be the domain ext $\Sigma$ belonging to the regularity class $C^{2,1}$ and let it differ from the exterior of a sphere only "a little". Then it exits three and only three real constants $\alpha_{1}, i=1,2,3$ and one and only one function $u$, such that

$$
\begin{aligned}
& -\Delta u(\xi)=0 \quad, \quad \xi \in \text { ext } \Sigma \\
& \left.\left(-\frac{1}{2} \xi_{1} \frac{\partial u}{\partial \xi_{1}}-u\right)\right|_{\Sigma}=\varphi+\left.\alpha_{1} S_{1}(\xi)\right|_{\Sigma}
\end{aligned}
$$

$$
u(\xi)=0\left(1 /|\xi|^{3}\right) \text { for }|\xi| \rightarrow \infty
$$

hold.
( $S_{1}$ are the three linearly indopendent spherical harmonics of degree one.)

With the help of the implicit - function theorem we obtain a local existency- and uniqueness result from theorem 2.

Theorem 3: Let be fulfilled the same hypothesis as in theorem 2. Furthermore let be

$$
\sum_{|\alpha| \equiv 1} \sup _{x}\left|D^{\alpha} \varphi(x)\right|
$$

sufficient small.
Then exists three and only three real constants $\alpha_{1}, i=1,2,3$ and a function $\psi$, such that

$$
\begin{aligned}
& \operatorname{Tr} \Phi^{2}-[\operatorname{Tr} \Phi]^{2}=0 \quad, \xi \in \operatorname{ext} \Sigma \\
& \left.\left(-\frac{1}{2} \xi_{1} \frac{\partial \psi}{\partial \xi_{1}}-\psi\right)\right|_{\Sigma}=\varphi+\left.\alpha_{1} S_{1}\right|_{\Sigma} \\
& \psi=0\left(1 /|\xi|^{3}\right) \text { for }|\xi| \rightarrow \infty
\end{aligned}
$$

hold.
Erept of this solution any other solution does not exdst in a neighbourhood of $\psi_{0}$.
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ON SHORT PERIODICAL VARIATIONS OF POLAR MOTION AND UT1 - UTC
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ABSTRACT. The KERIT data of pole coordinates, UT1-UTC and l.O.d. from the period between October 1983-July 1984 have been used for analysing spectra of their variations in the short periodical part from 10-90 days by the Maximum antropy Spectral Analysis-MELA. A few short periodical varia tions detected by NESA in all series of data determined by ifferent techiques seem to be real short periodical varia ions of polar motion and uniuc. Mheir amplitudes, which are of the order of a few miliarcseconds only, are weakly determined, and they can be changeable.

1. INTRODUCTION

Simultaneous observations made by different techniques uring the IWRIT Calpaign have given the most accurate and the most dense data for the Earth rotation study. he wiEkIT observational data from the period or ten months, ctober 1983 - July 1984, have been used for analysing pectra of the polar motion and UTl-UNC un the short periodical part, from 10 to 90 days, by the Maximum Entrop. Spectral Analysis - MESA.
2. SPECTRAL ANAIYSIS OF THE MERIT DATA OF POLE COORDINATES AND UT1-UTC

First, all time series of pole coordinates determined by BIH-Astrometry, IPMSS-Astrometry, DMA-DOPPMER, CSR-IASER, GS-VLBI as well as UT1-UTC determined by BIH and l.o.d. etermined by CR have been smoothed using a Gaussian filter Th 50 and 50 aws respective The series of smoothed data have been compited with different steps of 1,2 and 5 days.

In order to diminish the influence of long periodical variations on short periodical part of spectra, differences of each series of pole coordinates, UT1-UTC and l.o.d. smoothed using a Gaussian filter with two different FWHM of 5 and 30 days as well as 5 and 50 days have been computed and used for further spectral analysis. Transfer function of such filters is shown in Figure 1.

Diagrams of power spectral densities of differences computed with Fwhy of 5 and 30 days of chosen series of pole coordinates, UT1-UTC and 1.0.d. are shown in Figures $2 a-2 c$, respectively.

The short periodical part of spectra of pole coordinates determined by BIH-Astrometry and DMA (44) -Doppler are the most noisy. InNS-Astrometry data are very strongly tions of $x$ coordinate determined by DNA-67 and CSR are the most similar. It can be seen in the diagrams of logarithms of power spectral densities presented in Figure 3. M.ost of detected by $N E S$ periods of short periodical terms appear in three or four series of pole coordinates determined by different techniques.

It is noteworthy to stress that the order of magnitude ol short periodical variation amplitudes is two times smaller than in the case of Chandler or annual periodical variations. implitudes of short periodical variations detected by $\operatorname{SES} \mathrm{A}_{2}$ in the range of periods of $10-90$ days are of the order of a few miliarcseconds, mostly 2-5 mas and are comparable with the 1 mas order of their errors.

Cerformed test, in which time series consisting of a sum of several periodical terms with amplitudes of $2-5$ mas and the noise with $\sigma=5$ mas have been anaiysed by I.ESA, revealed that $: E S A$ detects well such periodical terms (Table 1).

The list of periods and amplitudes of short periodical variations detected by $M \sim A$ in the analysed time series of pole coordinates, UT1-UTC and l.o.d. is given in Table 2 Amplitudes and phases have been determined by the least squares method, on the basis of data of resolution of 1 day.

The accuracy of amplitude determinations increases with the increase of resolution of smoothed data. In the cese of smoothing resolution of arinal data, accuracies of amplitude determinations ore the order of 1 mas. fhases are very weaty de tions are Errors of phases are usually of the orcier of de
of degree.
Amplitudes of periodical terms with periods longer than 60 days are considerably diminished by the used filter with mor 5 and 30 days, Figure. So, wh or ays was performed too. The results are given in Table ppludes of the periodical tern with periods longer then 30 days are greater than before, but their errors are higher.

Periods of the most energetic periodical variations and their amplitudes or power spectral densities are different in different series of pole coordinates, but these differences are within the range of their errors.

Some most energetic short periodical variations were detected by NESA in each analysed series, although maxims f power spectral density have different shapes of high harp peaks or of wider and lower peaks divided into two parts. These periodical variations detected nearly in longer, $55-60,45,35,27,24,18,14,12$ days. Taking into ccount the errors of the parameters of short periodical variations, we decided to add power spectral densities of several series of $x$ and of $y$ coordinates, separately, in order to increase the effects of real short periodical variations of polar motion. These variations of polar motion ought to have the same periods in all series of the data determined by different techniques. ombined spectra of pole coordinates of the most accurate echniques are presented in rigure 4. In combined spectra there are the short periodical variations with the greatest amplitudes detected in the single series of pole coordinetes, and their amplitudes are greater. However, in the combine spectra the maxima of power spectral densities for longer periods like: 24, 27, 35, 45, 50-60, 75 days are more increased than in the case of a shorter part of these spectra. It means that these periodical terms are detected by all techniques, and can be real periodical terms of polar moion.

The data of UT1-UTC determined by BIH-Astrometry and of 1.O.d. determined by CSR-LASER have been analysed in the same way as the data of pole coordinates. Spectra o Figure 2c. In both series of the data short periodical variaions, with the following periods, have been detected: 60-70 $35,27,19,15,13,12$ days. Additionally, there are igh peaks for periods of 14 and 21 days in the case of BTH data and for periods of 45 days in the case of CSR data.

Amplitudes of these short periodical variations computed by the least squares method are given in Table 2.

Short periodical variations with periods longer than 50 days are not so well determined on the basis of the present NERIT data, due to the short period of observations. Thus, we have analysed the longer series of pole coordinates determined by BIH-Astrometry, CSR-LASER and DMA-Doppler in determined by BIH-Astrometry, CSR-LASER and DMA-Doppler in 1984). These data of pole coordinates have been used for computation of an instantaneous velocity vector of a pole - $\mathrm{v}_{i}$ for each 15 days.

$$
v_{i}=\sqrt{\left(x_{i}-x_{i-1}\right)^{2}+\left(y_{i}-y_{i-1}\right)^{2}}
$$

In order to remove long periodical variations, differences of instantaneous velocities and mean velocity values for 60 days have been computed. The spectra of these differences of pole velocities obtained by MESA for different techniques as well as for combined spectra of all techniques are presented in Figure 5

Short periodical variations with the greatest amplitudes have approximately the following periods : 75, 60, 40-35 30,26 days, which are similar to the periods detected in pole coordinates.

In conclusion we can say that the present accuracy of pole position data and UT1-UTC allow to detect some short periodical variations of polar motion and UT1-UTC, and estimate the order of their amplitudes. This part of spectrum of polar motion and UT1-UTC needs further careful investigations.

Table 2. Amplitudes of differences of pole positions Table 2. Amplitudes of differences of pole positions days and 30 days and with the step of 1 day

| Per. Ampl. <br> /days/ /mas/ | Per. Ampl. <br> /days/ /mas/ | Per. Ampl. <br> /days/ /mas/ | Per. Ampl. <br> /days/ /mas/ |
| :---: | :---: | :---: | :---: |
| VLBI-X | VLBI-Y | CSR-X | CSR-Y |
| $97 \quad 4 \pm 0.4$ |  | $77 \quad 4 \pm 0.4$ | $77 \quad 6 \pm 0.7$ |
| $74 \quad 50.4$ |  | $50 \quad 20.4$ | 54 5-0.7 |
| $62 \quad 50.4$ |  | $41 \quad 2.0 .4$ | $28 \quad 20.7$ |
| $36 \quad 30.4$ |  | $32 \quad 20.4$ | $22 \quad 20.6$ |
| $26 \quad 20.4$ |  | $24 \quad 30.4$ | 1410.6 |
| $18 \quad 20.4$ |  | $18 \quad 20.4$ |  |
| 1620.2 |  | $14 \quad 20.4$ |  |
|  |  | $12 \quad 20.4$ |  |
| DMA67-X | DMA67-Y | DMA44-X | DMA44-Y |
| $97 \quad 3 \pm 0.4$ | 73 2 $\pm 0.6$ | $99 \quad 3 \pm 0.4$ | 76 5 $\pm 0.7$ |
| $62 \quad 50.4$ | $53-0.5$ | 65 3-0.4 | $54 \quad 3-0.7$ |
| $44 \quad 30.4$ | 3840.5 | $48 \quad 30.4$ | $43 \quad 20.7$ |
| $32 \quad 20.4$ | 2840.5 | $33 \quad 40.4$ | $34 \quad 20.7$ |
| $24 \quad 20.4$ | $23 \quad 30.5$ | $16 \quad 20.4$ | $25 \quad 10.7$ |
| $19 \quad 20.4$ | $15 \quad 40.5$ | 14 10.4 | 1910.7 |
| 1420.4 | 1220.5 | 1110.4 | $15 \quad 10.7$ |
| BIH-X | BTH-Y | UT1-UTC/BIH | L.O.D/CSR |
| 72 4 $\pm 0.8$ | 76 5 $\pm 0.8$ | /ms/ | / ms/ |
| 4560.8 | 5250.8 | $59 \quad 6 \pm 2.2$ | $44 \quad 8+1.2$ |
| 3250.8 | 3380.8 | $28 \quad 52.2$ | $36 \quad 411.2$ |
| 2950.8 | $24 \quad 30.8$ | 2152.2 | 2561.2 |
| $25 \quad 70.8$ | 1630.8 | $15 \quad 52.2$ | 1981.2 |
| 2250.8 | $15 \quad 60.8$ | 1492.2 | 1641.2 |
| $14 \quad 40.8$ | 1340.8 | 1132.2 | $12 \quad 61.2$ |
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Kołaczek B., King R.i., Zrzeziński A., Kosek W. 1984. Intern. Symposium "On Space Techniques for Geodynamics , Sopron, Hungary, July 1984.


Fig 1. Transfer function of the Gaussian filters
Table 1. Results of spectral analysis of a modeled series
periodical variations with the noise of $\sigma=5$ mas

| Modeled series |  | Detected terms from 55 data |  | Detected terms from 271 data |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Period | Amplitudes | Period | Amplitudes | Period | plitudes |
| /days/ | /mas/ | /days/ | /mas/ | /days/ | /mas/ |
| 70 | 5 | 70 | $6 \pm 0.7$ | 70 | $5 \pm 0.2$ |
| 55 | 4 | 58 | 3 | 58 | 3 |
| 45 | 3 | 44 | 2 | 44 | 2 |
|  |  | 33 | 2 | 33 | 2 |
| 27 | 3 | 27 | 2 | 27 | 2 |
| 21 | 2 | 23 | 1 | 23 | 1 |
|  |  | 19 | 3 | 19 | 2 |
|  |  | 17 | 2 | 17 | 2 |
| 15 | 2 | 15 | 3 | 15 | 2 |

Table 3. Amplitudes of differences of pole positions
determined by one technique and smoothed with FWHM of
5 days and 50 days, and with the step of 5 days



Fif 2a. Power spectral density of pole coordinates variations in units of $14 \mathrm{C}_{x}$ day $\times 10^{-5}$



Fif 2b. Power spectral density of Dole coordinates variations
in units of $1^{n \prime 2} x$ day $x 10^{-5}$
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Fif 3. Lorarithm of power spectral density of variations of pole coordinates. UT1 - UTC and l.o.d.


Fif 4. Power spectral density of combined spectra of pole coordinates variations in units of 9 " $\delta_{x}$ day $x$ 10-5

PØWER SPECTRAL DENSITY V-V60 BIH


POWER SPECTRAL DENSITY V-V60 CSR



Fig 5. Power spectral density of pole motion velocity differences $\quad \mathbf{V}$ - V60 in units of 1 "dx day $x$ 10-3

## Influences of systematic differences between different star catalogues on the results

 of latitude end time determinations with the PZT 2by<br>M. Meinig ${ }^{1)}$

## Summary

Systematic errors in the star catalogues, used for the reduction of PZT observations, sffect directly the results of latitude end time determinations end therefore also the Eerth rotetion parameters which ere being derived from these results. In the geodeticestronomical observetory of the Central Institute for Physics of the Earth the catalogue PZT 80 is presently being used. This catelogue contains star places. which were improved by own PZT results. The systematic differences between this catalogue and the catalogue of northern PZT stars NPZT 74 are approximated by analytical expressions in dependence on the right ascension. The influence of these differences on the latitude and time determinations is presented for the observation series with the PZT 2 in the years 1981 - 83. The obtained results are compared with values calculated from data of the Bureau International de l'Heure.

## Zusammenfassung

Systematische Fehler in den Sternkatalogen, die bei der Reduktion der PZT-Beobachtungen verwendet werden, wirken sich direkt auf die Ergebnisse der Breiten- und Zeitbestimmungen aue und beeinflussen somit die aus diesen Ergebnissen abgeleiteten Erdrotationsparameter. Im geodätisch-astronomischen Observatorium des Zentralinstituts für Physik der Erde wird gegenwärtig der Katalog PZT 80 verwendet, der Sternörter enthält, die auf Grund eigener PZT-Ergebnisse verbessert wurden. Die systematischen Differenzen zwischen diesem Katalog und dem Katalog der nördlichen PZT-Sterne NPZT 74 werden durch analytische Ausdrücke in Abhängigkeit von der Rektaszension approximiert. Der Einfluß dieser Unterschieds auf die Ergebnisse der Breiten- und Zeitbestimmungen wird anhand der Beobachtungsreihen mit dem PZT 2 für die Jahre 1981-83 dargestellt. Die erhaltenen Ergebnisse werden Vergleichswerten gegenübergestellt, die aus BIH-Daten berechnet wurden.

[^0]approximated by analytical expressions in dependence on the right ascenaion and are graphically presented in Fig. 1 and 2. The reaulting maximum amounts of the syatematic differences are $0.09^{\prime \prime}$ for the declination and $0.013^{8}$ for the right ascension.

For the latitude and time determinationa with the PZT 2 of the geodetic-astronomical observatory of the Central Institute for Phyaica of the Earth corresponding corrections were calculated by groups for consideration of the syatematic catalogue differences. The corrected data were graphically presented together with the uncorrected results after smoothing of the data series for the years 1981-83 (Fig. 3 and 4). For comparison the curves of the latitude changes and (UT1-UTC)-values calculated from data of the Bureau International de l'Heure (BIH) were also plotted.

In Fig. 5 to 8 the differences between the individual curves are graphically presented in a scaled-up manner. The differences between the curves obtained on the one hand from the results with the Yasuda-catalogue (NPZT 74) and on the other hand with our own catalogue PZT 80 show an annually recurrent periodic behaviour (Fig. 5 and 6). The deviations vary between $-0.05^{\prime \prime}$ and $+0.09^{\prime \prime}$ for the latitude and between $-0.012^{8}$ and $+0.008^{3}$ for the time. For comparison, the differences of the results obtained in the old system and in the new system of astronomical constants introduqedfrom 1. 1. 1984 for the period from the beginning of the MERIT main campaign till the end of 1983 were also graphically presented. Although the differences mentioned last are smaller than the differences between the two star catalogues considered, their influences are of such a magnitude that they must be considered for the calculation of new star coordinate corrections from our own observation results.

Further graphical presentations include the difference curves of the results obtained with the Yasuda catalogue and our own catalogue, respectively, regarding the BIH ayatem (Fig. 7 and 8). These difference curves can be considered as local z-term for the latitude and as local $\tau$-term for the time, respectively. The variations of the z-term are within the limits of $-0.10^{\prime \prime}$ and $+0.09^{\prime \prime}$ for our own cataloque and within the limits of $-0.04^{\prime \prime}$ and $+0.14^{\prime \prime}$ for the Yasuda catalogue. The $\tau-t e r m$ varies between $-0.036^{8}$ and $-0.005^{s}$ for our own catalogue and between $-0.033^{3}$ and $-0.003^{8}$ for the Yasuda catalogue. A constant portion could be split off from the $\tau$-term and eliminated by a correction of the conventional longitude used for the reduction.

The graphical presentations show that the curve behaviour largely dependa on the catalogue used. Therefore, it cannot be excluded that residual systematic star coordinate errors still have an influence on the local z-term and T-term, respectively. Although it would be formally possible to derive improvements for the atar coordinates from the deviations compared with the BIH system on condition that the remaining local terms of the latitude and time determinations are minimized, this procedure does not seem justified, because then errors resulting from other causes (refraction, temperature influences, instrumental errors) might falsely be transferred to the star coordinates.

The differences between various ayatema for the yeara 1981 - 83 were represented in the analytical form

$$
\Delta=x_{0}+x_{1} \sin 2 \pi t+x_{2} \cos 2 \pi t+x_{3} \sin 4 \pi t+x_{4} \cos 4 \pi t
$$

(t - time in Besselian years). The coefficients $X_{0}$ to $X_{4}$ were determined by the method of
least squares and are given in Tab. 1. The quantity $A=\sum_{i=1}^{4} x_{i}^{2}$ also given in Tab. 1 is
a criterion for the mutual approximation of the systems. It a criterion for the mutual approximation of the compared systems. It becomes evident that the results obtained with the catalogues PZT 80 and NPZT 74 respectively are in better agreement with the BIH system than the both catalogues between each other.

A decision upon which of the two catalogue systems (Potsdam PZT 80 or NPZT 74) is better suited for the reduction of the observstion data of the PZT 2 cannot be taken on the basis of the present investigations.

Tab. 1: Differences between various systems for the years 1981-83

| Latitude | $x_{0}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $A=\sum_{i=1}^{4} x_{1}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PZT $80-\mathrm{BIH}$ | 0.003" | 0.002" | 0.047" | 0.010* | -0.011" | $0.2434 \cdot 10^{-2}$ |
| NPZT 74 - BIH | 0.039 | -0.055 | 0.022 | -0.003 | 0.001 | $0.3519 \cdot 10^{-2}$ |
| NPZT 74 - PZT 80 | 0.036 | -0.057 | -0.025 | -0.013 | 0.012 | $0.4187 \cdot 10^{-2}$ |
| Time |  |  |  |  |  |  |
| PZT $80-\mathrm{BIH}$ | $-0.0213^{8}$ | $-0.0018^{\text {a }}$ | $-0.0043^{\text {s }}$ | $-0.0039^{8}$ | -0.0001 ${ }^{\text {s }}$ | $0.3695 \cdot 10^{-4}$ |
| NPZT 74 - BIH | -0.0211 | -0.0057 | 0.0032 | -0.0027 | -0.0027 | $0.5731 \cdot 10^{-4}$ |
| NPZT 74 - PZT 80 | 0.0002 | -0.0039 | 0.0075 | 0.0012 | -0.0026 | $0.7976 \cdot 10^{-4}$ |

## Literature

/1/ Yasuda. H.: Hurukawa, K.: Hera, H.: Northern PZT Star Catalog (NPZT 74). Ann. Tokyo Astron. Obe., Second Ser., Vol. XVIII. No. 4 (1982), 367.
/2/ Meinig, M.: Verbesserung der Sternörter des Potsdamer PZT-Katalogs. Astron. Nachr. 305 (1984) 4. 195-202.


Fig. 1 Systematic differences $\Delta \delta$ between the catalogs PZT 80 and NPZT 74 $\Delta \delta=-0.027^{\prime \prime}+0.042^{\prime \prime} \sin \alpha-0.057^{\prime \prime} \cos \alpha-0.015^{\prime \prime} \sin 2 \alpha-0.002^{\prime \prime} \cos 2 \alpha$


Fig. 2 Systematic differences $\Delta \propto$ between the catalogs PZT 80 and NPZT 74 $\Delta \alpha=0.0004^{s}-0.0072^{s} \sin \alpha-0.0053^{s} \cos \alpha+0.0021^{s} \sin 2 \alpha-0.0036^{s} \cos 2 \alpha$


Fig. 3 Latitude variations of the Station Potsdam in the years 1981-1983
a) PZT 2 observations refered to catalog PZT 80
b) PZT 2 observations refered to catalog NPZT 74
c) according to BIH


Fig. 8 Difference of the time determinations in the systems of the catalogs PZT 80 (a) and NPZT 74 (b) respectively in reference to the BIH system


Fig. 4 (UT1-UTC) $+($ MJD -44605$) \cdot 0.0023^{5}+K$ in the years 1981-1983
$\begin{array}{lll}\mathrm{K}=0 & \text { for } & 1.1 .1981-30.6 .1981 \\ \mathrm{~K}=-1^{s} & & 1.7 .1981-30.6 .1982 \\ \mathrm{~K}=-2^{\mathrm{s}} & & 1.7 .1982-30.6 .1983 \\ \mathrm{~K}=-3^{\mathrm{s}} & & 1.7 .1983-30.12 .1983\end{array}$
a) PZT2 observations refered to catalog PZT80
b) PZT2 observations refered to catalog NPZT 74
c) according to BIH


Fig. 5 Differences of the latitude determinations
a) between the systems of the catalogs PZT 80 and NPZT 74 b) between the old and the new systems of astronomical constants


Fig. 6 Differences of the time determinations
a) between the systems of the catalogs PZT 80 and NPZT 74
b) between the old and the new systems of astronomical constants


Fig. 7 Differences of the latitude determinations in the systems of the catalogs PZT 80 (a) and NPZT 74 (b) respectively in reference to the BIH system

Interactions between oceanic ano gravity tioes, as analysed from WORLD-WIOE EARTH TIDE OBSERVATIONS AND OCEAN MODELS.
-
-
P. Melchior, B. Ducarme, M. Van Ruymbeke, C. Poitevin, M. De Becker

Observatoire Royal de Belgique
Avenue Circulaire 3, 1180 Bruxelles, Belgium.

## ABSTRACT

The problem of interactions between earth tides and oceanic tides is rather complex as it involves effects of newtonian attraction, loading and associated change of earth potential, tangential pressure and friction on the moving ocean floor which are not always easy to evaluate, principally for coastal or island stations.

## This paper takes advantage of two facts

(1) By the end of 1983 the International Center of Earth Tides has collected and evaluated a considerable amount of data from 223 stations including those of the Trans World Profiles developed by the same group of authors ( 102 stations). This ensures, for the first time, a world wide dist
(2) In 1978-80, new oceanic cotidal maps of high quality, established by E.W. Schwiderski, became available,

We have calculated, for the eight principal tidal waves, the correlations between the observed gravity variations and those resulting from a calculation based upon the Schwiderski maps. This correlation is highly significant.

At the level of accuracy of the best transportable gravimeters the agreement is perfect except at a few places where effects of lateral heterogeneities in the mantle can perhaps be suspected.

These cotidal maps can therefore be safely used as working standards for other geodetic and geophysical applications.

## INTRODUCTIDN

There are presently in geodynamics a number of problems where very precise correction (or prediction) for tidal effects is needed :
gravimetry, altimetry, VLBI, laser ranging to the Moon and satellites etc. As an example, in terms of the vertical component of gravity, "precise" means 1 ugal $\left(=10 \mathrm{~ms}^{-2}\right)$, and, probably soon, better than 1 ugal (Melchior, 1983). A working standard to be used as a model for such precise tidal computations is not easy to select because of the complícation of ocean-continent tidal interactions which consist in a number of intricated effects. These are :
the direct attraction of the periodically moving masses of water upon the ground based instruments

- the flexure of the ground under the load of these masses
- the change of the earth's potential due to this load deformation of the earth
- a modification of oceanic tide height due to the body tide of the ocean's bottom.

These interactions can be predicted using Farrell's procedure (1972) based upon Green's functions, provided that a good model of the various oceanic tidal components is available. Their evaluation depends upon the chosen rheological model of the earth's interior.

Thus, precision Earth Tide measurements carry much information about the tides of the Ocean, about heterogeneities in the lithosphere and mantle as well as about liquid core dynamics. All these informations are to be extracted now.

At first sight we believed that a model composed of homogeneous isotropic spherical layers is much more likely to be valid for the body tide, having significant displacements through most of the earth's vo in the lithosphere and upper mantle. Differences in lithospheric structure, as beneath ocean basins and continents, would therefore affect the load more than the body tide.

Near the load the surface deformation is very sensitive to the pro perties of sediments. At larger distances from the load one has to take into account structures down to generally a depth two or three times the horizontal distance between the load and the point of observation. Lack of knowledge of these lithospheric features is the reason why the loading effects are presently not accurately predictable. Eventually these features must be determined in order to produce correct tidal predictions for precision measurements.

However, the most recent results, derived from world wide tidal gravity measurements, lead Melchior and De Becker (1983) to conclude that some anomalies observed in specific tectonic areas could be due to very deep lateral heterogeneities.

TRANS WORLD TIDAL GRAVITY PROFILES
There was a considerable handicap to the use of such a method of
investigation which was due to the complete lack of reliable observa－ tions in some $80 \%$ of the surface of the Earth and particularly in all the Southern hemisphere．

To fulfil these gaps in data the Royal Observatory of Belgium （Bruxelles）and the International Centre for Earth Tides have jointly organized measurements in Asia，Africa and the South Pacific．Starting in 1973，a first tidal gravity profile extending over 17400 km from from Cape to Cairo involves 20 stations in East Africa．A program in East Asia involves 10 stations in China， 5 in Japan and 1 in Korea．

Transportable recording instruments（Geodynamics and LaCoste Rom－ berg gravimeters）were used，precise enough to reach a precision of few tenths of microgals on the amplitude of the tidal waves after 4 to 6 onths of continuous recordings which was，at each place the duration f observations indeed but rather more extended measurements have been made at Brussels，Canberra，Alice Springs and Wuhan．Before starting the experiment all the instruments were first very carefully compared the Brussels station to determine their instrumental constants（Du－ carme，1975）．A check was made at Canberra and at Wuhan by comparing again five or four of the instruments．

When this programme started－in 1973－no one of the existing oce anic tide models fitted the earth tide observations．Therefore the ini－ tial objectives of these measurements were ：
（1）To determine to what extent measurements in continental stations like Urumqui，Lanzhou or Alice Springs are free from oceanic tidal
2）influence and can thus be considered as load amphidromic points＂． （2）To compare coastal station results with those from continental sta lons affore a bibit any xtent such regions
3）To check if any gio s
3）To charts permit adequate correction of the observed data so that one will obtain identical bers obtained by the integration of the fundamental equations of the spherical elasticity when using the best models of the earth＇s interior．
（4）In the event that is proved to be impossible，to see if any impro－ vement or correction of the cotidal charts may be done or if another eodynamical process or geophysical parameter has to be invoked to explain the observed anomalies．

Since 1979，Schwiderski（1979，1980a，b）has constructed new cotidal maps for the nine main tidal waves $Q_{1}, O_{1}, P_{1}, K_{1}, N_{2}, M_{2}, S_{2}, K_{2}, M_{f}$ by integration of the classical Laplace equations completed with terms allowing for bottom friction，turbulent dissipation and tidal vertical movements of the ocean bottom．This integration is based upon a $1^{\circ} \times 1^{\circ}$ grid which means that most of the coastal areas are included

It consequently became one of our major aims to compare the on－ Schwiderski maps tide measurements with the effect calculated with the chwiderski maps（as well as with other available maps）．We can consider mion allows generation of computed attrac－ lions lo loads in agreement with the gravity measurements standard for necessary corrections or to apply the echniques like Moon and satelle（VLBI）， are extremely important for 10 g absole gravity．Such measurements crustal uplifts，fault mor ean

保
To correctly control the minute changes involved，tidal corrections or be applied with a precision of 1 ugal or better，which corresponds I millimeters in height．This is not an easy task．

On the other hand valuable information about global oceanic and solid Earth tides has been derived from satellite perturbation data ov the last ten years by many authors（Melchior，1983，ch．15）．Because they all have exactly the same frequencies，it is impossible to separat tide and of the individual contributions of the oceans，of the Earth tide and of the interactions between ocean and crust（even if a depen dence of the satellite orbit inclination is apparent）．Therefore a of ground measurements is essential to serve as a ground base and should都

## InTERPRETATION OF THE RESULTS by A VECTOR diagram

＂In our previous papers we introduced the following definition of the＂residual vector＂
$B_{i} \cos \left(\omega_{i} t+\beta_{i}\right)=\left\{\delta_{i} A_{i} \cos \left(\omega_{i} t+\alpha_{i}\right)-\delta_{i}^{t h} A_{i} \cos \omega_{i} t\right\} f(\phi)$
where $i$ refers to the tidal component considered（ $Q_{1}, O_{1}, P_{1}, K_{1}, N_{2}$ $M_{2}, S_{2}, K_{2}$ ．A is the＂theoretical＂tidal amplitude calculated for a being the tidal frequency，$\alpha$ ， dence on the latitude $\phi$ for $i$ the depen－ are respectively the theoretical and ofh allow the deformation of an anditude factors．The count．Hydrodynamic effects of the fla ty well established that this Earth model she core reach up to $2 \%$ of the amplitude of the most

$$
\begin{equation*}
\delta=1+h-\frac{3}{2} k \tag{2}
\end{equation*}
$$

In terms of Love numbers ：

Equation（1）can be written

## 吉＝有－古

（3）
as shown on the figure $1, \vec{A}\left(\delta_{i} A_{i}, \alpha_{i}\right)$ being the observed tidal vector and 芦（ $\left.\delta_{i}^{t h} A_{i}, 0\right)$ the calculated tidal vector for an oceanless elastic earth model with liquid core．The mean square error on the experimental determination of $\vec{A}$ is represented by the error circle of radius $\varepsilon$ ．

We also define the corresponding＂load vector＂$\vec{L}\left(L_{i}, \lambda_{i}\right)$ which contains the periodic attraction as well as loading effects of oceanic tides．This is calculated by the Farrell procedure（1972）based upon Green＇s functions，on the basis of the Schwiderski cotidal maps

Our computation program，written by M．Moens（Melchior et al．1980）， is based upon the following principles．
（1）The Newtonian attraction is directly calculated taking the altitude of the stations into account．
（2）The load deformation of the ground is calculated by polynomial in－ terpolation in the Farrell tables without considering the altitude， this effect being considered as negligible．
（3）Mass conservation of oceanic waters has been ensured by two alter－ native procedures ：（a）a uniform correction which consists in the introduction of a sheet of water of constant thickness with a cons－ tant phase；（b）a correction proportional to the tidal amplitude， which is thus larger in the coastal areas．Both procedures give the same result at the 0.1 ugal level．Procedure（b）was employed rather than（a）．

There are about 45000 polygones $1^{\circ} \times 1^{\circ}$ in each Schwiderski cotidal map but，for near－shore stations，the nearby oceanic $1^{\circ} \times 1^{\circ}$ zones have been redivided into smaller and smaller squares up to $0.125^{\circ} \times 0.125^{\circ}$ i tion the corresponding effect has not been taken into account．This is essential because if the observing station is very near to the centre of such a square，the evaluation loses any physical meaning．

To compare the vectors $\vec{B}$ and $\vec{L}$ ．we calculate the correlation of $B \cos \beta$ with $L \cos \lambda$ and the correlation of $B \sin \beta$ with $L \sin \lambda$ as well This is done for the eight main waves and，in each case，for three Earth models which differ in the latitude dependence of the $\delta$ parameter．

This latitude dependence results from the flattening of the Earth as well as from Coriolis and centrifugal force．It was theoretically demonstrated by Love（1911）and Wahr（1981）and experimentally establis－ hed by Melchior（1981），Melchior and De Becker（1983）．

Ocean－continent tidal interactions have total amplitucies reaching 2－3 ugal in continental Europe but 5－10 Hgal in Spain or the United Kingdom．Around the Indian Ocean（East Africa and South East Asia）they as reach 30 ugal，while up to 40 ugal interactions have been observed in the Soutn Facitic Islands（Melchior et al．，1981）．

A very important feature is that，as clearly shown by Fig．1，the correlation between $B$ sin $B$ and $L$ sin $\lambda$ is not affected by the choice of the Earth model，B sin B being independent of it on the condition that the viscous phase lag of the Earth is negligible，which has been demons trated by Zschau（1978）．This can provide a check for the instrumental calibrations and／or for the oceanic cotidal maps．


Fig．1．Comparison of observed and calculated ocean－continent tidal interactions．For the semi－diurnal $M_{2}$ wave，the correct scale of this igure should be ：$R \cong A \cong 40$（Europe）－so（Equator）Hgal；$\alpha \cong 0- \pm 5^{\circ}$ $\cong B \cong 2$（Europe）－10（South Pacific）$\mu \mathrm{gal} ; \mathrm{X} \cong 0.5-5$ Hgai；$\varepsilon \cong 0.5$ （Europe）－1（Equatorial zone）ugal（ $\vec{B}=\vec{A}-\vec{R}$ ，咟 $-\vec{L}=\vec{X})$ ，

The essential result was that the recent Schwiderski maps（1979， 1980a，b）fulfil these requirements to a large extent，so that it seems appropriate to use these cotidal maps as working standards to correct Earth tide parameters（amplitude factors and phases）for the influence of oceanic tides．The use of the same maps for all stations preserves he homogeneity of the network．

A final residue vector $\vec{X}(X, X)=\vec{B}-\vec{L}$ is then calculated ：
$x_{i} \cos \left(\omega_{i} t+x_{i}\right)=B_{i} \cos \left(\omega_{i} t+\beta_{i}\right)-L_{i} \cos \left(\omega_{i} t+\lambda_{i}\right)$ ．（4）
This vector shown in fig．1，contains the unexplained part of the observed residual vector 尚．When $|\vec{x}|>\varepsilon$ it is suspected to contain the ollowing systematic effects
Calibration（frequency－dependent）
Thermal influences
Barometric effect
Power supply，ground connection，dead band of the recorder
Drift．

## Geophysical effects

Lateral heterogeneity of lithosphere and upper mantle Local distortions of the oceanic cotidal maps Load barometric effect
Computation errors
Map digitization, computer processing
Errors in coordinates, imperfections of analysis method.
An important result of our analysis was that the sine component
X sin x appears quite always smaller than $0.5 \mu \mathrm{gal}$ while tne cosine
component $X$ cos $X$ may reach at some specific places up to 5 ugal. This is reflected in the correlation coefficients given in the Table 1. One may logically suspect therefore an effect of deep lateral heterogeneities of the lithosphere and upper mantle (Melchior and De Becker, 1983)

Correlation coefficients betr $==n \frac{\text { TABLE } 1}{\text { Observec•residue } \vec{B}}$ and oceanic loading. $\vec{L}$

| Wave | $N$ | Cosine component | Sine component |
| :---: | ---: | :---: | :---: |
|  |  |  | 0.702 |
| $Q_{1}$ | 32 | 0.776 | 0.778 |
| $O_{1}$ | 175 | 0.516 | 0.720 |
| $P_{1}$ | 55 | 0.567 | 0.643 |
| $K_{1}$ | 177 | 0.459 | 0.776 |
| $N_{2}$ | 171 | 0.698 | 0.929 |
| $M_{2}$ | 180 | 0.848 | 0.634 |
| $S_{2}$ | 179 | 0.717 | 0.770 |

Note that $S_{2}$ wave contains a non negligeable contribution from atmospheric tides.
N : number of ground based tidal gravity stations.
CONSIOERATIONS ABOUT SOME TYPICAL AREAS
A detailed analysis of the different areas where measurements have een made is given in (Melchior et al. 1981). We will here restrict our selves to a few typical examples.

Europe
There is a very high density of tidal stations in Europe, occupied with many different instruments from different institutions.

The observed residues $\vec{B}$ exhibit an outstanding fitting with the loading effects $\vec{L}$ well under the noise estimation $\varepsilon(0.3 \mu \mathrm{gal})$. Six stations present however a $X \cos x$ residue of 1 to $2 \mu \mathrm{gal}$. These stations re located in the two different areas of extreme lithosphere's thick ess existing on botb sides of the Alps (Metchior and De Becker, 1983; Melchior et al. 1983b).

Indian Ocean
The considerable discrepancies between the Indian Ocean cotidal maps proposed by the different authors were attributed by some of the to the fact that this area is very near to a resonance with tidal frequencies, so that slight changes or errors in the dimensions which de pend of course upon the grid dimensions) displace the eigen-frequencies and cause great differences in the results

Schwiderski refuted this point of view. In his model the $M_{2}$ tide is only 40 cm in the centre of the Indian Ocean while ii reaches 138 cm in the Hendershott model.

Our measurements around the Indian Ocean fit in general quite well the Schwiderski cotidal map. In particular our station at Antananarivo which, with its geographical position in the centre of Madagascar, 15 km from the sea, is mof this acean.

Far East (China, Japan, Korea)
This area is also interesting because of the complicate pattern of the tides inside the gulf of Chihli and the Korea Bay.

With some 10 stations all around we have been able to show that the $M_{2}$ world Schwiderski map leaves a final unexplained residue of about $M_{2}$ world Schwiderski map leaves a final unexplained residue of about the noise. By introducing corrections from local cotidal maps of this gulf, this residue reduces to 0.5 ugal while the phase got a large dispersion showing that it more or less represents noise.
the oiurnal tesseral waves in southeast asia and inoonesia
We expected that this zone would be the most crucial test for three essential reasons.
(a) The South China Sea is a resonant diurnal system : the amplitudes of the $\mathrm{K}_{1}$ and $\mathrm{O}_{1}$ tidal waves reach more or less 0.5 m in the area.
(b) Because of obvious geographical reasons all our stations are more or less coastal.
(c) The diurnal direct Earth tide is extremely small as all our stations are very close to the equator.
This explains why our $\mathrm{O}_{1}, \mathrm{~K}_{1}$ and occasionally $\mathrm{P}_{1}$ load vectors amount to 1-3.5 $\mu \mathrm{gal}$ over all this area.

A first typical feature to be observed is that the phase difference in the $K_{1}$ and $O_{1}$ load signals fits everywhere with the corresponding difference in the neighbouring harbours, with only one exception in Manila, as shown in Table 2. This shows evidently that the experimentally obtained load vector is mainly sensitive to the near-sea tides.

An remarkable check is also offered by the wave $P_{1}$ which, in general, is difficult to extract from earth tide data, its period being

## TABLE 2

## South East Asia and Indonesia

$K_{1}-O_{1}$ residual phase difference in degrees : (a) observed with gravimeters;
(b) in the nearest sea.

|  |  | (a) | (b) |
| :---: | :---: | :---: | :---: |
| Southeast Asia |  |  |  |
| 2460 | Colombo (Sri Lanka) | 18 | 29 |
| 2501 | Bangkok (Thailand) | -56 | -43 |
| 2551 | Penang (Malaysia) | -32 | -58 |
| 2550 | Kuala Lumpur (Malaysia) | -46 | -58 |
| 2601 | Hong Kong | -15 | -50 |
| 4010 | Baguio (Philippines) | -20 | -40 |
| 4011 | Manila (Prititippines) | 3 | -41 |
| 2555 | Kota Kinabaiu (Malaysia) | -33 -43 | -50 -20 |
| 2701 | Saīgon (Vietnam | -43 | -20 |
| Indonesia |  |  |  |
| 4105 | Banjar Baru (Indonesia) | -36 | -40 |
| 4100 | Bandung (Indonesia) | -34 | -23 |
| 4110 | Ujung Pandang (Indonesia) | -13 | -22 |
| 4111 | Manado (Indonesia) | -15 |  |
| 4150 | Jaya Pura (Indonesia) | -14 | -21 |
| 4160 | Port Moresby (Papua) | -36 |  |
| 4210 | Darwin (Australia) | -47 | -23 |

equal to 23 h 53 m 57 s makes its frequency very close to the $K_{1}$ and $S_{1}$ frequencies so that only very good instruments, carefully protected against barometric as well as thermal disturbances, have been able to isolate it (Melchior, 1978).

However, this tidal component, which is the third in amplitude in the tesseral family, is of major interest for investigations of the liquid core hydrodynamical oscillations. It is with great satisfaction that we can point out here that the load effects computed from the Schwiderski $P_{1}$ cotidal map are in close agreement with the observed $P_{1}$ loads in all the thirteen stations where we could separate it from Table 3).

SMALLER COMPONENTS Q1 AND $\mathrm{K}_{2}$
In a paper presented at the IAG Commission on Earth Tides, Melchior, Ducarme and Chueca (1983a) show that a fair agreement is also found for We have calculated such maps for each continent (Melchior, Ducarme these waves between observed and calculated ocean-continent interactions.1983). The $M_{2}$ map for Africa is given on the figure 2 . It shows indeed $Q_{1}$ wave has a maximum amplitude of 6 microgals at $45^{\circ}$ latitude. $K_{2}$ wave
$P_{1}$ wave. Observed and calculabled 3 Ioading and attraction effects. Observed residues with respect to Molodensky Model I.
(All stations where B $\geq 0.3$ ugal are considered).

|  |  | Observed residue |  | Schwiderski map |  | Vectorial difference |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Station | $B$ (ugal) | $B\left({ }^{\circ}\right)$ | $L($ ugal ) | $\lambda\left({ }^{\circ}\right)$ | $x$ (ugal) | $x^{(0)}$ |
| 9904 | Kerguelen (TAF) | 0.40 | -82 | 0.37 | -106 | 0.16 | -14 |
| 2600 | Guangzhou (China) | 0.33 | -94 | 0.40 | - 92 | 0.07 | 97 |
| 2612 | Shanghai (China) | 0.38 | -28 | 0.43 | - 32 | 0.06 | 123 |
| 2823 | Kyoto (Japan) | 0.60 | -26 | 0.64 |  | 0.21 | -118 |
| 2847 | Mizusawa (Japan) | 1.13 | 4 | 0.76 | 5 | 0.37 | 4 |
| 3019 | Ojibouti (Afar) | 0.62 | 139 | 0.65 | 147 | 0.10 | 36 |
| 3020 | Mogadiscio (Somalia) | 0.57 | 104 | 0.78 | 137 | 0.43 | 2 |
| 4105 | Banjar Baru (Indonesia) | 1.57 | -125 | 0.90 | -115 | 0.70 | -137 |
| 4115 | Kupang (Indonesia) | 0.85 | -116 | 0.92 | -118 | 0.11 | 42 |
| 4160 | Port Moresby (Papua) | 0.87 | - 16 | 0.91 | - 19 | 0.06 | 113 |
| 4209 | Alice Springs (Australia) | 0.28 | -106 | 0.18 | -133 | 0.18 | -27 |
| 4205 | Armidale (Australia) | 0.46 | 7 | 0.26 | 38 | 0.27 | -24 |
| 6004 | Uwekahuna (Hawaī) | 1.17 | 83 | 1.03 | 102 | 0.39 | 23 |

has a maximum amplitude of 9.5 microgals at the equator. The residues reach a maximum of $0.5 \mu \mathrm{gal}$ for $Q_{1}, 1$ ugal for $K_{2}$. Despite these very low amplitudes their phases are in fair agreement which shows that the noise in our measurements seems to be less than 0.3 ugal .
LDADING AMPHIDROMIC POINTS
For many years it has been of interest to find points where the oceanic effects are minimized, even possibly zero. The question is whether such points exist. If they could be discovered it would be worthmic effects of the Earth's liquid core. It is also interesting to look at such points for absolute gravity measurements. However the geographical position of such a point will be different for each tidal component.

At a certain distance from a sea the direct attraction of its water masses and their loading effect are equal and opposite, cancelling in such a way that the effect of the ocean is virtually zero. This is true only for the nearest sea and as the more distant oceans have a signifi cant effect it is not easy to predict where the effects of all the oceans together will cancel. This not necessarily happens just in the cenre of each continent.
that the minimum of attraction and loading is not located in the middle


It is clear from our Trans-World Tidal Gravity Profile that one such point must exist in Australia for the $M_{2}$ wave, between Alice Springs and Broken Hill, which is indeed confirmed by the Parke map (1979) (at $\phi=-28^{\circ} 30^{\prime}, \lambda=137^{\circ} 30^{\prime}$ ) but not by the Schwiderski or any other map. The $M_{2}$ Parke map indicates, moreover, that such points exist also in Dallas $\left(\phi=+33^{\circ}, \lambda=260^{\circ}\right)$ while the $M_{2}$ Schwiderski map gives amphi dromic points at $\phi=33.5^{\circ} \mathrm{N}, \lambda=106.5^{\circ} \mathrm{W}$ in New Mexico and north-west of Lanzhou ( $\phi=+37^{\circ}, \lambda=103^{\circ} 30^{\prime}$ ) in China.

With the $\mathrm{O}_{1}$ Schwiderski map we have not found any amphidromic poin in Australia even if the load is everywhere very small there. We also found that over a broad area in China (between $25^{\circ}$ and $35^{\circ} \mathrm{N}, 84^{\circ}$ and $92^{\circ}$ E) the $0_{1}$ load is nearly uniformly small as it does not exceed 0.1 ugal. The situation is similar in Africa (northern Nigeria, Tamanrasset Bangui).
CONCLUSIONS
At the level of some parts in $10^{-10}$ of g , we obtain a general agreement between two completely independent methods of investigation i.e. The mathematical construction of oceanic cotidal maps on one side and
the on shore tidal gravity variations observations on the other side.

It is time now to consider new refinements of both types of approach. In the modelisation of interactions, we should introduce viscoproach. In the modelisation of interactions, we should introduce viscosity and lateral heterogeneities in the mantle and, as pointed out by horizontal pressure of the sea on the shelf slopes, self loading of earth tides and Coriolis force.

The world coverage of tidal gravity measurements has been considerably improved since 1973 by the Trans World Tidal Gravity Profiles (figure 3) but is still far from being sufficient. By the end of 1983 there are only very few measurements available on the American continent. Dur team starts measurements in Brazil just by the end of this year. The great number of data already compiled required the organization of an Earth Tides Data Bank (Ducarme, 1983). This Data Bank is extremely flexible, allowing now the statistical investigation of different oceanic and earth tides models.
Fig. 2. Tidal loading and attraction effects in Africa, Tidal wave $M_{2}$, amplitudes, given in $\mu \mathrm{gal}$, are peak to peak.


Figure 3. Trans World Tidal Gravity Profiles 1973-1984
performed by the Royal Dbservatory of Belgium and the International Center for Earth Tides, Brussels (because of their high density in Europe, stations are not indicated in this area).
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#### Abstract

\section*{Abstract}

In order to find new application fields for horizontal pendulums in geodynamic measuring techniques their improvement is very important. Conventional recording systems are not very convenient for geodynamic phenomena, therefore a new capacitive horizontal pendulum with electric output and an intelligent digital data recorder has been constructed. For the reproduction of the original signal this latter also uses logical decisions besides mathematical filtering of the data. That is the reason why analog recording can be abandoned and it is not necessary to store all sampled data. The recorder can be programmed for various kinds of tasks.

\section*{Zusammenfassuns}

Um neue Anwendungsmöglichkeiten für Horizontalpendel in der geodynauischen Messtechnik zu finden ist die Verbesserung von Horizontalpendeln sehr wichtig. Die herkömmlichen Registrierungssysteme sind für Registrierung der verschiedenen geodynamischen Phänomena nicht völlig geeignet, deshalb wurde ein neues kapazitives Horizontalpendel mit elektrischem Ausgang und einem intelligen-


ten digitalen Datenregistrierungssystem konstruiert. Um das originales Signal wiederherzustellen benutzt das letztere gewisse logische Entscheidungen neben den matematischen Filtersmethoden für Filterung der Daten. Aus diesem Grund kann die analoge Registrierung weggelassen werden und es ist nicht nötig alle gemessene Werte zu speichern. Das digitale Registrierungsgerät kann für verschiedene Messaufgaben programmiert werden.

## 1. Introduction

Recently more and more data are needed for the study of geodynamic phenomena. To acquire this mass of data with the required accuracy new measuring instruments and automatic digital data acquisition systems are to be developed. The conventional horizontal pendulums with photorecorder used for Earth tide recording do not comply with requirements of modern measuring and computation technique. This is the reason why we have developed a horizontal pendulum with capacitive transducer which supplies an electric signal and therefore it can be easily integrated with digital data acquisition and processing systems. The traditional analogous pendulum records are read out manually or by means us a curve digitizer /indirect digitizing/ at hourly time marks. In this case the quality of the digitization is completely depending on the evaluating person making a manual prefiltering of the tidal curve which always contains some microseismic oscillations, spikes, steps and graps.

By sampling the output signal of the capacitive pendulum by means of a simple digitizer at hourly time marks the error of the digitizing can be very high because of the above-mentioned properties of the tidal signal. In this case an analof record is also needed to verify the digital data. Another solution is the
increasing of the sampling rate what increases the number if data to be stored/Jentizsch, 1981; Plag and Jahr, 1983/.

To solve this problem we have developed an intelligent digital data acquisition system which works with a high sampling rate and is capable to prefilter tidal data by means of mathematical filtering algorithms and logical decisions. Therefore it gives out correct and reliable tidal data at hourly time marks and need no large storage capacity for tidal recording.
2. The construction and functioning of the capacitive pendulum
Our horizontal pendulum is a metal penduluan and has a Zöllner suspension. Figure 1 shows the top- and profile--view of the pendulum. Its base /l/ is a right-angled triangular plate which is rigid enough to hold the whole pendulum with high stability. The base plate is standing on a fixed foot /L/ which is placed in the right angled corner and on two levelling screws / $L_{1}$; $L_{2} /$ in the acuteangled corners. On the base plate there is a bracket /8/ with clamps /6, 7/ for suspension wires. The two wires clamped at points $A$ and $B$ hold the pendulum beam /9/, in horizontal position. The wires are made of tungsten and have a diameter of $20 \mu \mathrm{~m}$.

The sensitivity of the pendulum is depending on the deviation of rotation axis $A B$ of the pendulum beam from the vertical. The deviation can be decreased or increased by means of the levelling screw $L_{1}$ denoted "sensitivity screw". The smaller this angle is the more sensitive the pendulum is. At zero angle the sensitivity is infinitely high and the pendulum is in an instable state. If the vertical changes perpendicularly to the vertical plane of the pendulum beam the latter will move to a new vertical plane containing the rotation
axis $A B$ i.e. the pendulum beam rotates around the axis $A B$ in the horizontal plane. The same effect can be caused by tilting the pendulum around the axis containing the top of the fixed foot /L/ and one of the sensitivity screw / $L_{1} /$ by means of the "drift screw" $/ L_{2} /$.
In this latter case the position of the rotation axis AB is changed against the vertical. A capacitive transducer is applied to measure electrically the rotation angle of the pendulum beam. The capacitive transducer is a differential plane condenser, the functioning of which is based on the change of the surface of opposite-standing plates. The moving plate /ll/ is fixed and electrically connected to the pendulum beam because the output of the capacitive transducer is led out via the suspension wires. That is the reason that a glass plate is under the bracket to insulate it from the base plate.

The standing plates / $12 /$ of the differential condenser are insulated from each other and from the console /13/ by a glass plate, too. The differential condenser connected together with two fixed capacitances of equal value forms a capacitive bridge circuit. The console holding the standing plates is adjustable to balance the bridge at the middle position of the pendulum beam.

Figure 2 shows the electric construction of the capacitive pendulum. The bridge is supplied by a sinewave oscillator of high amplitude stability. The amplitude of the supply voltage is 20 V and the frequency is 15 kHz . The output voltage of the bridge is detected by the high input impedance preamplifier /15/ placed near to the transducer under the console. The input of the preamplifier is connected to the wire
clamp /7/ and its output voltage is transferred on a low impedance via the connector $/ 16 /$ to the separate electronical unit which contains all other electric parts with the exeption of the preamplifier. The preamplifier is followed by a selective amplifier and phase-sensitive rectifier which enables the sign--correct measurement of the deviation of the pendulum beam from its zero position. The phase-sensitive rectifier is followed by a third-order Butterworth low-pass filter for filtering the self-swinging of the pendulum. The output signal of the low-pass filter is amplified by a DC amplifier, the output of which is the filtered output. In most cases we need an unfiltered output which is the output of a DC amplifier amplifying directly the output signal of the phase--sensitive rectifier. If the capacitive pendulum is inserted into a measuring system it is very important to know its transfer function which is depending on the eigenperiod of the pendulum. Figure 3 shows the transfer function of the pendulum relative to the unfiltered output at different eigenperiods.
3. The intelligent digital data acguisition system Figure 4 shows the block diagram of the data acquisition system. It is controlled by a microprocessor MC 6802 from MOTOROLA. The controller program is stored in the EPROM memory. The RAM memory is used for calculations and temporary storage of data as a buffer memory. When the buffer memory is full, the sampled or preprocessed data can be transferred in blocks into the exchangeable non-volatile semiconductor memory which can be exchanged as a cassette, or into the cassette unit, or the data can be directly transferred via a telephone line to a large computer.

The exchangeable semiconductor memory is ufore reliable under conditions of an Earth tide observatory than the cassette unit which contains moving mechanical parts. The storage capacity of the exchangeable semiconductor memory is sufficient for about 15 days to store the prefiltered hourly value of tidal data measured by a pair of horizontal pendulums including the storage of environmental parameters too. The digital recorder system has 16 analog input channels, an analog multiplexer, and a l2-bits analog to digital converter. The sampling and converting of the analog channels is controlled by the master processor.
The exact time is given by the real-time clock which can be synchronized by means of a DCF-77 receiver. The speed of the system can be increased applying a slave processor which can be a high speed arithmetic or a FFT processor depending on the desired filtering algorithm. The data acquisition system has a keyboard and a display too, for manual control and for input and display parameters needed for data sampling and filtering. On the one hand the intelligent digital data acquisition system can be used as a simple digitizer. In this case it samples and digitizes the analog input signals with the given sampling rates and stores them in blocks on cassette tape. This is advantageous if both the preprocessing and the processing are to be made on a large computer /e.g. recording of the free oscillation of the Earth/. On the other hand the intelligent digital data acquisition system can do the preprocessing.
That means in the case of Earth tide recording that the system works with a high sampling rate /l-30 s/, filters the self-swingings of the pendulum excited by earthquakes or microseismic activity, then removes the steps, using linear prediction and logical decision and
after a second filtering it stores only the hourly values of the Earth tide/Fig. 5/.
The first and the second filtering method can be a simple or a Fox-Schuller averaging for tidal records. The microprocessor can execute these algorithms with high speed.

Steps are removed as follows: the microprocessor calculates after each sampling a new smoothed and step--corrected value $\mathrm{s} / \mathrm{h} /$, then from previous values calculates a predicted value $\mathrm{s} / \mathrm{n} / \mathrm{p}$, for $\mathrm{s} / \mathrm{n} /$.
Whenever $|s / n /-s / n / p|>s$, a step is assumed and $s / n /$ is substituted for $s / n / p$ and the step correction value is corrected according to the new step. The value $s / n+1 /$ will be step-corrected with this new correction value. If there is no step, $s / n /$ is stored. Because some parts of the above described system are still under construction, the filter method was tested with different sampling rates and limits $S$ on a computer. The simulated input signal is shown in Fig. 6. The eigenperiod of the self-swinging superposed on the "simplified" tidal signal /a sinus wave of one day period/ was 50 s , the spikes and steps had half of the amplitude of the signal. The accuracy of the method depends on the quality of the linear prediction, the sampling rate and the limit $S$. Table 1 shows the errors of the method at different sampling rates and limits. It can be seen that both parameters have an optimum. When the limit is too low the error will be very high because the program always substitutes $s / n /$ for $s / n / p$. If the limit is too high, the program will not sense the small steps in the input signal.
rable 1.

| Limit S | Sampling period <br> [s] | Avarage error of the <br> filtering in peroentage <br> of amplitude with RMS <br> error |
| :--- | :---: | :---: |
| 0.1 | 5 | $0.29 \pm 0.32$ |
| 0.1 | 10 | $0.72 \pm 0.75$ |
| 0.1 | 20 | $1.94 \pm 2.14$ |
| 0.05 | 5 | $0.48 \pm 0.51$ |
| 0.05 | 10 | $0.08 \pm 0.08$ |
| 0.05 |  | $0.33 \pm 0.40$ |
| 0.02 | 5 | $0.07 \pm 0.07$ |
| 0.02 | 10 | $0.57 \pm 0.63$ |
| 0.02 | 20 | $0.37 \pm 0.11$ |
| 0.01 | 5 | $0.25 \pm 0.10$ |
| 0.01 | 10 | $0.60 \pm 0.42$ |
| 0.01 | 20 |  |

4. Conclusion

The microprocessor techniques makes it possible to build an intelligent digital data acquisition system which can preprocess or process tidal data automatically decreasing manual work. The above described system can be very easily reprogrammed for recording other geophysical phenomena, only the parameters /linear prediction coefficients, limit, etc/ must be chosen properly. This makes it possible together with the capacitive solution for the pendulum to record free scillations of the larth parallel with continuous Earth tide recording what is out of capability of conventional pendulums and recording system.
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## Abstract

Tnis papsr dsals with all kinds of methoda for computing the gravity topographic effect. These methods include: topographic correction solution C. MOLODENSKY'a series solution $G_{1}$. PELLINEN's formula G', analytic continuation solution gn (including that carried out stepwise end esparated-rings) and BJERHAMMAR'sisolution. The papsr proves the interrelation between the formulas of topographic correction, derives the relation between the analytic continuation solution and BJERHAMMAR's solution and deducss some of their naturss. In these methode, sach has a common opsrator L. Gsnsrally spsaking, there sxists in them csertein connections with each other, but they can not be replaced mutually. The linear solution (or it may be called gradient solution) of analytic continuation solution is respectevely the approximate value of MOLODENSKY's series solution G and BJERHAMMAR's solution. When solving with these methods, the basic queetion encountered is the eame. The paper also pute forward that, to use reduction of separated ringe may decrease difficulties brought about in iterative computation.

## I. Introduction

In the computation of geodetic gravimetry, the effect of topography on gravity can not be neglected. Generally gravity topographic effect is classified into two parts, i. e. effect on normal gravity and that on gravity anomaly. In the topographic correction of gravity anomaly, there are topographic correction solution C. MOLODENSKY's series solution $G_{1}$, PELLINEN's formula $G^{\prime}$, analytic continuation solution $g_{n}$ (including that carried out etepwise and eeparated-rings) and BJERHAMMAR's solution, etc. The analytic continuation solution demands to compute the vertical gradient of gravity anomaly. Wheter we operate on the baeis of linear reduction or not, we can divide it according to linear reduction or nonlinear reduction up to 2 nd order (l) (or $n-t h$ order (2). . Owing to different data one used, three kinds of representation of gravity vertical gradient may bs classified in accordance with gravity anomaly, height anomaly and vertical deflections ${ }^{(3 a)}$. But nonlinear reduction is resolved according to gravity anomaly. When classifying them by using reduction surface, the surface gravity anomaly may be sxtended analytically to the point-level, geoid or a certain sphere surface within the earth.

In these methods, their starting points, forms of formulas and their results are all different. $G_{1}$ ie given out in accordance with MOLODENSKY's problem, the analytic continuation eolution draws support from TAYLOR series and is solved in the way of analytic continuation, and BJERHAMMAR'e solution is derived in line with poisson equation. But we still pay close attention to the questions about the interrelation of these topographic correction formulas, the advantages and disadvantages of each method and their applicabilities.

## II. Discussion abaout formulas correlation

In the topographic correction of gravity anomaly, all of the topographic correction
C. MOLODENSKY's series solution $G_{1}$, PELLINEN's formula G'and analytic continuation eolution $g_{n}(n=1,2, \ldots)$ have a common operator. It will be seen here after that, all formulas of topographic correction have something to do with gravity vertical gradient $L_{1}(\Delta \mathrm{~g})$. HENCE, this operator is expressed by $L$. It may be explainsd as
vertical derivative. For example, the topographic correction solution ie expressed to be

$$
\begin{equation*}
C=\frac{1}{2} G \delta R^{2} \iint_{\sigma} \frac{\left(h^{\prime}-h_{\rho}\right)^{2}}{l_{0}^{3}} d \sigma \tag{1}
\end{equation*}
$$

(2)

$$
l_{0}=2 R \sin \frac{\psi}{2}
$$

G is gravitational constant, $\delta$, density of topographic masses, R, radius of the earth, $\phi$, spherical dietance between the computing point $P$ end moving point (surface element) $Q$, and $h_{p}$ end $h$ are relief heights of $p$ end $Q$ respectively. By using the operator, it may be simplified as
(3)

$$
C=\pi G \delta L\left(h-h_{p}\right)^{2}
$$

Similerly, there are

$$
\begin{align*}
& G_{1}=L\left(h-h_{p}\right) \Delta g \quad \quad(5) \quad G^{\prime}=L\left(h-h_{p}\right)\left(\Delta g-\Delta g_{p}\right)  \tag{4}\\
& L_{0}=L,(\Delta g)=L\left(\Delta g-\Delta g_{p}\right)
\end{align*}
$$

As to the free-air anomaly in the mountain areas, owing to be proportion which BOUGUER layer holde is much larger than the proportion which ths absolute value of BOUGUER anomaly makes up, therefor it may be approximately assumed

$$
\begin{equation*}
\Delta g-\Delta g_{p} \approx 2 \pi G \delta\left(h-h_{p}\right) \tag{7}
\end{equation*}
$$

HENCE, under the condition that the free-air anomaly $\Delta \mathrm{g}$ hae linear correlation with the height $h$, PELLINEN'e formula $G^{\prime}$ may be written ae
(8) $G^{\circ}=2 \mathrm{C}$

Therefrom we may conclude: (l) When there is short of gravity data, according to the hypotheeis $\Delta g=a h+b, G$ may be obtained by computing $C$ with data of topographic height. (2) Avoiding the hypothesis of the crustal deneity $\delta$. topographic correction solution $C$ may be replaced by computing $G^{\prime}$ directly.

As for $G_{1}$. HEISKANEN and MORITZ havs expressed it to be the sum of the following two terme $(3 \mathrm{~B}, 4)$ :

$$
\begin{equation*}
G_{1}=G_{11}+G_{12}=-\frac{h_{p} R^{2}}{2 \pi} \iint_{\sigma} \frac{\Delta g-\Delta g_{p}}{l_{0}^{3}} d \sigma+\frac{R^{2}}{2 \pi} \iint_{\sigma} \frac{h \Delta g-h_{p} \Delta g_{p}}{l_{0}^{3}} d \sigma \tag{9}
\end{equation*}
$$

By using the opsrator $L$, it is written as

$$
\begin{equation*}
G,=-h_{p} L\left(\Delta g-\Delta g_{p}\right)+L\left(h \Delta g-h_{p} \Delta g_{p}\right) \tag{10}
\end{equation*}
$$

(11) $\quad G_{I I}=-h_{p} L,(\Delta g)$

Here, Gll is the linear solution $g_{1}$ of the analytic continuetion of gravity anomaly, which corresponds to the free-air correction carried out by reducting the gravity anomaly from earth surface to the sea level. To do reduction like this has to use earth surface height of the computing point, but the phyeicel meaning of $\mathrm{G}_{12}$ is not clear.

Taking notice of formula (7), it may be written approximately als $G_{p}=L\left(h-h_{p}\right)\left(\Delta g-\Delta E_{p}\right)+L\left(h-h_{p}\right) \Delta E_{p}$ $\approx G^{\prime}+\frac{\Delta g_{p}}{2 \pi G \sigma} I,(\Delta g)$
However, by uaing formula (7). YOICHIRO FUJII ${ }^{(B)}$ hae derived

$$
\begin{align*}
& G,=G_{n}^{*}+G G_{z}^{*} \approx 2 \pi G \delta L\left(h-h_{p}\right)^{2}+L\left(h-h_{p}\right) \Delta g_{p}  \tag{13}\\
& \approx 20+\frac{\Delta g_{p}}{2 \pi G \sigma} \text { L, }(\Delta g)
\end{align*}
$$

In FUJII'e paper, $G_{11}^{*}$ and $G 12$ were originally written as $G_{11}, G_{12}$ reepectively. Here, in order to avoid mixing up with the forementioned signs adopted by HEISKANEN and MORITZ, the author adds an aeteriek to sach sign to differentiate them from the original signs. In view of the approximation of BOUGUER layer, G ilis twice as much as the topographic correction solution C. The meaning of FUJII'e formula (l3) reets with that to make clear the physical meaning of $G l^{1} 1$ and $G l^{*}$.

After comparing formulas (10). (12) and (13), we may conclude: (1) In all of the formulae given by HEISKANEN and MORITZ, the author and FUJII, $G_{1}$ hae a bearing on the let-order vertical gravient $L_{1}$ of gravity anomaly. And the interrelation between $G_{1}$ and the formulae of $L_{1}, G^{\prime}$ and $C$ has been also given out. In quantity, $G_{1}$ is equal to the linear combination of gravity vertical gradient $L_{l}$ with $L\left(h \Delta g-h_{p} \Delta_{p}\right.$ ) or with PELLINEN'e solution $G^{\prime}$, or with topographic correction solution C) respectively. (2) By using the same grid, YUKIO HAGIWARA ${ }^{(4)}$ has computed $G_{1}, G_{11}$ and $G_{12}$ respectively for the gravity etations on the $35^{\circ} 30$ 'latitude circle in Tanzawa mountain areae of Japan. The resulte calculated ehow that, in the formula (10) of HEISKANEN and MORITZ, though the amplitudes of $G_{11}$ and $G_{12}$ are not equal, and yet the waveform are nearly alike. While according to FUJII's formula (l3) and using the same grid, the reeult obtained after computing Tanzawa mountain areas shows that, $G \underset{1 i}{*}$ is much smaller than $G{ }_{12}^{*}$ - Herefrom we may conclude like thie: $G_{1}$ is a quantity which is approximately proportional to $L_{1}\left(\Delta_{g}\right)$ 。
With the aid of TAYLOR series of the vertical gradient of the gravity anomaly $L(\Delta \mathrm{~g})$, the analytic oontinualtion solution can solve the gravity topographio effect. It may be a linear solution (which is also called gradient solution) by taking into aocount of lat-order vertical graient $I_{1}$, and may be also a non-linear reduction by giving consideration to $n$-th-order vertical gradient $L_{h}$. Generally speaking, to attend to the second order $L_{2}$ is enough. This way, when earth surface gravity anomaly $\Delta g$ is extended analytically to the geoid with TAYIOR series up to 2nd order, it may be written as
(14) $\Delta g^{*}=\Delta g-h I_{g}(\Delta g)+h I,\left(h I,(\Delta g J)-h^{2} L_{2}(\Delta g)\right.$
where

If earth surface gravity anomaly $\Delta g$ is extended analytioally to the point level, then

$$
\begin{equation*}
\Delta g^{\prime}=\Delta g-3 \mathrm{~L},(\Delta \mathrm{~g})+3 \mathrm{~L},\lceil 3 \mathrm{~L},(\Delta \mathrm{~g})\rceil-3^{2} \mathrm{~L}_{2}(\Delta \mathrm{~g}) \tag{15}
\end{equation*}
$$

As it does not have the difficult to oompute defleotion of the vertical when using MOLODENSKY's series solution, so it is considered as the most wide-ranging and ingenious method for solving MOLODENSKY's problem. If $\Delta g$ is extended analytically to the point level and then to the geoid (or a certain sphere surface within the earth), we may have stepwise and separated-rings analytio continuation ${ }^{(5)}$.

$$
\begin{equation*}
\Delta g^{*}=\Delta g^{\prime}-h_{p} L_{p}(\Delta g)+h_{p} L_{0}\lceil 3 \quad L,(\Delta g)\rceil+h_{p}^{2} L_{2}(\Delta g) \tag{16}
\end{equation*}
$$

Where, $\Delta g^{\prime}$ is gravity anomaly on the point level, $h$ and $h$ are elevations of arbitrary point and computing point respectively, $Z$ is their elevation difference. Apparently, when leaving out the 2 nd order vertical gradient term, we get the gradient solution of gravity anomaly continuation ${ }^{2}$, 3)

$$
\begin{equation*}
\Delta g_{*}=\Delta g^{\prime}-h_{p} L_{1}(\Delta g) \quad \text { (18) } \quad \Delta g^{\prime}=\Delta g-3 L_{1}(\Delta g) \tag{17}
\end{equation*}
$$

Under the condition of $h_{p}=0$, i. e. when the point level and geoid are coincident, we have $\Delta \mathrm{g}^{*}=\Delta \mathrm{g}^{\cdot}$. This makes the method of continuation to the point level become a special case of formula (16).

According to the description of this section and the next one, we can see that, all the computing methods of computing gravity topographic effect on hand have a common operator. Generally speaking, there exists certain relation between each of these methods, but they are not replaced mutually. As to their differences in numerical solution, they may be different depending on the kinds of regional topography.

## III. Analytic continuation solution and BJERHAMMAR's solution

In analytic continuation solution, one of the most important questions is the computation of the vertical gradient of the gravity anomaly $L_{l}(\Delta g)$. Under the condition to use enough accuracy to carry out plane approximation about sphere and in the case of projection of earth's surface to a plane with an azimuthal equidistant projection, the integration of the earth's surface will be traneformed into one on the tangent plane at the computing point. Now if let the computing point $p$ be the origin and set up plane polar coordinates and rectangular coordinates systems, then, the integrated coefficients of $L_{1}(\Delta g)$ may be written als)

$$
\begin{equation*}
k_{i j}=\frac{1}{n}\left(\frac{1}{r_{i}}-\frac{1}{r_{i+1}}\right)=\frac{\Delta r}{n r_{i}\left(r_{i}+\Delta r\right)} \tag{19}
\end{equation*}
$$

$n$ is the numbers of subblock in the ith circular zone, $r_{l}$ is the inner radius of this zone and $\Delta r$ is the width.
(20)

$$
K_{i j}=\sum_{i, j=1,2}(-1)^{i+j+1} \frac{\sqrt{x_{i}^{2}+y_{j}^{2}}}{2 \pi x_{i} y_{j}}
$$

$X_{i}$. $Y_{j}$ are the plane rectangular coordinates of the corner point of the ith and jth subnetwork. Thus we have
(21)

$$
L,(\Delta g)=\Sigma K_{1 j}\left(\Delta g-\Delta B_{p}\right)
$$

In order to avoid man-made hypothesis to be introduced during the course of computing the disturbing potential, BJERHAMMAR presented out to extend downwards the earth surface gravity anomaly to the equivalent sphere within the earth, and let

$$
\begin{equation*}
\Delta g_{p}^{*}=\Delta \rho_{p}-\frac{t^{2}\left(1-\lambda^{2}\right)}{4 \pi} \iint_{\sigma} \frac{\Delta g^{*}-\Delta g_{p}^{*}}{D^{3}}-d \sigma \tag{22}
\end{equation*}
$$

Where
(23)

$$
\begin{aligned}
& t=-\frac{R}{r_{p}} \quad r_{p}=R+h_{p} \\
& D=\frac{l}{r_{p}}=\sqrt{1+t^{2}-2 t \cos \psi} \\
& l=\left(R^{2}+r_{p}^{2}-2 R r_{p} \cos \psi\right)^{1 / 2}
\end{aligned}
$$

(25)
or it may be also written as

$$
\begin{equation*}
\Delta g_{p}^{*}=\Delta g_{p}-\frac{R^{2}\left(r_{p}^{2}-R^{2}\right)}{4 \pi \Gamma_{p}} \iint_{\sigma} \frac{\Delta g^{*}-\Delta g_{p}^{*}}{l^{3}} d \sigma \tag{26}
\end{equation*}
$$
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$R$ is the radive of equivalent sphere, $h_{p}$ is the distance fromearth surface point to the equivalent sphere.

As to the two arbitrary points on the earth surface, within a certain limit they may be written as ${ }_{2}{ }^{(2)}$
(27) $\quad \ell^{2}=\ell_{0}^{2}+\left(h-h_{p}\right)^{2}$

Bssides, we have
(28)

$$
\frac{\Gamma_{p}^{2-} R^{2}}{{ }^{2} \Gamma_{p}}=\frac{h_{p}\left(2 R+h_{p}\right)}{2\left(R+h_{p}\right)^{p}}=h_{p}\left(-\frac{h_{p}}{2 R}+\frac{h^{2}}{2 R^{2}}-\cdots\right)
$$

On the tangent plane of equivalent sphere where the computing point lies, if the polar
coordinates system is chosen and the rest is eimilar to what the author did in paper ${ }^{(5)}$ then from the second term at the right side of formula (26) we may write:

$$
\begin{align*}
K_{i j}^{B} & =\frac{1}{n}\left(1-\frac{h_{\rho}}{2 R}+\frac{h_{\rho}^{2}}{2 R^{2}}\right) \frac{1}{2 \pi} \iint_{S} \frac{r d r d A}{\left[r^{2}+\left(h-h_{\rho}\right)^{2}\right]^{3 / 2}}  \tag{29}\\
& \left.=\frac{1}{n}\left(1-\frac{h_{p}}{2 R}+\frac{h_{\rho}^{2}}{2 R^{2}}\right)\right]_{r_{i}}^{r_{i+1}} \frac{r d r}{\left[r^{2}+\left(h-h_{p}\right)^{2}\right]^{3 / 2}} \\
& =\left(1-\frac{h_{\rho}}{2 R}+\frac{h_{\rho}^{2}}{2 R^{2}}\right) \frac{1}{n}\left\{\left[r_{i}^{2}+\left(h-h_{p}\right)^{2}\right]^{-\frac{1}{2}}-\left[r_{i+1}^{2}+\left(h-h_{i p}\right)^{2}\right]^{-\frac{1}{2}}\right\}
\end{align*}
$$

apparently, when $\mathrm{F}-\infty$, the integration constant $\mathrm{C}=0$. So we obtain:

$$
\begin{equation*}
\Delta g_{p}^{*}=\Delta g_{p}-h_{p} \sum K_{i j}^{\beta}\left(\Delta g^{*}-\Delta g_{p}^{*}\right) \tag{30}
\end{equation*}
$$

Now, we shall make inferences as followe:
(l) In the downward continuation of gravity anomaly. BJERHAMMAR's solution may be expressed as the sum of the gradient solution extended analytically to the same spherical surface with the effects related to gravity vertical gradient of every surface element and its topographic elevation difference.

Because of that, when expanding the right-hand side of formula (29) according to the binomial theorem, we have

$$
\begin{align*}
K_{i j}^{B} & =\left(1-\frac{h_{p}}{2 R}+\frac{h_{p}^{2}}{2 R^{2}}\right) \frac{1}{n}\left\{\frac{1}{r_{i}}-\frac{1}{r_{i+1}}\right.  \tag{31}\\
& \left.+\frac{1}{r_{i}} \sum_{m=1}^{\infty}\binom{n^{\prime}}{m}\left(\frac{h-h_{p}}{r_{i}}\right)^{2 m}-\frac{1}{r_{i+1}} \sum_{m=1}^{\infty}\binom{n^{\prime}}{m}\left(\frac{h-h_{p}}{r_{i+1}}\right)^{2 m}\right\} \\
& =\left(1-\frac{h_{p}}{2 R}+\frac{h_{p}^{2}}{2 R^{2}}\right) K_{i j}(1+B) \quad B=\sum_{m=1}^{\infty}\binom{n^{\prime}}{m}\left(h-h_{p}\right)^{2 m}\left(\frac{1}{r_{i}^{2 m}}+\frac{1}{r_{\lambda}^{2 m-1} r_{i+1}}+\frac{1}{r_{i}^{2 m-2} r_{i+1}^{2}}\right.
\end{align*}
$$

where

$$
\left.+\cdots+\frac{1}{r_{i} r_{i+1}^{2 m-1}}+\frac{1}{r_{l+1}^{2 m}}\right)
$$

$$
=-\frac{1}{2}\left(h-h_{p}\right)^{2}\left(\frac{1}{r_{i}^{2}}+\frac{1}{r_{i} \cdot r_{i+1}}+\frac{1}{r_{i+1}^{2}}\right)+\cdots
$$

$n^{\prime}$ is an arbitrary real number, where $n^{\prime}=-\frac{1}{2},\left|\left(-\frac{h-f_{p}}{r}\right)^{2}\right|<\mid$. HENCE, formula ( 30) may be written as:

$$
\begin{equation*}
\Delta g_{p}^{*}=\Delta g_{p}-h_{p}\left(1-\frac{h_{p}}{2 R}+\frac{h_{p}^{2}}{2 R^{2}}\right)\left\{L_{1}\left(\Delta g^{*}\right)+\sum L_{1 a j} B\right\} \tag{33}
\end{equation*}
$$

(34) $\quad L_{1}\left(\Delta g^{*}\right)=\sum K_{i j}\left(\Delta g^{*}-\Delta g_{p}^{*}\right) \quad L_{i i j}=K_{i j}\left(\Delta g^{*}-\Delta g_{p}^{*}\right)$

While $g_{l}^{*}=-h_{p} L_{l}\left(\Delta g^{*}\right)$ is gradient solution, and the initial value of $\Delta g^{*}$ is 4g. Now the proof is at an end.
(2) If analytic continuation solution and BJERHAMMAR's solution of gravity
anomaly are not extended simultaneously to the same spherical surface, BJERHAMMAR's solution may be expressed approximately as stepwise analytic continuation solution extended to the same spherical surface.

All of us know that, when the distance $h_{\rho_{5}}$ from sarth surface point to the equivalent sphere is equal to $300 \mathrm{~m}, h_{p} / R=4.7088 \times 10^{9}$; even under the condition of $h_{p}=10000 \mathrm{~m}$, $h_{p} / R=1.5696 \times 10^{-3}$ is still smallsr than the spherical approximate error $\left(\frac{1}{v}=3.352836 \times 10^{-3}\right)$. Generally speaking, $L_{l}(\Delta g)$ is about a magnitude of $10^{-2}$. Therefore, $h_{p} / R$ in formula (33) and the above each term may be generally omitted.

Let $h_{p}$ be the distance from earth surface point to equivalent sphere with the earth, $h_{p}^{\prime}$ is the distance from point level (or the geoid) to the equivalent sphere, and $z$ is the distance from earth surface point to point level (or the geoid), and if $h_{p}$ in (33) is replaced by $n_{p}^{\prime}+z$, then the preceding two terms in (33) will become (18) and (17). And the inference (3) shows that, so long as the value $h-h_{p}$ in the central zone is far smaller than $250 \mathrm{~m}, ~ \sum \mathrm{~L}, \mathrm{ij}$ will be probably smaller.
(3) In plain, plateau, hilly terrain and parts of low mountain areas, BJERHAMMAR's solution may bs equivalent to the analytic continuation solution.

In absolutely ideal plain and plateau areas, i.e. under the condition of $h-h_{p}=0$, formula (33) may be written as:

$$
\begin{equation*}
\Delta g_{p}^{*}=\Delta g_{p}-h_{p}\left(1-\frac{h_{p}}{2 R}+\frac{h_{p}^{2}}{2 R^{2}}\right) L_{1}\left(\Delta g^{*}\right) \tag{35}
\end{equation*}
$$

In areas where the topographic undulation is smaller, e. g. in plain, plateau, hilly terrain and parts of low mountain areas (the elevation difference is about 250m), their value ( $\left.h-h_{2}\right)^{2}$ may be still smalls $r$ than the spherical approximats error. Because of that, at the place $r=4.625 \mathrm{~km}$ away from the computing poing and when $h-h_{p}=100 m$, the magnitude of $\left(\frac{h-h_{p-}}{\Gamma}\right)^{2}$ is $10^{-4}$; when $h-h_{p}=250 m,\left(\frac{\left.h-h_{p}\right)^{2}}{\Gamma}\right.$
$=2.9218 \times 10^{-3}$. According to ths definition, ws have

$$
\frac{1}{r_{i}^{2}}>\frac{1}{r_{i} r_{i+1}}>\frac{1}{r_{i+1}^{2}}
$$

HENCE, so long as the value $\hat{h}-h_{p}$ in the central zone is smaller than $250 \mathrm{~m}, \mathrm{~L}, \mathrm{ij} \mathrm{B}$ in formula (33) may be possibly smaller. This way, BJERHAMMAR's solution will be equivale z t the analytic continuation solution. Contrarily, in low mountain areas $\left(h-h_{p}\right)^{2}$ will be close to or greater than the spherical approximate error. Therefore, the effect of topographic height on gravity topographic effect should not be neglected.
(4) In the case to demand accuracy alike, no matter how far the radii of templet circular zones of analytic continuation solution and BJERHAMMAR's solution we compute, they may be the same.

We know that, $K_{1 j}^{B}$ shown in formula (29) is the integrated (templet) coefficiente of BJERHAMMAR's solution. It is the function of elevation $h_{p}$ of computing point, the circular zone radii $\Gamma_{1}, \Gamma_{1}+/$ of templet and the topographic elevation difference $h-h_{p}$. When $h-h_{p}=0, K_{\mathcal{L}}^{1}$ obtained at the right-hand side of formula (29) is the integrated (templet) coefficient of analytic continuation solution. As for any circular zone, the coefficient $K_{1 j}^{B}$ will decrease with the increase of value $h-h_{p}$. But as to different values $h-h_{p}$, the difference value of $K_{1}{ }_{j}^{B}$ on a certain circular zone may still remain certain magnitude. For example, on the circular zone apart from $30^{\circ}$ of the computing point, the difference value of $K$ if
of this circular zone may be taken as a magnitude of $10^{-7}-10^{-5}$ for the different values of $h-h_{p}$; on the circular zone apart from $1^{\circ}$, the difference between their coefficients may have a magnitude of $10^{-8}-10^{-6}$. In the case of that the requirements of data unit and accuracy are definite, if we use different values of $h$ - $h$, for certain circular zone, then, the radius of this circular zone computed how far may be identical. HENCE, the templet of BJERHAMMAR's solution may be the same as with analytic continuation solution.

## IV. The Advantages and Disadvantages of Every Method

In computation, all solutions such as the topographic correction solution C. MOLODENSKY's series solution $G_{1}$. PELLINEN's formula $\mathrm{G}^{\prime}$, analytic continuation solution $g_{n}\left(\mathrm{n}=1,2, \ldots\right.$ ) and BJERHAMMAR's solution $\mathrm{g}_{\mathrm{B}}$ have a common operator L. Judging from this, the problems such as the precise solution of integrated (templet) coefficient $\mathbb{K}_{i j}$, computation of central zone, the division of templets and how far do we compute the circular zone radius of templet, etc. are all similar. HENCE the difficulties encountered when operate them are also the same.

In the preparation of data, some methods only require data of topographic height h, for example, C; some requires gravity anomaly $\Delta \mathrm{g}$ besides topographic height, e. g. $G_{1}, G^{\prime} ;$ some only requires data of topographic height at the place of computing point besides $\Delta g, \theta \cdot g \cdot g_{n}, g_{B}$.

In these methods, they require separately the data of $h-h_{p}$ or $\Delta g-\Delta g_{p}$, or they use both of them. In numerical values, $h-h_{p}$ is generally greater than $\Delta g-\Delta g_{p}$, or it is even greater by a magnitude than it. Therefore, under the condition when the operators are alike, the convergence (rate) of $L_{1}, 9_{B}$ is fast; $G_{1}$, $G^{\prime}$ take second place; and owing to ( $\left.h-h_{p}\right)^{2}$ is greater, the convergence rate of $C$ is the slowest. According to the same reason, the circular zone radius of $G_{1}$, $G^{\prime}$ may be computed farther than that computed for $L_{1}, 9_{B}$.

As to iterative computations, BJERHAMMAR's solution may be iterated to the n-th order, e.g. in WUHAN area iteration requires 2-3 times, in WUDU area, it requires 6-7 times at most. In theory, analytic continuation solution may be iterated to the n-th order. In application, to iterate 2 times is enough ([2), p.42O). But the methods of $C, G_{1}, G^{\prime}$ do not require iterative computations. From this point of view, it is their advantage. The distinguishing features of geodetic gravimetry computation are: the computing templet will be displaced witz the change of computing point, the scale of templet and how far will be the circular zone radius computed are not altered with the change of computing point. Thus, if the circular zone radius remains unchanged, to do one time of iterative computation will require the data of $2 \psi$. So the problem of iterative computation of BJERHAMMAR's solution is more prominent than that of analytic continuation solution.

In BJERHAMMAR's solution, the value $\Delta g^{*}-\Delta g_{0}^{*}$ will be gradually discreased after doing every iterative computation, and at the first several times its reduced range is greater. HENCE, when computing the idea of separated-ring reduction presented by the author in literature (5) may be used. This idea is: according to the given accuracy required, for different values of $\Delta_{g}-\Delta_{g_{p}}$ the reduction may be carried out by choosing different block distance (or circular zone radius). Here, we may
consider the reducing range of $\Delta g^{*}-\Delta g_{p}^{*}$ reduces one by one snd in unequal interval the circular zone radius, and it may reduce it in equal interval.

By using it in BJERHAMMAR's solution in WUDU area, the result shows that, the value $\Delta g^{*}-\Delta g_{p}^{*}$ after the first iteration is reduced smaller by $70-90 \%$ or more than the initial value; iterative computation is chiefly the first 2-3 times; to adopt the principls of separated-ring reduction is reasonable and it may quicken the rate of iteration.

## V. Conclusion

To sum up all mentioned above, we may have conclusions ae follows:
(l) All the computing methods of gravity topographic effect now avsilable have $\varepsilon$ common operator $L$, and certain relation between these methods may be found out. HENCE, the value of gravity topographic effect obtained by using a certain method may be transformed into a value got by another method. But, generally epeaking. these methods can not be replaced mutually.
(2) The linear solution (i.e. gradient solution) of analytic continuation solution is the approximate value of MOLODENSKY's series solution $G_{1}$ and BJERHAMMAR's solution respectively. C and $G^{\prime}$ are also the partial value of $G_{1}$.
(3) In the downward continuation of earth surface gravity anomaly, BJERHAMMAR's solution may be expressed as the sum of the gradient solution extended analytically to the same spherical surface with the effect related to topographic height. If they are not extended to the same spherical surface. BJERHAMMAR's solution may be expressed approximaterly as the stepwise continuation solution extended to the same spherical surface. In plain, plateau, hilly terrain and parts of low mountain areas, BJERHAMMAR's solution may be equivalent to the analytic continuation solution.
(4) Some basic problems we meet when we use all methods in computation are the same. Let us axamine from iterative computations, $G_{1}$, $G^{\prime}$ are different from analytic continuation solution and BJERHAMMAR's solution, and it is not necessary to operate iterative computation; in the respect of number of times of iteration, the number of times of analytic continuation solution may be less than that of BJERHAMMAR's solution; in the respect of forced conformity, the latter is better than the former: in iterative computation, to adopt separated-ring reduction presented by the author is reasonable. It can not detract accuracy, and may cut down many related data, furthermore, the rate of iterative computation is fast.
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ПОТЕНЦИАТОГРАФИЧЕСКАЯ ЗАДАЧА И КОНПЕПЩИЯ ГРАВИТИРУПЧИХ ДиСКОВ
Мемерявов Г.А. (СССР)

РЕЗМЕ. Рассмотрено два подхода к потенциалографической задаче-ПЗ, под которой понқмается уже давно решаемая зядача удобного аналитического представления внешнего потенциала притяжения планеты. Первый дескриптивныи; соответствуощие ему известные способы представления потенциала доставляот решение прямой ПЗ. Второй подход - конструктивный; он приводит к обратння ПЗ, явдяощимся новнм видом обратных задач теории потенциала.

Обсуждена постановка обратной ПЗ, в которой известный потенциал планеты представлен сумой потенциалов простого и двойного слоев, располоденнвх на заданной поверхности внутри планетв; искомви явлдотся пдотность и момент этих слоев. Частныи случай такой задачи, ногда сдои предподагартся в экваторияльной ппоскости, приводит к кондепцри гравитируошшх дисков - КГД.

Согдасно КГД потенциал ппанеты представлен сумой потенциалов трех плоских вруговых одноцентреннвх дисков: фожального - ФД, безцассового матернального - БМД и дипольного - ДД. ФД (с четнжаи зональннм гармониками) отвечает ппанете в преддодомении гидростатически равновесного ее состояння; ВМД (с гармониками, четнни относительно ппоскости экватора) и ДД (с нечетнви-в том хе смале-гармониками) отражапт негидростатичность ппанеты: соответственно ее симетвчнур и несиметрипнур часть относитедьно экваториальной пдоскости.

Обсухдены альтернативы в установлении нормального подя Земпи.


Eieshcheryarov G.A. /USSR/

Hbstract. Here are considered two approaches as to the potentialouraphical problea $P P$, under which we understand for a long time a solving probler of convenient analytical representation of external potential planet gravitation.The first one is descriptive to which corresponds inown methods of solution of direct, PP. The second is a constructive one ; it brings to inverse PP , which is a new kinci of inverse problems of potential theory.
fiere is discussed inverse PP in which a known potential of the planet represented as sums of potentials or the simple and doubic layers, situated on the given surface in the interior of the planet dusity and moments of these layers are to be sought. A particular case of this problem, when layers are supposed to be in equatorial plane, brings to the conception of gravitating disksCGD.

According to CGD potential of planet is represented as the sum of three potentials of the plane circular one-centered disks: focal disks - FD, material, massless $M \mathbb{M D}$ and dipole disk - DD.FD /with even zonal harmonics/ corresponds to a planet supposing hydrostatics of its balanced state; MMD / with harmonics even as to equator plane / and $D D /$ with odd harmonics in the same sense / represent a planet non-hydrostatically : namely its symmetrical and non-symmetrical parts as to equator plane.

Here are also discussed alternatives in setting normal Earth gravitation and given mechanical prerequesites of CGD.

Мецеряков Г.А.
(СССР, Львовский политехнический институт)

## ПОТЕНЧИАТОГРАФИЧЕСКАЯ ЗА,ДАЧА И КОНЦЕПЦИЯ ГРАВИТИРУП山ИХ ДИСКОВ

§І. Ниже будем рассматривать задачу удобного аналитического представления внешнего потенциала притяжения планеты, совершенно не свяэывая ее ни с определением формы последней, ни с ее внутренним строением. Эту задач्у иы называем потенциалографииескойк). Она не нова. Впервые ее решил еще Лаплас, разложив потенциал притяжения пданеты в ряд шаровых функций, который и поныне является основным аппаратом как при теоретических исследованиях, так и при решении разнообразньх практических задач. Однако предлагались и другие формы описания потенциала. И даже в последнее время усиленно изыскиваются новые нетрадиционные способы его представления, именно такие, которые не теряя в точности, позволяли бы эффективную и экономичнуゅ реализациш на ЭВМ.

История рассматриваемого вопроса и его актуальность вынуждашт подойти к нему с некоторых общих позиций. Но сначала отметим кратко многообразие возможных подходов к нему. Даже классический лапласов ряд шаровых функций допускает различнне интерпретации $[I, 2,3]$ и разные формы записи его $[4,5]$. А кроме него даны были еще описания потенциала по гармоникам сжатого эллипсоида вращения, рядами по функциям Ламе, потенциалом простого слоя, суммой потенциалов точечньх масс, при помощи мультиквадриковых и других видов Функций, с использованием так называеиых неподвижных центров (мнимых или комплексньх), комбинированием различннх способов его

[^1]аппроксимации в отдельньх областях пространства и др., - и все это, скажем, - суть разные методы решения потенциалографической задачи.Обзор и библиография их имеются в $[6,7]$.

Как видно, некоторые из перечисленных методов отвечают дескриптивному подходу: как наилучшим образом (в каком-то определенном смысле, например, с позиций теории квадратических прибликений) описать потенциал ( $V$ или $T$ ) аналитически - при помощи специальньх функций или разложений в ряды. Такому подходу следуют представления потенциалов рядами по шаровым функциям, по гармоникам сжатого эллипсоида, по функциям Ламе, методом конечных элементов и некоторые другие. Если исходить из принципа теории наилучших квадратических приближений, то для получения удовлетворяющего ему решения задачи необходимо знать форму планеты [I], и - в соответствии с этим - из только-что указанных представлений $V$ первые дают строгое решение для планет сферической формы, вторше и третьи - для планет эллипсоидальной формы (соответственно в виде эллипсоидов вращений и трехосных эллипсоидов). Использование конечных элементов предусматривает наиболее полное описание потенциала реальной планеты. Все эти подходы осуществляют математическую аппроксимацию $V$; будем считать, что они доставляют решение прямой потенциалографической задачи.

Но к описанию потенциала реальной планеты возможен и другой подход - попструптивный, которому соответствуют обратнье потенциалографические задапи: надо отыскать поверхность $S$ и на ней расположить два слоя - простой и двойной (или один из них), сумма потенциалов которых выражала бы потенциал планеты и допускала бы более простые вычисления его, нежели традиционньм образом по ряду шаровых функций.

Возможность постановки таких обратных задач вытекает из сле-

дующих соображений. Пусть поверхность $\sigma$ тела известна, будем полагать, что она принадлежит к классу поверхностей Ляпунова
(к ним относятся, например, ограниченные замкнутые поверхности класса $\left(^{2}\right.$ ). И пусть на известны знанения потенциала $V$ и его нормальной производной $\frac{\partial V}{\partial n}$. Тогда, как известно, внешний потенциал $V$ тела $\tau$ может быть представлен суммой потенциалов простого и двойного слоев, расположенных на $\sigma$ :

$$
\begin{equation*}
V(P)=-\frac{1}{4 \pi} \int_{\sigma} \frac{1}{l_{P Q}}\left(\frac{\partial V}{\partial n}\right)_{Q} d \sigma_{Q}+\frac{1}{4 \pi} \int_{\sigma} V_{Q} \frac{\partial}{\partial n_{Q}}\left(\frac{1}{\ell_{P Q}}\right) d \sigma_{Q}, \quad(Q \in \sigma, P \notin \sigma) \tag{I}
\end{equation*}
$$

Указанный факт возможности представления обьемного потенциала суммой потенциалов двух слсев

$$
\begin{equation*}
V=V^{\prime}+V^{\prime \prime} \tag{2}
\end{equation*}
$$

или даже одного из них, имеет основополагающее значение в матема тической физике при исследовании и решении краевых задач теории потенциала. Здесь же обсуждается иной вопрос - вопрос о разнообразии форм описания внешнего обьемного потенциала $V$. Значит, имея образец его вцражения в виде (I) и учитывая непрерывность потенциало̣в слоев (простого и двойного) во внешнем по отношению к ним пространстве, можно предположить, что изучаемый потенциал представим суммой

$$
\begin{equation*}
V=k^{\prime} V^{\prime}+k^{\prime \prime} V^{\prime \prime} \tag{3}
\end{equation*}
$$

в которой коэффициенты $k^{\prime}$ и $k^{\prime \prime}$ - постоянные или даже переменные,
а потенциалы $V^{\prime}$ и $V^{\prime \prime}$ (именно, - потенциалі простого слоя

$$
\begin{equation*}
V^{\prime}(P)=\int_{S_{S}}^{\mu_{Q Q} \frac{\mu_{Q}}{\ell} S_{Q}, \quad(Q \in S, P \notin S)} \tag{4}
\end{equation*}
$$

и потенциал двойного слол $P Q$

$$
V^{\prime \prime}(P)=\int_{S} \nu_{Q} \frac{\partial}{\partial n_{Q}}\left(\frac{1}{\ell_{P Q}}\right) d S_{Q}, \quad(Q \in S, P \notin S)
$$

- соответственно с плотностью $\mu$ и моментом $\nu$ ) отнесены к

некоторой ограниченной гладкой двухсторонней поверхности $S, 8$ расположенной внутри $\sigma$ и не имеющей с ней общих точек. Предположим также, что сулала (3) выражает на $\sigma$ и в области между $\sigma$ и $S$ аналитическое продолжение внежнего потенциала ( $V$ или $T$ ) во внутрь тела $\tau$, если, конечно, оно сущеєтвует.

Ясно, что, если для заданного тела $\tau$ мы сможем каким-то образом разделить его потенциал на две части, которые хотим затем трактовать потенциалами слоев (соответственно простого и двойного), лежащих на выбранной априори поверхности $S$, обьемлемой поверхностью $\sigma$ тела $\tau$, то будем иметь здесь две типииные обратные задачи теории потенциала с присущими им свойствами некорректности. При этом описывавщие их выражения (4) и (5) - относительно плотностей $\mu$ и $\nu$ этих слоев - являются интегральными уравнениям I рода с непрерывными ядрами; причем условия разрешимости этих уравнений должны дать как подтверждение правильности выбора поверхности $S$, так и правомочность принятого разделения $V_{\text {на части }} V^{\prime} V^{\prime \prime}$.

Обратные аадачи теории потенциала, в которьх заданннй внешний потенциал ( $V$ или $T$ ) тела $\tau$ неизвестно单 Формы, доджен быть представлен суммой (3), мы называем обратпым потенииалографическими задачами. Коэффициенты $K^{\prime}$ и $K^{\prime \prime}$ при этом могут считаться заданнни. Если один из них равен 0 , а второй единице, то потенџиал представляется только одним слоем - простьм или двойным. Поверхность $S$, несуцая в таких задачях слои (или слой) может сиитаться либо известной, либо даже подлежащей определению. Эти задачи обьединяют в себе ряд зядач, известньх из практики геодезии. Например, при $k^{\prime \prime}=0$ и $k^{\prime}=I$ имеем представление внешнего потенциала планеты потенциалом простого слоя: за $S$ здесь могут быть приняты размещеннне внутри пнанеты поверхность сферы или

эллипсоида известншх размеров, либо поверхность, паряллельная неизвестной поверхности $\sigma$ планеты и няходящаяся внутри посдеднеи.

Важно отметить, что потенциалографические задачи могут изупаться в дискретной постановке. Приведем пример. Пусть потенџиал $V$ заменяется потенциалом простого слоя. Если вместо непрерывной плотности $\mu$ этого слоя искать массы $m_{i}$ его элементаржкх площадок, сконцентрированнне в некоторых точках слоя, то придем к известной зядаче построения многоточечных моделей потенциала. Зядавпись при этом поверхностью слоя $S$ будем иметь линейную задачу по определению масс $m_{i}$. Если же поверхность слоя считать неизвестной, то дискретная постановка обратной потенциалографической задачи при $k^{\prime}=I, k^{\prime \prime}=0$ охватывает общий случай построения многоточеиных моделей потенциала, в которых элпеделению подлежат массы $m_{i}$, находлдиеся на поверхности ${ }_{\wedge}$, численно определяемой искомыми точками концентрации масс $\left(d_{i}=\frac{r_{i}}{R}\right.$, $V_{i}$, $\lambda_{i} ; R=$ const). Конкретная постановка одной такой задачи и решение ее даны в $[8]$.

Заметим, наконец, что потенциалографическая задача при $k^{\prime}=$ $=K^{\prime \prime}=I$ в дискретной постановке при искомой поверхности $S$ обобщает построение многоточечны моделей потенциала за счет включения в число Искомых параметров этих моделей гравитационных диполей, набор которих соответствует потенциалу двойного слоя $V^{\prime \prime}$.

В математическом смысле потенциалографическая задача раскрывает многообразные возможности замены обьемного потенциала тела потенциалами других видов. Для геодезии эта зядача позволяет потенциал притяжения планеты (полный - V , либо его главную честь или возмудаюцую - T ) описывать различныли способами, среди которых можно отыскать наиболее подходямие пля тех или иных практи-

ческих целеи. Заметим, что в случае представдения потенщнада $V$ Земли $k^{\prime} \neq 0$ и $k^{\prime \prime} \neq 0$, а в случяе $T$ - $k^{\prime}=0$; для гидостачически равновесньх планет при описянии их подного потөнщала $k^{\prime \prime}=0$. Важно также, что потенциалогряфииеская зядача допускаөт дис-


и точепно-дипольным моделям потенциада; вроме эого, и само зядание потенциала планеты может бить взято в дисдретвом виде. Сумественно также, что поверхность $S$, несучая сдои, мозет считаться искомой или может считаться заранее зядянной. Все эти моменты должны бнть предусмотрены детальной постановкой калод конкретной потенциалографической зядачи. Но пренде чөм переходить к таковой, сделаем следуощие замешания.

От поверхностей $S$, на которнх для описания потепциала $V$ тела сумой (3)-(5) предполагается поместить простой и двойоой слои, требуется только возможность размещения на них этих сдоев. Последние должны развивать в окружапмем их внепнем пространстве потенциалы притяжения, значения которьх (и их производных) в точках слоев для рассматриваемой задачи несущественнн. Поэтому нет необходимости брать поверхности $S$ из класса поверхностей Јядунова; под ними достаточно подразумевать ограниченнне гдядкие двухсторонние поверхности класса $C^{1}$, именно такие, которме могут нести на себе указанные слои, при зтом, жак уже подчеркивалось, эти поверхности, будуपия расположенными в области $\tau$; не доланн иметь общих точек с ее границей - поверхностьш $\sigma$.

Поверхности $S$ могут быть замкнутыии и могут быть незампнутыми. Во втором случае они должны быть ограничены одной или несколькими замкнутыми кривыми. Простейтими такиии незамкнутыми поверхностями $S$ являются области некоторой плоскости, например, плоскости сечения тела $\tau$. Очевидно, располагая слои в плоскос-

тях сечений, имеет определенный смысл выбрать сечения, проходящие через центр масс тела $\tau$, и содержащие его диаметр, так как они - как сечения тела - наиболее полно отвечают ему в целом. Возможность использования таких плоских слоев подсказывается замечательной трактовкой [9] потенциала однородного эллипсоида с полуосями $a>b>c$ потенциалом неоднородного эллиптического слоя (диска) с полуосями $\sqrt{a^{2}-c^{2}}$, $\sqrt{\varepsilon^{2}-c^{2}}$, расположенного в плоскости, определяемой осями эллипсоида, перпендикулярными его малой оси.

Обрисовав разнообразные возможности выбора поверхностей $S$ для описания обьемного потенциала $V$ тела $\tau$ суммой (3)-(5),мы представим так потенциал планеты, используя именно плоские слои в ее экваториальном сечении и исходя при этом таюже из того, что плоскость экватора является для гидростатически равновесньх планет естественной плоскостью их симметрии.
§2. Рассмотрим теперь один важный частный случай потенциалографической задачи.

Будем под $S$ понимать площадь эллипса или круга, лежащих в экваториальной плоскости пшанеты и имешщх центр в центре масс планеты, возможно наибольших размеров, именно таких, что их контуры, однако, не касаются контура экваториального сечения планеты (ситуапия, аналогичнал таковой при введении сферы Бъерхаммра). Другими словами, за $S$ принимаем далее площадь экваториального сечения планеты, обобщенную эллипсом или окрулностью и "сжатую" незначительно к центру, именно, настолько, что ограничивающие ее эллипс или окружность становятся "почти" вписднными в это сечение. И хотя для некоторых планет (Марс,Земля) под $S$ выгодно понимать плщадь эллипса, будем все же далее-в целях описания лобального (обцепнанетарного) гравитачионного поля шане упрощения вычислений - принимать за $S$ круг радиуса

$$
\begin{equation*}
R=r_{s}=a_{e}-\varepsilon \tag{6}
\end{equation*}
$$

где $a_{\epsilon}$ экваториальный радиус планеты, а $\varepsilon>0$ - малая велиपина.

Іотенциал $V$ планеты отнесем к вращающейся вместе с ней прямоугольной декартовой системе координат Охуz , начало ноторой совмещено с центром масс планеты, а ось $\mathrm{O}_{z}$ совпадает с ее осьゅ вращения. Тогда в соответствии с условиями потенциалографической задачи выразим $V$ сумой (3) при $k^{\prime}=k^{\prime \prime}=I$, слагаеме которой суть

$$
\begin{align*}
& V^{\prime}(x, y, z)=\int_{S} \frac{\mu(\xi, \eta) d S}{\sqrt{(\xi-x)^{2}+(\eta-y)^{2}+z^{2}}}  \tag{7}\\
& V^{\prime \prime}(x, y, z)=\int_{S} \frac{z \cdot v(\xi, \eta) d S}{\sqrt{(\xi-x)^{2}+(\eta-y)^{2}+z^{2}}} \tag{8}
\end{align*}
$$

Здесь $x, y, z$ - координаты произвольной точки $P$ вне планеты; $\xi, \eta$ - координаты текущей точки $Q$ плосной области $\wp$; $\mu=\mu(\xi, \eta)$ и $\nu=\nu \quad(\xi, \eta)$ - соответственно плотность простого и момент двойного слоев, предполагаемые принадлежапиии к классу функций $\mathcal{L}_{S}^{2}$.

При написании этих потенциалов исподьзованы формулы (4) и (5), причем в последней за положительное направление нормали $\bar{n}$ $\kappa \quad S$ взято отрицательное направление оси $O z$. (Закечи, что формулы (7) и (8) при $R \rightarrow \infty$ и при заданньх на в с е й плоскости функциях $\mu(\xi, \eta)$ и $\mathcal{V}(\xi, \eta)$ дают соответственно рөшение задач Дирихле и Неймана для уравнения Дапласа в случае полупространства).

Іростой слой, предполагаемый находящися на площади пруга S B я экваториальной плоскости планеты и развивающий вне ее и на ее диском ММД в связи с тем, что круг (или эллипс) $S$ - для соз-

дания им в окружающем его пространстве потенциала $V^{\prime}$ - приходится считать нагруженнм поверхностнни массами плотности $\mu(\xi, y)$, общая масса которых равна массе планеты.

Двойной слой, образованный спломным образом расположенными на диполями, ориентированньми перпендикулярно к его плоскости и развивашцими в своей совокупности всюду вне его (значит, и на поверхности планеты) потенциал (8), будем именовать дипольньм диском ДД на основании того, что свойства этого потенциала - как потенциала двойного слоя - обусдовлены функцией распределения моментов диполей $\nu(\xi, \eta)$, создашщи такой диск.

В такой предлагаемой конкретной потенциалографической задаче требуется определить плотность $\mu$ и момент $\mathcal{\nu}$ указанньх гравитирующих дисков.

Отметим сначала основные свойства потенциалов (7) и (8) этих дисков.

I-е. Площадь $S$ гравитирушщих дисков выбрана так, см.условие (6), что потенциальнне функции $V^{\prime}(x, y, z)$ и $V^{\prime \prime}(x, y, z)$ и их. частные производнне любмх порядков суть функции, непрерювные всоду вне $S$; значит, они и все их производные непрермвнн не только во всем внепнем пространстве относительно планетм, но и на ее поверхности $\sigma$.

2-е. Из формул (7) и (8) потенциалов дисков, в сумале выражапqих внешний потенциал Земли, видно, что потенциал мМД, т.е.V'( $\mathrm{V}^{\prime}$ ) четная функция, а потенциал дД, т.е. $V^{\prime \prime}(P)$ - нечетная функция относительно $Z$ • Другим словами, потенциали $V^{\prime}$ и $V^{\prime \prime}$ гравитирувфих дисков - это суть четная и нечетная части потенциала $V$ планеты относительно ее экваториальной плоскости. В том случае, когда для какой-либо внешней точки $P(x, y, z)$ нет ей симметричной, точнее, последняя попадает во внутрь планеты или на ее по-

верхность, то приходится понимать под потенциалом $\bigvee$ в такой точке его аналитическое проложение извне во внутрь планеты, конечно, при условии его существования.

3-е. Вспоминая разнцй характер убывания потенциалов слоев по мере удаления от них, отметим, что в любой внешней точке

$$
' V^{\prime}(P) \mid>V^{\prime \prime}(P)^{\prime}
$$

Дадим приближенное решение рассматриваемой потенциалограф́ической задачи.

Будем полагать внешний потенциал $V$ планеты заданншм набором стоксовых постоянньх

$$
V_{N}=\left\{C_{n m}, S_{n m}\right\}
$$

до некоторого порядка $N$. На основании свойства 2-го запипем:

$$
V^{\prime}=V_{\text {zem }}, \quad V^{\prime \prime}=V_{\text {He2 }},
$$

где $V_{\text {чет. }} V_{\text {неч. - соответственно четная и нечетная части по- }}$ тенциала $V$ относительно $z$ или относительно $\cos \hat{\imath}$, где $V$ полярное расстояние внешней точки $P$. Значит, исходной информацией о আд является левая часть уравнения (7), заданная набором параметров

$$
\begin{equation*}
V_{N}^{-1}=\left\{C_{n m}, S_{n m}\right\}_{n+m=2 n}, \quad(K=0, I, 2, \ldots) \tag{9}
\end{equation*}
$$

а для ДД - левая часть уравнения (8) с набором стоксовнх постоянных

$$
\begin{equation*}
V_{N}^{\prime \prime}=\left\{C_{n m, x}^{0} S_{n m}\right\}_{n+m=2 n+1} \tag{IO}
\end{equation*}
$$

Іотенциал планеты $V$ содержит в усеченном до $N$-го порядка ряде $V_{N}$ паровых функций $(N+I)^{2}$ стоксовнх постоянних. Легко

подспитать, что усеченныи ряд $V_{N}^{\prime}$ потенциала ММД имеет в своем составе $\frac{1}{2}(N+I)(N+2)$ постоянньх, а в ряде $V_{N}^{\prime \prime}$ потенциала дД их общее количество равно $\frac{1}{2} N(N+I)$.

Известно, что всякая функция двух переменных $\varphi(\xi, \eta) \in \mathcal{L}_{S}^{2}$ для любого фиксированного $N$ имеет $\frac{1}{2}(N+I)(N+2)$ степенньх моментов

$$
\begin{equation*}
\varphi_{p q}=\int_{S} \varphi(\xi, \eta) \xi^{p} \eta^{q} d S, \quad(p+q \leqslant N) \tag{II}
\end{equation*}
$$

Значит, набор (9) стоксовнх постоянних, определяощий $V_{N}^{\prime}$, доставляет все степенные моменты $\mu_{\text {рq }}$ плотности ММД, поэтому его плотность $\mu=\mu$ ( $\xi, \eta$ ) может быть восстановлена решением усеченной (до $N$-го порядка) степенной проблемы моментов, конечно, при выполнении условий ее разрешимости.

Моменты $\mu_{\text {pq }}$ плотности ММД однозначно вычисляштся при этом по постояннни $a_{n m}^{\prime}$ и $b_{n m}^{\prime}$ этого диска вида

$$
\left.\begin{array}{l}
a_{n m}^{\prime}  \tag{I2}\\
b_{n m}^{\prime}
\end{array}\right\}=A_{n m}^{\prime} \int_{S} \mu 2^{n^{n}}\left\{\begin{array}{l}
\cos m \lambda^{\prime} \\
\sin m \lambda^{\prime} \cdot d S
\end{array}\right.
$$

( $2^{\prime}, \lambda^{\prime}$ - полярные координаты точқи $Q(\xi, \eta$ ) диска в его ппоскости), которне, в своф очередь, легко получавтся по соответствуощим стоксовим постоянншм $C_{n m}$ и $S_{n m}$ из их набора (9) путем сравнения коэффициентов разложения потенциала $V^{\prime}(P)$ ммд в ряд таровнх функций с четннаи (в смысле $n+m=2 \kappa^{\circ}$ ) коэффициентами лапласова ряда потенциала $V$ ( $P$ ).

Іочти аналогично находится и момент $\nu$ ( $\xi, \eta$ ) дипольного диска. Отжиие приближенного решения уравнения (8) от описанной процедурн такового для ММД эакльчается в том, что такии же образом вводидне и получаелае постояннме $a_{n m}^{\prime \prime}$ и $b_{\text {nm }}^{\prime \prime}$, имеомие вид (I2), но, безусловно, с функцией $\nu(\xi, \eta)$ вместо $\mu(\xi ; \eta)$ и инни мнохителями。 $A_{\text {" }}^{\prime \prime}$, вирахавтся - с точностьш до коэффици-

ента, зависящего от $n$ и $m$, - уже через стоксовы постоянные $C_{n+1, m}$ и $S_{n+1, m}$. Таким образом, разложение $V_{N}^{\prime \prime}$ "впитывает" в себя стоксовы постояннве до ( $N+I$ )-го порядка вкльчительно. За счет этого однозначность решения усечения степенной проблемы моментов для функции $\nu$ ( $\xi, \eta$ ) до $\mathcal{N}$-го порядка требует учета стоксовых постоянньх планеты до ( $N_{+}$I)-го порядка. Однағо отиеченное выше 3-е свойство потенциалов гравитируощих дисков подсказывает целесообразность при их совместном приближенном построении учитывать все стоксовы постояннне Зешли до заранее намеченного порядка $N$, находя при этом плотность $\mu(\xi, \eta)$ ММД из решения усеченной задачи до $N$-го порядка, а момент $\mathcal{Y}(\xi, \eta$ ) дД - из усеченной задачи до ( $N-I$ )-го порядка.

Подчеркнем одно любопытное обстоятельство. Как известно, обратная задача теории потенциала, в которой по известному внешнему потенциалу планеты, точнее по набору ее стоксовых постоянньх до некоторого порядка $N$, ищется плотность $\delta$ распределения ее масс, однозначного решения не имеет. При сведении этой задачи к трехмерной степенной проблеме моментов, усеченной до $N$-го порядка, для обеспечения единственности ее ретения не хватает $\frac{1}{2} n(n-I)$ моментов на каждый $n$-ый порядок ( $n \geqslant 2$ ). Если же искать плотность $\mu$ и момент $\nu$ гравитируощих дисков ММД и ДД этой планеты, располагая параметрами ее внешнего поля также до $N$-го порядка, то, как было показано, эти "плотностные" характеристики дисков могут быть определены однозначно в классе многоиленов $\quad N$-го и ( $N$ - I)-го порядхов. И хотя эти гравитирующие диски - суть абстрактные конструкции, рассиотрение их оказывается небесполезньм.
§3. Из обсужденного массового материального диска мМД ппанеты может быть выделен меньший по размерам фокальный диск ФД,отвечар-

щий этой планете в предположении нахождения ее в гидростатически равновесном состоянии.

Для подтверждения этого сначала вспомним [IO], что разложение в ряд парових функций потенциала $V^{*}$ гидростатически равновесной планети, внешняя уровенная поверхность ноторой суть сфероид, содеркит в себе только четнне эональнне гармоники. С другой сторонн, в ряд точно такого же вида раздагается и потенциал неоднородного эллипсоида вращения с эллипсоидально-слоистой структурой, ноэффициентн которого зависят от закона изменения плотности при переходе от слоя к слою $[I I]$. Значит, сохраняя вне эллисоида, объемлмего сфероид, потенџиал $V^{*}$ гидростатически равновесной планети, т.е. отождествляя указаннче више два ряда по четним зональним таровим функциям в их общей области сходимости, можно потенциал этой пдянети трактовать потенциалом эллипсоида с надлежапим эллипсоидальним отроением.

Практически сказанное реализуется следупии образом. Сначала, задавпись линейнм масптабом построений, считая, например, заданния экваториальннй или полярннй радиус сфероида, найдем его поверхность по известним параметрам внешнего гравитационного поля панетн $J_{2 k}=-C_{2 k, 0}(=0, I, 2, \ldots)$, ее угловой скорости $\omega$ врамения и при сохранении массн планетщ. Указанное можно сделать либо по методине $[I 2, I 3]$, либо по формудам $(27,8),(3 I, 7)$ из $[I 0]$, где, правда, последние приведены только до $=3$. Затем на основании подходящего критерия $[I 4, I 5, I 9]$ аппроксимируем найденный сфероид "общепданетарнм" эллипсоидом с массой, естественно равной массе планетц. Полагаем, наконец, что этот эллипсоид развивает во внепнем пространстве тот же потенциал, что и сфероид, т.е. считаем

$$
J_{2 k}^{9 .}=J_{2 k}^{c \infty}=-C_{n c}^{p \cdot n}, \quad(n=2 k, k=0,1,2 . \quad, n \leqslant N)
$$

где $C_{\text {ио }}^{\text {р.п. }}$ - стоксовы постояннне реальной планетн, а надстропнае скволы э. и сор. - оэначашт эллипсоид и сфероид. Этии саллл введенному квазиобщеэемному эллипсоиду приписана эллипсоидально слоистая структура, воторая описивается формдамя (5.67) иэ [II ], виражапшими коэффициенты $7_{2 k}^{\ni .}$ через его плотность, вопроса о фагтическом нахождении которой эдесь не ставится.

Обсужденная процедура позволяет определить параметри тавого квазиобщепланетарного эллипсоида, геометрические параметря воторого практически не отличартся от таповлх общепданетарного элшисоцда. Но этот эллипсоид - неуровенннй, однако, во-первих, он довольно полно характеризует гидростатически равновеснуо пданету, ибо его потенциал содераит все учтеннше до $N$-го порадвя зонапьнне параметры планетн $J_{2 k}=-C_{2 k, 0}$, подученнне по реэудьтатам наблюдений (нечетные зональнне и все тессеральнне гармониии его приняты равньди нуло): во-вторих, его форма и раэмерм намлучшпм образом в определенном смысле описивавт сфероип; в-третьих, распределение потенциала на его поверхности иэвестно: оно вираляется усеченнмм рядом $V_{N}^{*}$ по четныя полиномам Лепандра с ноэффициентами $\mathcal{J}_{2 x}$, выводимыми из результатов наблшдений; при этом очень просто вычисляется и распределение сиди тяжести на этом элипсоиде; в - четверих, потенциал его составляет главнуо часть потенциала реальной планеты.

Свойства вводимого так квазиобщепланетарного эллипсомда дарт возможность принять его за нормальннй эллипсоид планетн. Bсе же повторим еце раз: этот эллипсоид - неуровеннни. Но, учитпвая актуальность вопроса о выборе нормального поля, удовлетворяоцего разнообразным запросам геофизики, геодезии и небесной механики, мы обрадаем здесь внимание на такой возможнни, альтернативнлй к принятому, подход к его решенио. Напомнио при этом, что өтвез

от уровенного нормального эллипсоида в теории фигуры Земли уже
был однақды предметом всестороннего обсуждения [I6]. Не углубляясь в рассмотрение этого важного вопроса и не предрешая внбора в данной альтернативе, будем далее вэамен нормального уровенного эллипсоида пользоваться описанным здесь квазиобщеземнюм эллипсоидом, понимая под последним эллипсоид, наилучшим образом аппроксимирушщий сфероид и имешций зллипсоидально-слоистуш структуру.

Потенциал квазиобщеземного эллипсоида можно эаменить в соответствии с классической теорией притяжения софокусньх зллипсоидов, см. $[9, I 7]$, потенциалом плоского слоя, расположенного в зкваториальной плоскости на круге $S^{*}$ с центром, совпадаюцим с центром эллипсоида, и с радиусом, равном половине расстояния между фокусами меридианного эллипсоида, т.е. линейному эксцентриситету семейства софокусньх эллипсоидов. Этот плоский слой - фокальный дися ФД - имеет переменнуш поверхностную плотность $\mu^{*}=\mu^{*}(\xi, \eta)$, эависящур от эакона иэменения обьемной плотности слоев, слагаюших эллипсоид; масса этого диска равна массе планетн.

Плотность ФД $\mu^{*}(\xi, \eta) \in \mathcal{L}_{S^{2}}^{2}$ может быть найдена аналогиपно плотности $\mu(\xi, \eta)$ ММД, т.е. также из решения проблемы моментов, но при приравнивании нулш всех стоксовьх постояннм пданети, кроме его опредедяпипх четнвх зональных $J_{2 k}$ до некоторого априори принятого их порядка $N$.

Вндедяя иэ ММД основнуо часть ФД, надо теперь еще учесть его остапцурся часть - ту, потенциал которой в сумме с потенциалом ФД составляет всп четнуш часть потенциала планеты. Этой оставшейся четной части соответствует беэмассовни материальньи диск - ВМД с площадьо $S$ : его потенциал характеризуется всеми четньи
(в смысле $n+m=$ чет.) стоксовыли постояннмии планеты, кроме четныхх эональнвх, учтенннх потенциалом ФД, - и это должно быть при-

нято во внимание при репениии проблемы моментов, доставлявщей плотность такого ВМД.

Итак, концепция гравитируюших дисков заклюиается в том, что потенциал планеты (или ее "притяжение") заменяется суммой потенциалов (или "притяжений") трех круговых концентрических дисков, находящихся в плоскости экватора планеты - ФД, БМД и ДД, свойства и методика построения которых были выше очерчены. Подчеркнем лишь, что ФД характериэушт пданету в предположении ее гидростатически равновесного состояния, БМД отражает негидростатические свойства планеты, обусловленнне ее симетричностьш относительно плоскости экватора, а ДД - антисимметричнуш часть ее негидростатичности.

Добавим еще, что параллельно с аналитическим решение эадачи о приближенном построении гравитирующих дисков может быть дан и численный метод их конструирования, приводящий к точечно-дипольным моделям потенциала планеты.

Гравитирующие диски БМД и ДД введены, кажется, впервые, а значение ФД в теории фигуры Земли отмечено было в работе $[18]$, где показана воэможность обьяснения потенпкала притяжения уровенного эллипсоида распределением масс на этом диске. Здесь же он испольэован для обьяснения притяжения гидростатически равновесной планеты и неуровенного эллипсоида с эдлипсоидальной внутренней структурой. Однако наиболее естественно необходимость его введения вытекает из следушших механическх соображений.

Притяжение сферически - симметричной планетой внешней точки может быть заменено, как установил Ньютон, притяжением материальной точки, расположенной в центре масс пдянеты - скажем массивного шарика ничтожного радиуса. А для планеты эдлипсоидальной формы с эллипсоидально-слоистой структурой такои тарик, очевипно,

доджен быть сплвщен в массивный "эллипсоидик". Из теоремы Маклорена о притяжении зллипсоидов следует, что указаннни "эллипсоидик" - и есть как раз фокальный диск общепланетарного зллипсоида, являощийся предельнвм положением сплющивающегося эллипсоида, софокусного исхопному [9].

Дальнейшим развитием зтой прозрачной идеи является вся изложенная здесь концепция гравитируюмих дисков.
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classical treatment and the modern approach through the language of exterior differential forms.

Let the motion of a dynamical system (e.g., a system of point masses which are free or linked to each other, or a rigid body) be described by $n$ (generalized) coordinates or parameters $q_{1}, q_{2}, \ldots, q_{n}$, where $n$ is called the number of degrees of freedom of the system. Their time derivatives

$$
\begin{equation*}
\dot{q}_{r}=\frac{d q_{r}}{d t} \tag{1-1}
\end{equation*}
$$

## Abstract

Hamilton's principle of least action, in the form of Lagrange's equations, was applied to the rotation of a rigid earth, e.g., by Woolard (1953) and to the rotation of an elastic earth with a liquid core by Jeffreys (1949) and Jeffreys by and Vicente (1957a, b). In the form of Hamilton's canonical equations it was applied to a rigid earth by Andoyer $(1923,1926)$ and, most recently and accurately, by Kinoshita (1977).

Poincaré (1910) modified Lagrange's equations, using non-holonomic group variables, and applied it to the rotation of a rigid mantle with a homogeneous liquid core. Finally, Moritz (1982a) applied Poincare's equations to the rotation of the earth model of Jeffreys - Molodensky (elastic mantle and liquid core), which results in extremely simple equations derived in (Sasao et al., 1980) in a different way.

Since the rotation of a rigid earth is well-known, the paper reviews the classical approach by Jeffreys, using holonomic variables, and, in more detail, the recent approach through Poincare's equations using non-holonomic variables related to rotation groups.

## 1. Lagrange's Equations

The principles of classical dynamics are treated in any course of theoretical physics. Standard treatises are, e.g., (Goldstein, 1980) and (Lanczos, 1970); (Arnold, 1978) can be rec̣ommended as an excellent synthesis of the
are called (generalized) velocities.
Denote the kinetic energy of the system by $T$, and its potential energy. $U$. Then $T$ is a quadratic form in the $\dot{q}_{r}$ :
$T=a_{r s} \dot{q}_{r} \dot{q}_{s} ;$
summation over twice repeated subscripts is implied as usual (Einstein summation convention), and the coefficients $a_{r s}$ will in general be functions of the coordinates:

$$
\begin{equation*}
a_{r s}=a_{r s}\left(q_{1}, q_{2}, \ldots, q_{n}\right) \tag{1-3}
\end{equation*}
$$

The potential energy $U$ is a function of the coordinates:

$$
\begin{equation*}
U=U\left(q_{1}, q_{2}, \ldots, q_{n}\right) \tag{1-4}
\end{equation*}
$$

(and possibly also of time $t$; this possibility will be disregarded here).
Hamilton's principle. The equations of motion may be derived from the following principle of least action, or Hamilton's principle. We introduce the Lagrangian, or Lagrangian function, L , by

$$
\begin{equation*}
L=T-U \tag{1-5}
\end{equation*}
$$

as the difference between kinetic and potential energy, and define the action $A$ by the integral

$$
\begin{equation*}
A=\int_{t_{1}}^{t_{2}} L d t \tag{1-6}
\end{equation*}
$$

of $L$ along the trajectory from the initial point (time $t_{1}$ ) to the end point (time $t_{2}$ ) of the motion.

Then the principle of least action states that the motion is such that
$A=\int_{t_{1}}^{t_{2}} L d t=\int_{t_{1}}^{t_{2}}(T-U) d t=$ minimum.
Lagrangian equations. Using well-known methods of the calculus of variations, the condition (1-7) leads to Lagrange's equations
$\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{r}}\right)-\frac{\partial L}{\partial q_{r}}=0$,
a system of $n$ ordinary differential equations of the second order for $q_{r}=q_{r}(t)$.

The geodesist knows the relation between a variational problem and a system of second-order differential equations from ellipsoidal geometry: a geodesic line, being the shortest connection between two points (on the ellipsoid or on any other smooth surface) satisfies the condition of least arc length, analogou to ( $1-7$ ), and is also a solution of a second-order system of differential equations, as an official standard in astronomy until 1979. analogous to (1-8); in this case $n=2$.

Rotation of a rigid body. The position (or rather orientation) of a rigid body rotating around its center of mass may be defined by three Eulerian angles $\phi, \theta, \psi$. Then

$$
\begin{equation*}
\mathrm{q}_{1}=\phi, \quad \mathrm{q}_{2}=\theta, \quad \mathrm{q}_{3}=\psi \tag{1-9}
\end{equation*}
$$

are the generalized coordinates describing the rotation of a rigid body such as a rigid earth; hence $n=3$ in this case.

For a certain specification of the Eulerian angles, the expression for the kinetic energy has the form

$$
\begin{equation*}
T=\frac{1}{2} A\left(\dot{\theta}^{2}+\dot{\psi}^{2} \sin ^{2} \theta\right)+\frac{1}{2} C(\dot{\phi}+\dot{\psi} \cos \theta)^{2} \tag{1-10}
\end{equation*}
$$

which serves as an example for the general expression (1-2). The constants $A$ and $C$ denote the principal moments of inertia of a rigid earth, presupposing
rotational symmetry $(B=A)$. The potential energy $U$ expresses the effect of sun and moon, the lunisolar attraction.

For this case, Lagrange's equations (1-8) can be formed and, after some transformations, neglecting small terms, lead to the well-known Poisson equations

$$
\dot{\theta}=\frac{1}{C \Omega} L_{2},
$$

$$
\begin{equation*}
\dot{\psi} \sin \theta=-\frac{1}{C \Omega} L_{1}, \tag{1-11}
\end{equation*}
$$

whose solution gives precession and nutation in longitude $\psi$ and obliquity $\theta ; \Omega$ is a constant average value of the earth's rotational speed, and $L_{1}$ and $L_{2}$ are appropriate components of the lunisolar torque.

These brief remarks are only intended to convey a general idea how Lagrange's equations can be applied to earth rotation in a simple but important special case. The case of a rigid earth is well known, being treated in many textbooks, cf. (Plummer, 1918; Schneider, 1981; Melchior, 1983; Moritz and Mueller, 1985).

Hamilton's canonical equations constitute a very elegant reduction of Legendre's system of $n$ second-order differential equations to a system of $2 n$ first-order differential equations. Hamilton's equations use the $2 n$ canonical variables $q_{1}, q_{2}, \ldots, q_{n} ; p_{1}, p_{2}, \ldots, p_{n}$ with

$$
p_{r}=\frac{\partial L}{\partial \dot{q}_{r}} ;
$$

they have the simple form

$$
\dot{q}_{r}=\frac{\partial H}{\partial p_{r}} \quad, \quad \dot{p}_{r}=-\frac{\partial H}{\partial q_{r}} \text {, }
$$

where the Hamiltonian $H$ is defined by

$$
H=T+U
$$

as the sum of kinetic and potential energy.

The Hamiltonian approach has been introduced by Andoyer in 1911, cf. (Andoyer, be the vector describing elastic (and possibly rotational) displacement of any 1923, 1926). Recently, Kinoshita (1977) has used Andoyer variables to derive the most accurate theory of precession and nutation presently available for a rigid earth; cf. also (Moritz, 1980b; Moritz and Mueller, 1985). In general books on mechanics, the Hamiltonian approach to the rotation of a rigid body is hardly found, an exception being (Arkhangelsky, 1977)

We shall not discuss the Andoyer-Kinoshita method in this paper as we shall restrict ourselves to the more realistic earth model consisting of an elastic mantle with a rigid core, which so far has not been treated by Hamiltonian methods.

## 2. The Method of Jeffreys and Vicente

The first to treat the rotation of an elastic earth with a liquid core by Lagrangian methods was Jeffreys (1949). This approach has been perfected by Jeffreys and Vicente (1957a, b). In what follows we shall try to outline this method in a simple way, at the risk of oversimplification because the details are enormously complicated.

A basic principal difficulty consists in the fact that the mechanics of an elastic earth is problem of continuum mechanics for which the number of degrees of freedom is infinite. In fact, a general continuous function requires for its complete description a countably infinite set of parameters, e.g., its Fourier coefficients or its spherical-harmonic coefficients, as the case may be.

The lunisolar potential, which is responsible for tidal deformation and also for precession, nutation, and forced polar motion, can be expanded in such an infinite series of spherical harmonics. Fortunately, this series converges very rapidly, so that itcan be truncated after degree 2 or 3 , reducing the problem to one of a finite number of degrees of freedom which can be treated by the methods of classical dynamics.

Kinetic and potential energy. Le

$$
\begin{equation*}
\underline{u}=\left(u_{1}, u_{2}, u_{3}\right) \tag{2-1}
\end{equation*}
$$

material point of the body; it is the vector leading from the "undeformed" to the "deformed" position of that material point and will be assumed small. The displacement $\underline{\underline{u}}$ is different for different points $\underline{x}=\left(x_{1}, x_{2}, x_{3}\right)$, so that it will be a function of position

$$
\begin{equation*}
\underline{u}=\underline{u}\left(x_{1}, x_{2}, x_{3}\right) ; \tag{2-2}
\end{equation*}
$$

this function is assumed to be continuous.

Then the kinetic energy is expressed by

$$
\begin{equation*}
T=\frac{1}{2} \iiint \rho\left(\dot{u}_{1}^{2}+\dot{u}_{2}^{2}+\dot{u}_{3}^{2}\right) d v ; \tag{2-3}
\end{equation*}
$$

$p$ denotes the density, $d v$ the element of volume, and the integral is extended over the earth. The expression may be considered a continuous analogue of (1-2), the integral corresponding to the sum implicit in (1-2) by Einstein's convention.

The potential energy is given by

$$
\begin{align*}
U & =\frac{1}{2} \iiint \rho\left[\frac{\partial^{2} v}{\partial x_{i} \partial x_{j}} u_{i} u_{j}+\frac{\partial\left(V_{e}+V_{1}\right)}{\partial x_{i}} u_{i}+\right. \\
& +\frac{\partial V}{\partial x_{j}}\left[u_{i} \frac{\partial u_{j}}{\partial x_{i}}-u_{j} \frac{\partial u_{i}}{\partial x_{i}} \int-\rho^{-1} p_{i j} \frac{\partial u_{i}}{\partial x_{j}}\right] d v .
\end{align*}
$$

Here $V$ denotes the gravitational potential of the (undeformed) earth, $V$ the lunisolar perturbing potential, $V_{1}$ the change of the gravitational potential $V$ because of elastic deformation, and $p_{i j}$ the stress tensor. The summation convention applies to $i$, $j$ running from ${ }^{i j}$ to 3 .

We shall not attempt to derive (2-4); cf. (Jeffreys and Vicente, 1957a) We point out, however, the analogy to "small oscillations" well-known from classica dynamics, for which $U$ is a quadratic function of $q$.

$$
u=\frac{1}{2} b_{r s} q_{r} q_{s},
$$

with constant coefficients $b_{r s}$. In fact, (2-4) is quadratic in the displacements
$u_{i}$, and the integral in (2-4) again corresponds to the sum implicit in (2-5).
It is important to note that so far we have regarded the earth as nonrotating, in order to simplify matters and make the situation more transparent. Rotation will be taken into account later.

Truncation. The dynamical system defined by
$\int(T-U) d t=$ minimum,
${ }^{t_{1}}$
with $\left({ }^{t}{ }_{1}-3\right)$ and (2-4), has infinitely many degrees of freedom as we have mentioned above.

The corresponding generalized coordinates $q_{r}$ would be the coefficients of some spherical-harmonic expansion of the components $u_{i}$ of the displacement vector $\underline{u}$. Since such an expansion is linear in the coefficients, the $u_{i}$ will be linear functions of the $q_{r}$.

By an appropriate truncation we can achieve that we have only a finite number $n$ of such $q_{r}$, so that $u_{i}$ will be a linear function

$$
\begin{equation*}
u_{i}=\sum_{r=1}^{n} c_{i r} q_{r}=c_{i r} q_{r} \text {, } \tag{2-7}
\end{equation*}
$$

where $u_{i}$ and $c_{i r}$, but not $q_{r}$, will befunctions ot position and time:

$$
u_{i}=u_{i}\left(x_{1}, x_{2}, x_{3}, t\right)
$$

$$
c_{i r}=c_{i r}\left(x_{1}, x_{2}, x_{3}, t\right),
$$

whereas

$$
\begin{equation*}
q_{r}=q_{r}(t) \tag{2-9}
\end{equation*}
$$

is a function of time only. The stress tensor is linearly related to $u_{i}$ by the well-known elastic stress-strain relations (Hooke's law), the known external potential also has a truncated spherical-harmonic expansion, and $V_{1}$, being the result of a small deformation, is also related linearly to $u_{i}$. Taking all this into account, we can perform the integration in (2-3) and (2-4), ob-
taining a kinetic energy of form (1-2) and a potential energy of form

$$
\begin{equation*}
U=\frac{1}{2} b_{r s} q_{r} q_{s}+c_{r} q_{r} \text {, } \tag{2-10}
\end{equation*}
$$

with constants $b_{r s}$ and $c_{r}$, which obviously is of form (1-4). The Lagrangian equations (1-8) then give a system of linear ordinary differential equations of second order for the $q_{r}(t)$.

Consideration of rotation. This barest sketch of the basic idea must now be made more precise and more concrete. First of all, we must introduce a rotating frame of reference, since (2-3) and (2-4) refer to a non-rotating inertial frame. We select a frame of reference which rotates with uniform angular velocity $\Omega$ around an $x_{3}$-axis that has a fixed direction in space; a properly "earth-fixed" reference frame will deviate little from this uniformly rotating frame. Jeffreys describes the transition from one frame to theother by a rotation matrix. It is known that every rotation matrix depends on 3 parameters (e.g., three Euler angles). Jeffreys denotes these three parameters by $\ell^{\prime}, m^{\prime}, n^{\prime}$; they can be supposed small since the rotation matrix relating the "earth-fixed" frame to the uniformly rotating system will deviate little from the unit matrix, but they will depend on time.

Similar to (1-9), we may put

$$
\begin{equation*}
q_{1}(t)=\ell^{\prime}, \quad q_{2}(t)=m^{\prime}, \quad q_{3}(t)=n^{\prime} \tag{2-11}
\end{equation*}
$$

for the first three Lagrangian parameters describing the rotation of the earth as a whole.

Another set of three parameters, denoted $\ell, m, n$, will describe the rotation of the liquid core with respect to the mantle, so that

$$
\begin{equation*}
q_{4}(t)=l, \quad q_{5}(t)=m, \quad q_{6}(t)=n . \tag{2-12}
\end{equation*}
$$

Elasticity of the mantle. We are yet to specify those parameters $q_{r}$ that enter into the expansion (2-7) of the elastic displacement vector $\underline{u}$ and that correspond to a truncated spherical-harmonic expansion.

Because of the enormous distance of sun and moon from the earth, and since
the spherical harmonics of degree 0 and 1 are to be disregarded, the term of degree 2 will be dominant; cf. (Moritz, 1980a, sec. 55). Furthermore, for earth rotation, only the order 1 is relevant (the so-called diurnal tides, cf. Melchior, 1983, p. 26). Thus, only terms proportional to

$$
\begin{align*}
& R_{21}(\theta, \lambda)=P_{21}(\cos \theta) \cos \lambda,  \tag{2-13}\\
& S_{21}(\theta, \lambda)=P_{21}(\cos \theta) \sin \lambda
\end{align*}
$$

will be relevant. Here $\theta$ (polar distance) and $\lambda$ (longitude) are spherical coordinates, and the Legendre function $P_{21}$ is defined by

$$
\begin{equation*}
P_{21}(\cos \theta)=3 \sin \theta \cos \theta \tag{2-14}
\end{equation*}
$$

Solving the partial differential equations of elasticity for the mantle, taking into account appropriate boundary conditions at the earth's surface and at the core-mantle boundary (Melchior, 1983, sec. 5.5; Moritz, 1981, secs. 7 and 8; Moritz and Mueller, 1985, secs 4.3 to 4.5), we can express everything in terms of the radial displacement $u_{r}$ at the earth's surface and at the coremantle interface, expanding into spherical harmonics and retaining only the terms (2-13):

$$
\begin{align*}
& u_{r}(R)=q_{7}(t) R_{21}(\theta, \lambda)+q_{8}(t) S_{21}(\theta, \lambda) \\
& u_{r}\left(R_{c}\right)=q_{g}(t) R_{21}(\theta, \lambda)+q_{10}(t) S_{21}(\theta, \lambda) \tag{2-15}
\end{align*}
$$

Here, $R=6371 \mathrm{~km}$ and $\mathrm{R}_{\mathrm{c}}=3485 \mathrm{~km}$ denote the mean radii of the earth and the core, respectively; the coefficients $q_{7}(t)$ through $q_{10}(t)$ furnish the desired generalized "coordinates" describing mantle elasticity.

It is not difficult to see that exactly 4 parameters are needed to describe mantle elasticity. It is well known that the solution can be expressed in terms of three Love numbers h, k, l (cf. Melchior, 1983, sec. 5.5; Moritz, 1981, p. 96). However, $h, k$, and $\&$ satisfy a linear relation which expresses the vanishing of the tangential tension. Thus we are left with two independent numbers $h$ and $l$, which, apart from a known factor, are nothing else than radial and tangential displacement at the earth's surface, $u_{r}(R)$ and $u_{t}(R)$. Instead of $u_{t}(R)$ we may also take $u_{r}\left(R_{c}\right)$, which leads to (2-15).

Lagrange's equations. Using the "rotational" parameters $q_{1}(t)$ to $q_{6}(t)$ and the "elasticity" parameters $q_{7}(t)$ to $q_{10}(t)$ we get a Lagrangian

$$
\begin{equation*}
L=L\left(q_{1}, q_{2}, \ldots, q_{10}\right) \tag{2-16}
\end{equation*}
$$

for a dynamic problem with 10 degrees of freedom. $L$ will be quadratic in the $q_{r}$ and can be shown to have the form

$$
\begin{equation*}
L=\frac{1}{2} a_{r s} q_{r} q^{\&} s-\frac{1}{2} b_{r s} q_{r} q_{s}+c_{r s} q_{r} q_{s}-d_{r} q_{r} \text {, } \tag{2-17}
\end{equation*}
$$

where the summations go from 1 to 10 . The coefficients $a_{r s}$, etc., are constants but depend on the model assumed for the internal structure of the earth and must be computed accordingly. The presence of the "gyroscopic term" $c_{r s} q_{r} \mathcal{Q}_{s}$ is due to the rotation of the earth (cf. Goldstein, 1980, p. 354; Lanczos, 1970, p. 122).

Finding these coefficients constitutes the main difficulty, which is enormous indeed. After that, matters are straightforward. Using (2-17), Lagrange's equations (1-8) give immediately

$$
\begin{equation*}
a_{r s} \ddot{q}_{s}+\left(c_{s r}-c_{r s}\right) \dot{q}_{s}+b_{r s} q_{s}+d_{r}=0 . \tag{2-18}
\end{equation*}
$$

The further treatment of these linear differential equations is standard. Using complex combinations

$$
\begin{align*}
& q_{1}+i q_{2}=Q_{1}, \\
& q_{4}+i q_{5}=Q_{2},  \tag{2-19}\\
& q_{7}+i q_{8}=Q_{3}, \\
& q_{9}+i q_{10}=Q_{4}
\end{align*}
$$

(with an appropriate choice of rotation parameters it is possible to disregard $n$ and $n^{\prime}$ ) we are able to reduce (2-18) to a system of four complex linear differential equations for $Q_{k} \quad(k=1,2,3,4)$, and "transforming to the frequency domain" by

$$
\begin{equation*}
Q_{k}(t)=Q_{k}^{\circ} e^{i \sigma t} \tag{2-20}
\end{equation*}
$$

we get a system of four linear algebraic equations to be solved for $Q_{k}^{\circ}$.
The Lagrangian approach of Jeffreys and Vicente has a conceptually simple structure: once the Lagrangian (2-17) has been established, everything else follows in a logicallystraightforward manner. Nevertheless, the details of the computation of the coefficients $a_{r s}$, etc., for a given earth model are enomously complicated, and only a man of the physical insight and mathematical skill of Sir Harold Jeffreys could have devised such an approach and lead it to a successful conclusion.

In view of these difficulties, Jeffreys and Vicente (1957a, b) considered only two greatly simplified earth models: the central particle model, consisting of a homogeneous core and a central mass point representing the solid inner core, and the Roche model using a continuous density distribution in the core according to Roche's law. For the same reason, beginning at an early stage, computations were performed numerically instead of analytically, so that the physical interpretation becomes difficult. Thus this approach, though logically very elegant, is physically not completely transparent.

Therefore, Molodensky (1961), wishing to use more realistic earth models, gave up the variational approach and instead used the partial differential equations of elasticity and hydromechanics. A particularly simple and elegant solution of Molodensky's problem was provided by Sasao et al. (1980), and it turned out that these equations can be derived and physically interpreted by another variational principle which gees back to Poincare (1901).

It is not surprising that, after 35 years of efforts, we now understand the problem better, but this would not be possible without the pioneering work of Jeffreys and Molodensky.

## 3. Poincare's'Equations

The rotation group. It is well known that rotation matrices $A$ form a group, so that the following properties hold:

1. The product of two rotation matrices $\underline{A}$ and $\underline{B}$ is again a rotation matrix $\underline{C}=\underline{A} \underline{B}$.
2. For the unit matrix $\underline{I}$ we have $\underline{A} \underline{I}=\underline{I} \underline{A}=\underline{A}$
3. Every rotation matrix has an inverse $\underline{A}^{-1}$ which again is a rotation matrix.

Furthermore, the inverse of a rotation matrix is simply its transpose:

$$
\begin{equation*}
\underline{A}^{-1}=\underline{A}^{T} \tag{3-1}
\end{equation*}
$$

so that

$$
\begin{equation*}
\underline{A}^{A^{T}}=\underline{A}^{T} \underline{A}=\underline{I} . \tag{3-2}
\end{equation*}
$$

The matrix

$$
\begin{equation*}
d I I=\underline{A}^{-1} d \underline{A}=\underline{A}^{T} d \underline{A} \tag{3-3}
\end{equation*}
$$

is skew-symmetric, which immediately follows by differentiating (3-2). Thus it has the form

$$
\underline{d I}=\left[\begin{array}{ccc}
0 & -d \pi_{3} & d \pi_{2}  \tag{3-4}\\
d \pi_{3} & 0 & -d \pi_{1} \\
-d \pi_{2} & d \pi_{1} & 0
\end{array}\right]
$$

On introducing the matrices

$$
\underline{E}_{1}=\left[\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right] \quad, \quad E_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right], \underline{E}_{3}=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right](3-5)
$$

this may be written

$$
\begin{equation*}
d \pi=\underline{E}_{1} d_{\pi_{1}}+\underline{E}_{2} d_{\pi_{2}}+\underline{E}_{3} d_{\pi_{3}}=\underline{E}_{i} d_{\pi_{i}} . \tag{3-6}
\end{equation*}
$$

The term $E_{1} d \pi_{1}$ obviously represents a rotation by the infinitesimal angle $\mathrm{d}_{\pi_{1}}$ around the $\mathrm{x}_{1}$ axis, and similar for the other terms.

It is immediately verified that the matrices $E_{i}$ satisfy the basic commutation relations

$$
\begin{align*}
& {\left[E_{1}, E_{2}\right]=E_{3},} \\
& {\left[E_{2}, E_{3}\right]=E_{1},}  \tag{3-7}\\
& {\left[E_{3}, E_{1}\right]=E_{2} .}
\end{align*}
$$

The commutation symbol [J stands for

$$
\begin{equation*}
\left[E_{i}, E_{j}\right]=E_{i} E_{j}-E_{j} E_{i}, \tag{3-8}
\end{equation*}
$$

$E_{i} E_{j}$ being the usual matrix product of $E_{i}$ and $E_{j}$.
Eqs. (3-7) are a special case, for the rotation group, of the general commutation relations

$$
\begin{equation*}
\left[E_{i}, E_{j}\right]=c_{i j k} \underline{E}_{k}, \tag{3-9}
\end{equation*}
$$

valid for a general continuous group, or Lie group; cf. (Smirnow, 1971) or (Choquet-Bruhat et al., 1922). The $c_{i j k}$ are constants, called the structure constants of the group. For a general group, they run from 1 to $n, n$ being which is analogous to the relation between force $\underline{F}$ and potential $V$ : again the number of degrees of treedom. By (3-8), the interchange of $i$ and $j$ means a change of sign, whence

$$
\begin{equation*}
c_{i j k}=-c_{i j k} \tag{3-10}
\end{equation*}
$$

For the rotation group we have in particular

$$
\begin{align*}
& c_{123}=c_{231}=c_{312}=1,  \tag{3-16}\\
& c_{213}=c_{321}=c_{132}=-1, \tag{3-11}
\end{align*}
$$

all other $c_{i j k}=0$.
The $c_{i j k}$ are zero for commutative (Abelian) groups.
The angular velocity component $\omega_{i}$ along the $x_{i}$ axis may be considered a change of $d \pi_{1}$ with respect to time $t$ :

$$
\begin{equation*}
\omega_{i}=\frac{d \pi_{i}}{d t} \tag{3-12}
\end{equation*}
$$

Given $\omega_{i}$, one cannot, however, integrate (3-12) to obtain coordinates $i$ since $f$ the $d \pi_{i}$ are not, in general, perfect differentials. Nevertheless, it is useful still to regard the $d \pi_{i}$ as some kind of coordinates, called anholonomic coordinates, which make sense only in the infinitesimal domain; cf. (Grafarend, 1975).

The important property of the $\mathrm{d} \pi$ is their group-invariance, whereas holonomic coordinates for the rotation group, e.g., the three Euler angles, are not group-invariant; see below.

The torque $\underline{L}=\left(L_{1}, L_{2}, L_{3}\right)$ is related to the rotational potential energy $U$ by

$$
\begin{equation*}
-d U=L_{1} d_{\pi_{1}}+L_{2} d \pi_{2}+L_{3} d_{\pi_{3}}=L_{i} d_{i}, \tag{3-13}
\end{equation*}
$$

so that we may write formally

$$
\begin{equation*}
L_{i}=-\frac{\partial U}{\partial \pi_{i}}, \tag{3-14}
\end{equation*}
$$

$$
\begin{equation*}
\underline{F}=-\operatorname{grad} V \text { or } F_{i}=-\frac{\partial V}{\partial x_{i}}, \tag{3-15}
\end{equation*}
$$

the minus sign being conventional in both cases.
Poincaré's equations. Starting again from the principle of least action (1-7), but using anholonomic coordinates $d_{\pi_{i}}$ and velocities $\omega_{i}$, we find Poincare's equations of motion:

$$
\frac{d}{d t}\left(\frac{\partial L}{\partial \omega_{i}}\right)+c_{i j k} \omega_{j} \frac{\partial L}{\partial \omega_{k}}-\frac{\partial L}{\partial \pi_{i}}=0 .
$$

They differ from Lagrange's equations (1-8) only by the middle term, containing the structure constants $c_{i j k}$; for holonomic coordinates (possible in the case of commutative or Abelian groups), they even reduce to Lagrange's equations. A derivation of (3-16) can be found in (Moritz, 1982b, c), or in (Moritz and Mueller, 1985, sec. 4.6.2).

Eqs. (3-16) were given by Poincaré (1901) explicitly with a view to application
to the problem of earth rotation, but this paper remained practically unknown to mathematicians. This is the more surprising as otherwise his work in dynamics is highly recognized by them. Recently the topic, motion on a Lie group, has become quite fashionable, cf. (Hermann, 1968; Abraham and Marsden, 1978; Arnold, 1978); none of them quotes Poincaré's paper. Nor does (Whittaker, 1961), who uses general non-holonomic coordinates (not restricted to Lie groups).

We take into account $L=T-U$ and the fact that the potential energy $U$ does not depend on the velocities $\omega_{i}$. We furthermore assume that $T$ depends only on $\omega_{i}$ so that $\partial T / \partial \pi_{i}=0$. Then, using (3-14), we may write Poincare's equations (3-16) in the form

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \omega_{i}}\right)+c_{i j k} \omega_{j} \frac{\partial T}{\partial \omega_{k}}=L_{i} ; \tag{3-17}
\end{equation*}
$$

there is no danger to confuse the torque components $L_{i}$ with the Lagrangian $L$

Application to Euler's equations. As an example, consider the rotation of a rigid body. Then the group under consideration is the three-dimensional rotation group, whose constants are given by (3-11). For the kinetic energy we have the simple equation

$$
\begin{equation*}
T=\frac{1}{2}\left(A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}\right) \tag{3-18}
\end{equation*}
$$

where $A, B, C$ are the principal moments of inertia, and the coordinate axes are the principal axes of inertia. Then (3-16) immediately gives

$$
\begin{align*}
& A \dot{\omega}_{1}+(C-B)_{\omega_{2} \omega_{3}}=L_{1}, \\
& B \dot{\omega}_{2}+(A-C)_{\omega_{3} \omega_{1}}=L_{2},  \tag{3-19}\\
& C_{\omega_{3}}+(B-A)_{\omega_{1} \omega_{2}}=L_{3},
\end{align*}
$$

which are the well-known Euler equations for rigid-body rotation.

It is instructive to compare the approaches of Lagrange and Poincaré. In the Lagrangian approach, using holonomic coordinates $\phi, \theta, \psi$, the kinetic energy ( $1-10$ ) depends on the coordinates $q_{r}$ in addition to the velocities $\dot{q}_{r}$, whereas in the present approach, (3-18) depends only on the velocities $\omega_{j}^{r}$. Eq. (1-10) is a quadratic form in the velocities with variable coefficients,
whereas (3-18) has constant coefficients. Furthermore,'(3-18) has a very simple and symmetric form, expressing group symmetry or group invariance.

Thus the essential feature of Poincarés approach consists in the fact that, using anholonomic variables, the group symmetry can be fully exploited.

## 4. Rigid Mantle and Liquid Core

Poincaré (1910) considered an earth model consisting of a rigid mantle enclosing a homogeneous liquid core. Both the earth's surface and the coremantle interface are regarded as concentric and coaxial ellipsoids of revolution.

Poincare uses two different approaches which both lead to the same result:

1. The core movement is treated by the equations of hydrodynamics.
2. The core movement is considered a "simple motion", reducing to a rotation of the core after an affine transformation of the ellipsoidal core-mantle interface into a sphere.

The first approach is appealing on physical grounds and is, therefore, also treated in the textbook literature; cf. (Lamb, 1932, p. 724; Melchior, 1983, p. 125). The second approach is considered by Poincare himself simpler and more elegant; it will be briefly sketched here; for more details cf. (Moritz, 1982c; Moritz and Mueller, 1985).

The kinetic energy is given by

$$
\begin{align*}
T & =\frac{1}{2}\left(A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}+\right. \\
& \left.+A{ }_{c} x_{1}^{2}+B B_{c} x_{2}^{2}+C_{c} x_{3}^{2}\right)+ \\
& +F \omega_{1} x_{1}+G \omega_{2} x_{2}+H \omega_{3} x_{3} \tag{4-1}
\end{align*}
$$

generalizing (3-18) because of the rotation of the core with respect to the mantle (angular velocity components $x_{1}, x_{2}, x_{3}$ ). Here $A, B, C$ and $A_{c}$, $B_{c}, C_{c}$ denote the principal moments of inertia for the whole earth and for the core, respectively. Because of symmetry we have

$$
\begin{equation*}
B=A, B_{c}=A_{c}, \quad G=F ; \tag{4-2}
\end{equation*}
$$

furthermore it may be shown that, to a sufficient approximation,

$$
\begin{equation*}
F=A_{c}, \quad H=C_{c} . \tag{4-3}
\end{equation*}
$$

We nøw wish to apply Poincaré's equations (3-17). We here have six degrees of freedom: three for the rotation of the earth as a whole ( $\omega_{i}$ ) and three for the core rotation ( $\mathrm{x}_{\mathrm{i}}$ ). Thus the whole six-dimensional group relevant for the present problem consists of two independent rotation groups. The structure equations (3-7) for rotation groups give

$$
\begin{align*}
& {\left[\underline{E}_{1}, \underline{E}_{2}\right]=\underline{E}_{3}, \quad\left[\underline{E}_{1}, \underline{E}{\underset{2}{c}}^{2}=-\underline{E}_{3},\right.} \\
& {\left[\underline{E}_{2}, \underline{E}_{3}\right]=\underline{E}_{1}, \quad\left[\underline{E}_{2}^{c}, \underline{E}_{3}\right]=-\underline{E}_{1},}  \tag{4-4}\\
& {\left[\underline{E}_{3}, \underline{E}_{1}\right]=\underline{E}_{2}, \quad\left[\underline{E}_{3}^{c}, \underline{E}_{1}^{c}\right]=-\underline{E}_{2}^{c},}
\end{align*}
$$

where $E_{i}^{C}$ denotes $E_{i}$ for core rotation. Note the difference in sign due to the fact that the second rotation is with respect to, the mantle whereas the first is a rotation of the mantle with respect to inertial space. Any rotation $E_{i}$ commutes with any rotation $E_{i}^{c}$ since the two rotations are independent of each other, whence

$$
\begin{equation*}
\left[E_{i}, E_{j}^{c}\right]=0 \quad(i \quad \text { and } \quad j=1,2,3) . \tag{4-5}
\end{equation*}
$$

The six quantities $\omega_{1}, \omega_{2}, \omega_{3}, x_{1}, x_{2}, x_{3}$ may be identified with $\omega_{1}$, $\omega$, $\ldots, \omega_{6}$ and $E_{1}, E_{2}, E_{3}, E_{1}, E_{2}^{C}, E_{3}^{C}$ with $E_{1}, E_{2}, \ldots, E_{6}$ according to ${ }^{2}(3-9)$. The corresponding structure constants $c_{i j k}$ are all 0,1 , or -1 , according to (4-4) and (4-5).

Thus Poincaré's equations (3-17) with i, j, k running from 1 to 6 , give

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{\partial T}{\partial \omega_{1}}\right)-\omega_{3} \frac{\partial T}{\partial \omega_{2}}+\omega_{2} \frac{\partial T}{\partial \omega_{3}}=L_{1}, \\
& \frac{d}{d t}\left(\frac{\partial T}{\partial \omega_{2}}\right)-\omega_{1} \frac{\partial T}{\partial \omega_{3}}+\omega_{3} \frac{\partial T}{\partial \omega_{1}}=L_{2}, \\
& \frac{d}{d t}\left(\frac{\partial T}{\partial \omega_{3}}\right)-\omega_{2} \frac{\partial T}{\partial \omega_{1}}+\omega_{1} \frac{\partial T}{\partial \omega_{2}}=L_{3} ;
\end{aligned}
$$

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{\partial T}{\partial x_{1}}\right)+x_{3} \frac{\partial T}{\partial x_{2}}-x_{2} \frac{\partial T}{\partial x_{3}}=0, \\
& \frac{d}{d t}\left(\frac{\partial T}{\partial x_{2}}\right)+x_{1} \frac{\partial T}{\partial x_{3}}-x_{3} \frac{\partial T}{\partial x_{1}}=0,  \tag{4-7}\\
& \frac{d}{d t}\left(\frac{\partial T}{\partial x_{3}}\right)+x_{2} \frac{\partial T}{\partial x_{1}}-x_{1} \frac{\partial T}{\partial x_{2}}=0,
\end{align*}
$$

The right-hand side of (4-7) is zero since the lunisolar torque $\underline{L}$ acts on the whole earth; there is no external torque which would effect a relative motion of the core with respect to the mantle. This relative motion is caused purely by the rotation of the mantle which, through the ellipticity of the core-mantle interface, acts on the core through "inertial coupling" (which, e.g., also renders the rotational behavior of a raw egg different from that of a hard-boiled egg).

The further treatment is straightforward. We substitute (4-1) into (4-6) and (4-7), taking (4-2) and (4-3) into account. Then, after some algebra and neglecting small terms, the third equation of (4-6) gives, with $L=0$ because of rotational symmetry,

$$
\begin{equation*}
\omega_{3}=\Omega=\text { const. }, \tag{4-8}
\end{equation*}
$$

and the third equation of $(4-7)$ has the solution

$$
\begin{equation*}
x_{3}=0 \tag{4-9}
\end{equation*}
$$

Introducing the complex quantities

$$
\begin{align*}
& u=\omega_{1}+i \omega_{2}, \\
& v=x_{1}+i x_{2},  \tag{4-10}\\
& L=L_{1}+i L_{2},
\end{align*}
$$

the tirst two equations of (4-6) can be combined into one complex equation, and the same can be done with the first and second equation of (4-7). The result is

$$
\begin{align*}
& A \dot{u}+A_{c} \dot{v}-i(C-A) \Omega u+i A_{c} \Omega v=L,  \tag{4-11}\\
& A_{c} \dot{u}+A_{c} \dot{v}+i C_{c} \Omega v=0,
\end{align*}
$$

which are Poincare's equations. By a transformation to the frequency domain, putting

$$
\begin{equation*}
u=u_{0} e^{i \sigma t}, \quad v=v_{0} e^{i \cdot \bar{\omega}}, L=L_{0} e^{i \sigma t} \tag{4-12}
\end{equation*}
$$

these equations can be reduced to a system of algebraic linear equations for two unknowns and thus easily solved, if the lunisolar torque $L$ is given.

The physical meaning of the two equations (4-11) is different. The first is a consequence of the well-known angular momentum equations

$$
\begin{equation*}
\frac{d \underline{H}}{d t}+\underline{\omega} \times \underline{H}=\underline{L}, \tag{4-13}
\end{equation*}
$$

which holds for an arbitrary body (rigid or not), in a system rotating with angular velocity $\underline{\omega}$; the vector $\underline{H}$ denotes angular momentum. The second equation, $C$ however, can be interpreted only in terms of the hydrodynamics of the liquid core.

Formally, however, both equations (4-11) are very similar; and the present derivation from a variational principle explains the similarities as a simple consequence of the two basic rotations, $\omega_{i}$ and $x_{i}$.

## 5. Elastic Mantle and Liquid Core

Kinetic energy. The velocity of a particle in the mantle can be split up as follows:

$$
\begin{equation*}
\underline{v}=\underline{v}_{\text {mantle }}=\underline{\omega} \times \underline{x}+\underline{v}_{\mathrm{m}} \text {, } \tag{5-1}
\end{equation*}
$$

where $\underline{\omega} \times \underline{x}$ denotes a rigid rotation and $\underline{v}$, a small deviation from rigid rotation due to elastic deformation. In a similar way, we have for a particle in the core

$$
\begin{equation*}
\underline{v}=\underline{v} \text { core }=\underline{\omega} \times \underline{x}+\underline{x} \times \underline{x}+\underline{v}_{c} \text {, } \tag{5-2}
\end{equation*}
$$

where, in addition to the rotation $\underline{\omega}$ of the entire earth, we have a relative
rotation $\underline{x}$ of the core with respect to the mantle and a residual deformation $\mathrm{v}_{\mathrm{c}}$.

The kinetic energy of a mass element is $\frac{1}{2} \underline{v}^{2} d M$ and hence for the whole earth we have

$$
\begin{equation*}
T=\frac{1}{2} \iiint \underline{v}^{2} d M \tag{5-3}
\end{equation*}
$$

The substitution of (5-1) for the mantle and (5-2) for the core leads rather directly to the expression

$$
\begin{equation*}
T=\frac{1}{2} c_{i j} \omega_{i} \omega_{j}+c_{i j}^{c} \omega_{i} x_{j}+\frac{1}{2} c_{i j}^{c} x_{i} x_{j} \tag{5-4}
\end{equation*}
$$

For a rigid body, using principal axes of inertia, the inertia tensors (whole earth) and $\mathrm{C}_{\mathrm{ij}}^{\mathrm{C}}$ (core) are diagonal, and (5-4) reduces to (4-1). For an elastic body, however, we must allow for small time-dependent deviations from diagonal form, putting

$$
\left[C_{1 j}\right]=\left[\begin{array}{lll}
A & 0 & 0  \tag{5-5}\\
0 & A & 0 \\
0 & 0 & C
\end{array}\right]+\left[\begin{array}{lll}
C_{11} & C_{12} & c_{13} \\
c_{12} & c_{22} & c_{23} \\
C_{13} & c_{23} & c_{33}
\end{array}\right],
$$

and similarly for the core. Here $A, C, A_{C}, C_{C}$ (the last two being principal moments of inertia for the core) are constants. As regards the residual inertia tensors,

$$
\begin{equation*}
c_{i j}=c_{i j}(t), \quad c_{i j}^{c}=c_{i j}^{c}(t), \tag{5-6}
\end{equation*}
$$

we only retain those which are related to nutation and polar motion, namely $c_{13}, c_{23}, c_{13}^{c}$, and $c_{23}^{c}$. Other terms do not influence these phenomena and can be disregarded without harm. Then (5-4) takes the final form

$$
\begin{align*}
T & =\frac{1}{2} A\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+\frac{1}{2} c_{\omega_{3}}^{2}+c_{13} \omega_{1} \omega_{3}+c_{23} \omega_{2} \omega_{3}+ \\
& +\frac{1}{2} A_{c}\left(2 \omega_{1} x_{1}+x_{1}^{2}+2 \omega_{2} x_{2}+x_{2}^{2}\right)+\frac{1}{2} c_{c}\left(2 \omega_{3} x_{3}+x_{3}^{2}\right)+ \\
& \left.+c_{13}^{c}\left(\omega_{1} x_{3}+(\omega)_{3} x_{1}+x_{1} x_{3}\right)+c_{23}^{c}(\omega)_{2} x_{3}+\omega_{3} x_{2}+x_{2} x_{3}\right) . \tag{5-7}
\end{align*}
$$

$$
\begin{equation*}
U=U_{g}+U_{e}+U_{d} \tag{5-8}
\end{equation*}
$$

Here $U_{g}$ is the gravitational potential energy related to the lunisolar torque; it is the same as $U$ in sec. 4. Now, however, we have two additional terms related directly ( $U_{e}$ ) and indirectly $\left(U_{d}\right)$ to elastic deformation. More precisely, $U$ represents the energy of the elastic forces which are a reaction of the earth (including its liquid core) to the external forces, and $U$ represents the change in gravitational energy due to elastic deformation.

$$
U_{d} \text { is relatively easy to derive; we find }
$$

$$
\begin{equation*}
U_{d}=\Omega\left(c_{13} f_{1}+c_{23} f_{2}\right), \tag{5-9}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ represent the given external (lunisolar) potential; cf. eq. $(5-20)$ below. ${ }^{2}$

Then $U_{e}$ can be found using a theorem given in (Love, 1927, p. 173): "The potential energy of deformation of a body, which is in equilibrium under a given load, is equal to half the work done by the external forces, acting through the displacements from the unstressed state to the state of equilibrium." The resultequations we have is

$$
\begin{align*}
U_{e}=\frac{1}{2} \Omega & {\left[E_{11}\left(c_{13}{ }^{2}+c_{23}{ }^{2}\right)+E_{22}\left(c_{13}^{c}{ }^{2}+c_{23}^{c}{ }^{2}\right)+\right.} \\
& \left.+2 E_{12}\left(c_{13} c_{13}^{c}+c_{23} c_{23}^{c}\right)\right] \tag{5-10}
\end{align*}
$$

where the $E_{i j}$ are constants only depending on the internal structure of the earth model under consideration; they can be expressed relatively easily, e.g., through the standard functions $y_{1}(r), y_{2}(r), y_{3}(r), y_{4}(r), y_{5}(r), y_{6}(r)$ of (Alterman et al., 1959).

A detailed derivation of $T$ and $U$ can be found in (Moritz, 1982b, secs. 6 and 7) or in (Moritz and Mueller, 1985, sec. 4.7).

We finally put
for the combined energy of elastic deformation, so that the total potential energy becomes

$$
\begin{equation*}
U=U_{g}+U_{e d} . \tag{5-12}
\end{equation*}
$$

Application of Poincaré's equations. First we have to find the variables for the present problem. Just as in the rigid-mantle problem discussed in the preceding section, we have two rotation groups, given by the six velocities $\omega_{1}, \omega_{2}, \omega_{3}, x_{1}, x_{2}, x_{3}$. In addition to these rotational variables, the kinetic energy (5-7) also contains the time-variable products of inertia $c_{13}, c_{23}$, $c_{13}^{c}, c_{23}^{c}$; and also the potential energy depends on these variables; cf. ${ }^{23}(5-9)$ and $(5-10)$. Thus we have four additional degrees of freedom, which describe the elastic deformation. They are ordinary (holonomic) variables $q_{7}, q_{8}, q_{9}$, $q_{10}$, so that the usual Lagrange equations (1-8) hold for them. (This also fits into the group-theoretic scheme, with $\pi_{i}$ instead of $q_{i}$ for $i=7,8,9,10$, the corresponding subgroup being Abelian with zero $c_{i j k}$.)

The Poincare equations (4-6) and (4-7) finally remain the same since we have two independent rotation groups as in sec. 4. In addition to these six

$$
\frac{\partial(T-U)}{\partial q_{i}}=0, i=7,8,9,10,
$$

which follows from (1-8) since $T-U$ does not contain the corresponding $\dot{q}_{i}$. Since only $U_{e d}$, but not $U_{g}$, depends on these $q_{i}$, this reduces to

$$
\begin{align*}
& \frac{\partial T}{\partial c_{13}}=\frac{\partial U_{e d}}{\partial c_{13}}, \quad \frac{\partial T}{\partial c_{23}}=\frac{\partial U_{e d}}{\partial c_{23}},  \tag{5-13}\\
& \frac{\partial T}{\partial c_{13}^{c}}=\frac{\partial U_{e d}}{\partial c_{13}^{c}},
\end{align*} \frac{\partial T}{\partial c_{23}^{c}}=\frac{\partial U_{e d}}{\partial c_{23}^{c}} .
$$

The 10 equations (4-6), (4-7), and (5-13) relate and determine the 10 quantities $\omega_{1}, \omega_{2}, \omega_{3}, x_{1}, x_{2}, x_{3}, c_{13}, c_{23}, c_{13}^{c}$, and $c_{23}^{c}$.

We note that the torque components $L_{i}$ are the same as in sec. 4, namely purely gravitational: since $U_{\text {ed }}$ does not depend on the rotational variables,
we have

$$
\begin{equation*}
L_{i}=-\frac{\partial U}{\partial \pi_{i}}=-\frac{\partial U_{q}}{\partial \pi_{i}}, \tag{5-14}
\end{equation*}
$$

representing the usual components of the lunisolar torque.

The rest is straightforward. We substitute (5-7) into (4-6) and (4-7). The third equations of the two systems again give

$$
\begin{align*}
& \omega_{3}=\Omega=\text { const. },  \tag{5-15}\\
& x_{3}=0 .
\end{align*}
$$

The complex combination of the first two equations of each system yields

$$
\begin{align*}
& A \dot{u}-i(C-A) \Omega u+A_{c}(\dot{v}+i \Omega v)+\Omega(\dot{c}+i \Omega c)=L, \\
& A_{c} \dot{u}+A_{c} \dot{v}+i C_{c} \Omega v+\Omega \dot{c}_{c}=0, \tag{5-16}
\end{align*}
$$

with (4-10) and

$$
\begin{equation*}
c=c_{13}+i c_{23}, \quad c_{c}=c_{13}^{c}+i c_{23}^{c} . \tag{5-17}
\end{equation*}
$$

The complex combination of the results of (5-13) gives with $f=f_{1}+$ if $_{2}$

$$
\begin{align*}
& u=E_{11} c+E_{12} c_{c}+f, \\
& v=E_{12} c+E_{22} c_{c}, \tag{5-18}
\end{align*}
$$

which may be inverted to yield

$$
\begin{align*}
& c=D_{11}(u-f)+D_{12} v,  \tag{5-19}\\
& c_{c}=D_{12}(u-f)+D_{22} v .
\end{align*}
$$

The four equations (5-16) and (5-19) determine the four complex unknowns $u, v, c, c_{c}$ in the usual manner. We finally note that $f$ is related to the given lunisolar torque $L$ by

$$
f=i L /(C-A)_{\Omega} .
$$

Discussion. Eqs. (5-16) and (5-19) probably constitute the simplest formulation of the Jeffreys-Molodensky liquid core problem. They are due to Sasao et al. (1980), who derived them using the equations of elasticity and of hydrodynamics, corresponding to "Poincare'sfirst method" as mentioned at the beginning of sec. 4. For a rigid earth, with $c_{i j}=0$, they reduce to Poincare's equations (4-11) ás they should. The remarkable achievement of Sasao et al. (1980) was to show that the generalization of (4-11) to an elastic mantle can be made in such a simple way. That means, the resulting equations were simple, but their derivation was rather complicated and difficult.

The present approach, corresponding to "Poincare's second method", tries to conform to the useful guideline that simple results should be derived in a simple way. The logical simplicity is expressed by the fact that the equations of hydrodynamics are not needed and both equations (5-16) are derived in a unified way.

The internal structure of the earth only enters through the coefficients $D_{i j}$ or $E_{i j}$ which, besides permitting a simple physical interpretation as coefficients in the elastic energy (5-10), can easily be expressed by means of standard functions and computed for arbitrary (basically radially symmetric) earth models featuring a heterogeneous liquid core and even a solid inner core.

With respect to the Lagrangian approach of Jeffreys and Vicente outlined in sec. 2, the simplification is achieved by using non-holonomic rotational variables and, as elastic variables, the products of inertia $c_{13}, c_{23}, c_{13}^{c}$ and $c_{23}^{c}$ instead of the radial displacements according to (2-15).
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SECULAR AND LONG TERM VARIATIONS IN POLAR MOTION
FROM CLASSICAL AND DOPPLER OBSERVATIONS

```
A. Porma* and E. Proverbio**
```

Abstract. The existence of secular and low frequency variations in the spectrum of polar motion has been reported in a large number of works and discussed by several authors.

However, the reality and the geophysical and/or meteorologi cal causes of these phenomena are still a matter of discussion chiefly because the only long series of pole coordinates are essentially the ones based on the results of the five ILS sta tions.

The comparison of classical series (ILS and BIH) of polar coordinates with those derived from Doppler observations lead to the emphasizing of some characteristic features in the se cular polar motion in accordance with the crustal motion model.

1. Introduction

The observed Earth's polar motion emphasized the existence of free variations (The Chandlerian wobble) primarily caused by the complex internal structure of the Earth and its elasti city, and forced variation (annual and short term fluctuations) due to the mechanical interaction of the solid Earth with its
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atmosphere and hydrosphere.
The evidence of secular and long term variation in polar motion has been from time to time denied or explained by means of kinematic and dynamics models. Therefore the existence of similar secular motion shown in the ILS since 1900 and BIH sin ce the 1956 polar coordinates (Poma \& Proverbio, 1976) seems to testify to the reality of such a motion.

A plausible geophysical mechanism of polar motion drift is based on the possibility of changes in the products of inertia of the Earth due to large scale mass displacement like the degla ciation of polar cup effects and concomitant sea level changes (Dicknan, 1979; Nakiboglu \& Lanbeck, 1980); but tne difficulty of deriving in such a way the amplitude of secular drift calls for further research in this direction.

The comparison of the mean BIH pole of inertia with the mean pole derived from $C_{21}$ and $S_{21}$ by GEM 6 and GEM 8 shows the existence of secular variation in very poor agreement (Poma \& Proverbio, 1979) ; it confirms the difficulty of the analysis based on the measurement of the Earth's pole of inertia and urges the furthering of studies in this problem.

On the other hand the motion of the Earth's crust according to the plate tectonics theory causes secular variation in lati tude and longitude of the astronomical stations, as has been put in evidence by Proverbio \& Quesada (1974). In fact the existence of single movements in the continental plates does not disagree with the existence of a global movement in the Earth's crust.

Though the changes in the products of inertia of the Earth due to tectonic global movement do not influence secular polar
motion by more than $10 \%$ of the observed value (Han-Shou Liu et al'., 1974), variations in the zenith of the stations caused by global crustal motion could simulate the secular and long term variations observed in the coordinates of the pole of the Earth. An attempt to explain the observed motion of the pole by taking into account the Eötvös weak force, tending to move the contí nent toward the equator, was made some time ago by Mikhailov (1971) and the results confirmed the possibility of applying such a model to try to explain the observed drift of the Earth's pole.

## 2. Analysis of the observed secular motion

One of the critical questions in the discussion of whether the observed secular and long-period terms in the polar motion are a real phenomena or whether these variations are only a consequence of the local effects in the mean latitude of the observing stations essentially concerns the data set: most of the results were based on the observations of the five ILS sta tions, a number which of ten has been considered to be too small to allow reliable conclusione.

About ten years ago, an attempt was made (Poma \& Proverbio, 1976) to derive secular polar motion starting from the data of the polar co-ordinates supplied by the BIH, pratically indepen dent of those from the ILS.

By comparing ILS and BIH values over the period 1956-1974 an evident similarity of the drifts of the ILS and BIH pole was shown. Considering the large number of instruments opera ting in the BIH collaborating stations, this result was, in our opinion, reliable evidence of the reality of secular polar motion. However, the non-homogeneity in the BIH system before
and after 1962.0 caused doubt about this conclusion.
For these reasons and since we have now at our disposal homo geneous data of 22 years from BIH a new analysis is here under taken.

The source of data are:
for the period 1955.9 - 1961.9 BIH values are from Bulletins Horalres (series 4-5) of BIH taking into account the corrections which refer these results to the 1968 BIH systen given in Annual Reports of the BIH; later values for 1962.0 to 1984.0 are from the BIH Annual Reports (values for every $1 / 20$ th year).

ILS values are from the Annual Reports and the Monthly Notes of the IPNS.

In order to remove the Chandler and annual components the ILS and BIH co-ordinates ( $x, y$ ) have been filtered with F60 (six - year running moans) which eliminates or strongly redu ces periods $\leq 6$ years. The mean annual values of the filtered co-ordinates $x$ F60 and y F60 (barycentres of the polar wobble) are given in Table 1 and plotted in Fig. 1, where an averaged value of $0: 03718$ removed from ( x F60) ILS ; the BIH values befo re 1962.0 are joined by hatched lines. The annual mean diffe rences between BIH and ILS pole positions are also listed in Fig. 1 and shown at the top of Fig. 2.

A visual examination of these diagrams clearly suggests some cons1derations:
a) there is a significant similarity in the variation of the BIH and ILS y-coordinates;
b) the trend in $y$ appears fairly to be a linear drift with superimposed oscillation of little amplitude

Table 1.
Annual means of the polar co-ordinates ( $x, y$ ) after smoothing with a F60 filter (unit: 0!001)


c) there is no evidence of discontinuity in the BIH y-coordina te before 1962.0
d) the $x$-coordinate shows the existence of long term fluctuation whereas there $1 s$ evidence of the existence of little secular trend. Points (b) and (d) are in agreement with a former analysis of the ILS data over the period 1902-1960 (Provertio et al. 1971).

These conclusions are also supported by numerical results. Solutions for a linear rate of drift by least squares give for $d y / d t$

|  | $d y / d t$ <br> $(0 " .001 / y r)$ |  | $d y / d t$ <br> $(0 " .001 / y r)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $1965-1978$ | BIH | 2.0 | ILS | 2.0 |
| $1959-1978$ | BIH | 3.5 | ILS | 3.3 |
| $1959-1980$ | BIH | 3.5 |  |  |
| $1965-1980$ | BIH | 2.4 |  |  |
| $1965-1978$ | BIH-ILS | 0.0 |  |  |
| $1959-1978$ | BIH-ILS | 0.2 |  |  |

The formal uncertainty is about 0". 0002

It must be noted that these estimates concerning the y-coordinate could beslightly affected by the presence of systematic variations superimposed upon the linear drift. It is interesting to note that, when the linear term given before is removed from the BIH data, residuals suggest the existence of additional periodic terms.

However, there can be little doubt that this linear variation ropresents a real secular drift. If this secular motion does not
exist it might be expected that the ILS pole should move with respect to $B I H$ pole. No evidence for such a motion over a long period is shown in our results.

Systematic differences between the y-coordinate of the BIH and ILS systems exist, but they are small.

A comparison with other systems of polar coordinates further confirms our conclusions. Markowitz (1982) has estimated the ra te dy/dt from the IPMS from the 1962 to 1981 and finds

$$
\begin{aligned}
\mathrm{dy} / \mathrm{dt}= & 0 " .0026 / \mathrm{yr} \\
& \pm .0004
\end{aligned}
$$

We have also computed the drift between the y-coordinates of the BIH and DMA systems. The latter are the coordinates of the pole obtained by the Defense Mapping Agency from voppler observa tions of Transit satellites. By using the annual mean BIH-DMA differences published by BlH (Annual Report for 1980) and plot ted in the bottom of fig. 2 we have:

$$
(d y / d t)_{b l H-D M A}=-0^{\prime \prime} .0016 / y r
$$

over the period 1971-1980.
Taking into account the value found by Markowitz (1982) fram UMA data from 1970 to 1981

$$
\begin{aligned}
(d y / d t)_{D M A}= & 0 " .0055 / y r \\
& \pm .0008
\end{aligned}
$$

we may conclude

$$
\text { Drift } y(I L S) \cong \text { Drift } y(B I H) \leqslant \text { Drift y (DMA) }
$$

However, a much longer series is necessary to have a significant estimate of the DMA drift.

On the contrary, the $x$-coordinate shows large and apparently systematic variations. We shall discuss this point later.

Bearing in mind the trend in $x$ shown in Fig. 1 and Fig. 2 , it is difficult to obtain a reliable value for a drift because the estimate of the apparent rate of drift depends upon the pe riod in which the data are computed. Moreover it may be seen that the BIH-ILS differences are larger in $x$ than they are in $y$. However, even if no conspicuous evidence appears, there is a discrete similarity between the pattern of the BIH and ILS $x$-coordinate.
3. Conclusions.

According to available literature the mean rotation pole as determined for many years by ILS, has an apparent drift (see e.g. Markowitz, 1982).

$$
\begin{aligned}
& d x / d t=0^{\prime \prime} .0009 / y r, \\
& d y / d t=0^{\prime \prime} .0034 / y r .
\end{aligned}
$$

However, the reality of this secular motion has been and still is questioned and often attributed to the local non polar effects of the ILS stations,mainly Ukiah (Jatskiv, 1981). In particular, several attempts have been made recently to calcu late the possible apparent displacement of the mean pole due to the drifting of the stations as a consequence of plate tecto nics (Dickman, 1977, Soler and Mueller. 1978) but whithout great success, all the models generating an apparent drift of the rotation pole a magnitude smaller than the observed value.

Table 2 shows, for example, the results obtained by Soler and Mueller.

The apparent displacement ( $\Delta x, \Delta y$ ) of the mean pole over 70 years has been derived from the changes in latitude and lon gitude of each station of the ILS and IPMS network, computed by using eight absolute plate velocity models of Solomon et al. (1975) .

Several conclusions follow from the tabulated results:
a) The computed drift of the mean pole is generally greater in the direction of the $x$-axis than along the $y$-axis.
b) All eight models provide, for the ILS and IPMS pole, prati cally the same $\Delta y$ displacement.
c) If the number of the observing stations increases as is the case of the IPMS network, the displacement of the mean pole along the $x$-axis is reduced.

After comparing these results with those obtained by us in the above section we believe that the preponderance of eviden ce fairly suggests that secular motion is a real phenomenon quite free from the influence of local effects.

Such effects, of course, exist and are almost certainly less important in the BIH and IPMS network because a large nuaber of stations tends to average ther better.

Local effects may play a role in the observed fluctuations of the x-coordinate. It should be investigated better. But they cannot have significant effect on the secular motion since the observed drift chiefly occurs along the $y$-axis and agreement between ILS, BIH, IPMS and DMA observations as regards the $y$ component is good.

## Table ?

Apparent displacenent (in meters) of the mean pole over 70 years from ILS and IPMS obeervatoires for different absolute plate velocity models.

| Model |  | $\Delta \mathrm{x}$ |  | $\Delta y$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ILS | IPMS | ILS | IPMS. |
| A3 | Unifor drag coefficient beneath all plates | 1.59 | 1.00 | 0.25 | 0.28 |
| 83 | Drag beneath continents only | 0.75 | 0.23 | 0.50 | 0.50 |
| B4 | Continents have 3 times more drag than oceans | 1.23 | 0.65 | 0.35 | 0.37 |
| C3 | Drag opposing horizontal tran slations of slabs, oceanic subduction zone only | 1.75 | 1.17 | 0.12 | 0.13 |
| C4 | Same but including Arabian and Himalayan trenches | 1.60 | 1.00 | 0.10 | 0.16 |
| D1 | Maximum pull by slabs plus plate drag | 0.65 | 0.12 | 0.12 | 0.13 |
| E2 | Drag beneath 8 mid-plate hot spots | 0.53 | 0.96 | -0.34 | -0.30 |
| E3 | Dras beneath 19 not spots | 0.97 | 0.48 | 0.11 | 0.11 |
| The models of plates are described in (Solomon et al.,1975) |  |  |  |  |  |
| The values of the apparent displacements $\Delta x$ and $\Delta y$ of the |  |  |  |  |  |
| mean | pole are taken from (Soler and | Mue 1 |  |  |  |

It may be ofinterest to recall the results' reported by Yumi and Wako (1970); by the adoption of local drifts at Mizusawa and Ukiah they computed the resulting motion of the ILS pole and found a reduction of about $1 / 2$ in the $x$-component and only $20 \%$ in the $y$-component.

It is also noticeable the agreement found by McCarthy (1972) between the observed secular trend of the latitude of Washington and the change in the same latitude derived from ILS secular motion.

Again, this reasonably agrees with our conclusions because the Washington latitude is very sensitive to the variation of the pole along the $y$-axis.

Therefore, unless new techniques (such as Laser, VLBI, etc.) give results very different in the near future, the reality of secular motion of the pole cannot, in our opinion, be disaissed.

As discussed in Section 1, however, the discovery of the origin and the physical mechanism causing this motion remains a more dif ficult task. Further details are given in an article being prepared.

We thank Mr. Vincenzo Gusai for drawing the figures and Mrs. Rosanna Lepori for typewriting the manuscript.
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## ABSTRACT

The problem of downward continuing a satellite derived series of spherical harmonics of the Earth's gravity field to the surface is considered. An error formula is derived, which dgrees with that given by M.S. Petrovskaya and N.I. formula is Despite of Ch. Jekeli's extensive numerical study it is concluded that the error of a high degree harmonic expansion ( $N \geq 300$ ) is not yet satisfactorily known.

1. Introduction

During the last 15 years several geodesists have discussed and attempted to solve the problem of convergence of the spherical harmonic expansion of the Earth's external gravity field. Outside the minimum sphere bounding all mass of the Earth (the atmosphere is neglected) the convergence of the series is doubtless. The problem occurs when applying the exterior type of series within the bounding sphere and, in particular, at the surface of the Earth.

A "proof of divergence" of the series was given by Morrison (1970). However the proof was based on the erroneous statement that the series of spherical harmonics diverges if its subseries of zonal harmonics diverges.

A "proof of convergence" of the series was given by Arnold (1978) for a very general topography of the surface of the Earth. See also Arnold (1980). However, it is easy to find a counter-example to Arnold's very general result. For example, the radius of convergence of the exterior hanmonic series of the potential of a homogeneous, oblate ellipsoid equals the focal distance (see for instance MacMillan, 1958). If the focal distance (ae) exceeds the length of the semi-minor axis (b) there will be regions on the surface of the ellipsoid around the poles where the radius vector $r$ satisfies $b \leq r<a e$. In these
regions the external type of spherical harmonic expansion diverges in contrast between the exterior and inner harmonic series) to degree 300 . These errors to Arnold's proofs of convergence.

Another example of a divergent series was demonstrated by Sjöberg (1980). For a homogeneous ellipsoid with a disturbing spherical mass (M) in its interior it was shown that the exterior type of harmonic series does not always converg at the surface. At points located within the geocentric sphere through the centre of $M$ (the sphere of convergence) the series diverges.

Moritz (1978) paid attention to the approximation theorems of Krarup-Runge and Keldych-Lavrentiev. See also Colombo (1982). These theorems prove the existence of a potential regular down to an internal sphere and approximating the potential of the Earth in its exterior arbitrarily well. "As a practical consequence we recognize that it is always possible to consider the earth's external potential as a 'convergent potential'." (Moritz, ibid.)

Although we agree with Moritz' statement, this does not prove anything about the convergence of the actual harmonic series of the exterior geopotential. Thus we prefer to formulate the relevant problem as follows (Sjöberg, 1980):

Given a spherical harmonic series $V_{N}$ (truncated at degree $N$ ) of the earth's external gravitational potential ( $V$ ), it is required to reveal whether there is an optimum degree of expansion of $V_{N}$, for which degree $\left|V_{N}-V\right|$ is a minimum. Only if $\left|V_{N}-V\right|$ is negligible and the minimum of this error occurs at a very high degree, beyond practical limits, we may regard the series $V_{N}$ as 'practically convergent'.'

In Freeden and Karsten (1982) and Jong (1982) methods are given of how to determine approximacing potentials regular down to an internal sphere in accordance with the approximation theorems. All methods are based on surface data. However these methods do not solve the above stated problem.

In Sjöberg (1980) the divergence was shown for a very simple Earth model. The minimum $\left|V_{N}-V\right| / \gamma<1 \mathrm{~mm}$ occurred at $200<N \leq 400$ ( $\gamma=978$ Gal). Jekeli (1981, 1982) has studied the problem in a much more refined Earth model based on elevation elements of resolution 0.6 ( $=67 \mathrm{~km}$ ). Based on a method given by Petrovskaya (1979) \{cf. formula (2.12) below\} he computed the downward continuation error of the height anomalies and gravity anomalies (the difference
attained RMS values from $0.3 \mu \mathrm{~m}$ to 0.4 mm (and $0.02 \mu \mathrm{Gal}$ to $4 \mu \mathrm{Gal}$, respectively) in areas ranging from near the equator to the vicinity of the pole. From this result Jekeli drew the conclusion that "the estimation of point or mean gravity anomalies and geoid undulations (height anomalies) using the outer series expansion to degree 300 anywhere on the earth's surface is practically unaffected by the divergence of the total series". This conclusion appears to solve the downward continuation problem of the harmonic series.

Below we will approach the downward continuation problem following the line of Sjöberg (1977). In the final discussion we will return to Jekeli's result, and we will also give a numerical example.

## 2. Formulas for solution of the problem

The Newtonian potential of the Earth in an arbitrary point $P$ is

$$
\begin{equation*}
v=\iiint_{v} \frac{\mu}{l} d v \tag{2.1}
\end{equation*}
$$

where
$v=$ volume of the Earth
$\mu=G p ; G=$ Newton's constant of gravitation
$\rho=$ density of mass
$\ell=\left(r_{i}^{2}+r^{2}-2 r r_{i} \cos \psi\right)^{1 / 2}$
$r_{i}=$ geocentric radius of the current point $\left(P_{i}\right)$
$r=$ geocentric radius of $P$
$\psi=$ geocentric angle between $P$ and $P_{i}$

At an arbitrary point outside the bounding sphere of radius $R$ (i.e. for $r>R$ ) the reciprocal distance $\ell^{-1}$ may be expanded $\left\{P_{n}()=\right.$ Legendre's polynomial\}

$$
\begin{equation*}
e^{-1}=\frac{1}{r} \sum_{n=0}^{\infty}\left(\frac{r_{i}}{r}\right)^{n} P_{n}(\cos \psi) \tag{2.2}
\end{equation*}
$$

Inserting this series expansion into (2.1) and changing the order of summation and integration we obtain

$$
\begin{equation*}
V=\frac{1}{r} \sum_{n=0}^{\infty} \iiint_{v} \mu\left(\frac{r_{i}}{r}\right)^{n} P_{n}(\cos \psi) d v \tag{2.3}
\end{equation*}
$$

For points inside the bounding sphere ( $r<R$ ) the series (2.2) does not converge and the validity of (2.3) is doubtful. A general series expansion for $r<R$ is

$$
\begin{equation*}
V=\frac{1}{r} \sum_{n=0}^{\infty} \iint_{\sigma}\left[\int_{0}^{r} \mu\left(\frac{r_{i}}{r}\right)^{n}+\int_{r}^{r_{s}} \mu\left(\frac{r}{r_{i}}\right)^{n+1}\right] P_{n}(\cos \psi) d v \tag{2.4}
\end{equation*}
$$

where $r_{s}$ is the radius of a current point at the surface of the Earth ( $r \leq r_{i} \leq r_{s}$ ) and $\sigma$ is the unit sphere. Thus the possible error of extending formula (2.3) inside the bounding sphere is given as the difference between (2.3) and (2.4) (Cook, 1967; Levallois, 1969; Sjöberg, 1977):

$$
\begin{equation*}
\delta V(N)=\frac{1}{r} \sum_{n=0}^{N} \iint_{\sigma} \int_{r}^{r_{s}} \mu\left[\left(\frac{r_{i}}{r}\right)^{n}-\left(\frac{r}{r_{i}}\right)^{n+1}\right] P_{n}(\cos \psi) d v \tag{2.5}
\end{equation*}
$$

where $N$ approaches infinity. In practice, however, we know the spherical harmonic coefficients corresponding to (2.3) only to a finite degree (N). Subsequently the "downward continuation error" of a series expansion (2.3) to degree $N$ may be represented by (2.5). If for an arbitrary $\varepsilon>0$ there exists a number $N_{0}$ such that

$$
\begin{equation*}
|\delta V(N)|<\varepsilon \quad \text { for } N>N_{0} \tag{2.6}
\end{equation*}
$$

then formula (2.3) is convergent. Even if this is not the case in the strict sense, we define (2.3) as "practically convergent" if the minimum of $|\delta V(N)|$ is negligible and $N_{0}$ is beyond practical limits.

Let us assume that the density ( $\mu$ ) is constant for each latitude and longitude (i.e. independent of $r_{i}$ ). Then formula (2.5) may be rewritten (cf. Sjöberg, 1977 and 1980)

$$
\begin{equation*}
\delta V(N)=\sum_{n=0}^{N} \iint_{\sigma} \mu I\left(r, r_{s}\right) P_{n}(\cos \psi) d \sigma \tag{2.7a}
\end{equation*}
$$

## where

Formula (2.7) was recommended by Sjöberg (1980) for investigation of the convergence of $\delta V(N)$ with $N$ for a known topography. As the density of the topography is not known in detail, $\mu$ was assumed to be constant for the entire topography (above the sphere of radius $r$ ).

It was shown in Sjöberg (1977) and Jekeli (1981) that the "downward continuation error" representation according to (2.7) is unlikely large for small N and decreases for increasing $N$. As this formula is the difference between two series of very different nature, the exterior and the inner series, it is possiblethat it includes also some contribution that vanishes when $N$ approaches infinity. If $\delta V(N) \rightarrow 0$ as $N \rightarrow \infty$ the series (2.3) is strictly convergent.

We will now exclude the always converging parts of (2.5), extracting a possibly divergent formula. From the notations

$$
r_{i}=r+H
$$

we obtain the series expansions

$$
\begin{equation*}
\left(\frac{r_{i}}{r}\right)^{n+2}=1+(n+2)\left(\frac{H}{r}\right)+\frac{(n+2)(n+1)}{2}\left(\frac{H}{r}\right)^{2}+\frac{(n+2)(n+1) n}{2 \times 3}\left(\frac{H}{r}\right)^{3}+\cdots \tag{2.8a}
\end{equation*}
$$

$$
\begin{equation*}
\left(\frac{r}{r_{i}}\right)^{n-1}=1-(n-1)\left(\frac{H}{r}\right)+\frac{(n-1) n}{2}\left(\frac{H}{r}\right)^{2}-\frac{(n-1) n(n+1)}{2 \times 3}\left(\frac{H}{r}\right)^{3}+\cdots \tag{2.8b}
\end{equation*}
$$

Inserting these expansions into (2.5) with

$$
d v=r_{i}^{2} d H d \sigma
$$

we arrive at

$$
\delta V(N)=\delta V^{(0)}(N)+\delta V^{(1)}(N)+\delta V^{(2)}(N)+\cdots
$$

where

$$
\begin{align*}
& \delta V^{(0)}(N)=\iint_{\sigma}^{H} \int_{0}^{H} \mu H \delta_{N}(\psi) d H d \sigma  \tag{2.9b}\\
& \delta V^{(1)}(N)=\frac{1}{r} \iint_{\sigma} \int_{0}^{H} \mu H^{2} \delta_{N}(\psi) d H d \sigma \tag{2.9c}
\end{align*}
$$

and

$$
\begin{equation*}
\delta V^{(2)}(N)=\frac{1}{3 r^{2}} \iint_{\sigma} \int_{0}^{H} \mu H^{3} Q_{N}(\psi) d H d \sigma \tag{2.9d}
\end{equation*}
$$

where

$$
\delta_{N}(\psi)=\sum_{n=0}^{N}(2 n+1) P_{n}(\cos \psi)
$$

and

$$
Q_{N}(\psi)=\frac{1}{2} \sum_{n=0}^{N}(2 n+1)(n+1) n P_{n}(\cos \psi)
$$

Let the spherical harmonic expansion of a function $f$ be convergent. Then it is easily shown that
(2.9a)

$$
\begin{equation*}
\frac{1}{4 \pi} \iint_{\sigma} f(Q) \delta_{N}\left(\psi_{P Q}\right) d \sigma_{Q} \rightarrow f(P) \quad, N \rightarrow \infty \tag{2.10}
\end{equation*}
$$

If the point of computation ( $P$ ) is located on or outside the surface of the Earth, then

$$
f(P)=\int_{0}^{H} \mu H d H=0
$$

and

$$
f(P)=\int_{0}^{H} \mu H^{2} d H=0
$$

and it follows that (2.9b) and (2.9c) vanish as $N$ approaches infinity:

$$
\delta V^{(0)}(N) \rightarrow 0 \quad \text { and } \quad \delta V^{(1)}(N) \rightarrow 0 \quad \text { as } \quad N+\infty
$$

$$
\begin{equation*}
\delta V^{(2)}(N)=\frac{\mu}{12 r^{2}} \iint_{\sigma} H^{4} Q_{N}(\psi) d \sigma \tag{ווו}
\end{equation*}
$$

Except for the sign the formulas (2.9d) and (2.11) agree with formulas (15) and (24) of Petrovskaya and Lobkova (1982) derived from Brovar's integral formula. Furthermore they presented the following formula (with opposite sign)

$$
\begin{equation*}
\delta V^{(2)}(N)=\frac{r}{6 \pi} \iint_{\sigma} \Delta g\left(\frac{H}{r}\right)^{3} Q_{N}(\psi) d \sigma \tag{2.12}
\end{equation*}
$$

where $\Delta g$ is the gravity anomaly at the surface of the Earth. Jekeli (1981, 1982) gave a similar formula where $\Delta g$ is replaced by a surface density (in practice derived from surface gravity anomalies).
3. Some numerical results and discussion

Petrovskaya and Lobkova (1982) derived a closed formula for the function $Q_{N}(\psi):$

$$
2 Q_{N}(\psi)=\frac{2(N+1)}{(1-t)^{2}}\left\{P_{N+1}(t)-P_{N}(t)\right\}+\frac{(N+1)^{2}}{1-t}\left\{(N+2) P_{N}(t)-N P_{N+1}(t)\right\}
$$

(2.13)
where

$$
t=\cos \psi
$$

(Note that we have slightly corrected their formula.)

Finally Petrovskaya and Lobkova (ibid.) gave the formula

$$
Q_{N}(0)=N(N+1)^{2}(N+2) / 4
$$

This formula is given in Table 1 for some $N$.

Table 1. $Q_{N}(0)=N(N+1)^{2}(N+2) / 4$

| $N$ | 100 | 200 | 300 | 400 | 500 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $Q_{N}(0)$ | $2.60: \times 10^{7}$ | $4.08 \times 10^{8}$ | $2.05 \times 10^{9}$ | $6.46 \times 10^{9}$ | $1.58 \times 10^{10}$ |

In Figure 1 we illustrate $Q_{N}(\psi)$ sin $\psi$ for $N=100$ and 300 and for comparison we give also $F(\psi)=1 / 2 S(\psi)$ sin $\psi$, where $S(\psi)$ is Stokes' function. From the figure we conclude that $F(\psi)$ is much smoother than $Q_{N}(\psi)$, which fluctuates


more and more around the $\psi$-axis as $N$ increases (the period is approximately $2 \pi / N$ ). This effect and the roughness of argument $H^{4}$ of (2.9d) and (2.11) or $\Delta g H^{3}$ of (2.12) implies that the result of a numerical application is very sensitive to the size of the used blocks or compartments for the numerical integration. Jekeli (1981) used the block size 0.6 . Some of his results are given in Figure 2. He suggested that the reduced downward continuation error at the degree 300 is a consequence of the different nature of the exterior and interior series of expansion. On the contrary we believe that this result is a smoothing effect due to too large blocks ( 0.6 ) for this high degree expansion. In addition one has to consider that the topographic data was actually limited to $1^{0}$ block size and that within this limit down to 0.6 the data was artificially generated.

Jekeli's excellent work is certainly the most extensive contribution so far to solve the downward continuation problem. However from the above concerns we conclude that the size of the error of high degree spherical harmonic expansions ( $N \geq 300$ ) is still an open question.

## 4. An Example

A disturbing point mass $M$ is located outside the mean earth sphere of radius $R_{0}$ (see Figure 3).


In an arbitrary point $P(r, \psi)$ outside $M(\psi=$ spherical distance from the center of $M$ to $P, r=$ geocentric distance to $P$ ) the disturbing potential originated in $M$ is given by:

$$
\begin{equation*}
T=\mu /\left(R^{2}+r^{2}-2 R r t\right)^{1 / 2} ; \mu=G M \tag{4.1}
\end{equation*}
$$

where
$G=$ constant of gravitation
$R=$ geocentric radius of the center of $M$
$t=\cos \psi$

Let $T$ be represented by the following truncated series of Legendre's polynomials:

$$
\begin{equation*}
T_{N}=\frac{\mu}{R} \sum_{n=0}^{N}\left(\frac{R}{r}\right)^{n+1} P_{n}(t) \tag{4.2}
\end{equation*}
$$

and the downward continuation error becomes $T_{N}-T$. The computations for $r<R$ show errors oscillating around the zero-axes with a typical minimum of its envelope at some high degree. These minima are given in Table 2 for various spherical distances $(\psi)$ to the disturbing mass. The table shows that the external spherical harmonic representation of this model within the bounding sphere has serious limitations.

Figure 3. Molodenskii's mountain.

Table 2. Numerical results with formulas (4.1) and (4.2). $N_{\text {opt }}=$ optimum degree of truncation of envelope. $\gamma=978 \mathrm{Gal}$.

| $\psi$ | $T / \gamma[m \mathrm{~m}]$ | $N_{\text {opt }}$ | $\left\|T_{N^{-T}}\right\| / T$ [\%] |
| :---: | :---: | :---: | :---: |
| $10^{\prime}$ | 23.0 | 1896 | 44.4 |
| $13^{\prime}$ | 17.8 | 1458 | 51.3 |
| $15^{\prime}$ | 15.5 | 1265 | 49.2 |
| $17^{\prime}$ | 13.7 | 1749 | 46.1 |
| $20^{\prime}$ | 11.6 | 1487 | 42.3 |
| $25^{\prime}$ | 9.3 | 1620 | 38.0 |
| $30^{\prime}$ | 7.8 | 1710 | 34.8 |
| $1^{\circ}$ | 3.9 | 1575 | 24.6 |
| $3^{\circ}$ | 1.3 | 1605 | 14.2 |
| $5^{0}$ | 0.8 | 1647 | 11.0 |
| $10^{\circ}$ | 0.4 | 1632 | 7.7 |
| $20^{\circ}$ | 0.2 | 1626 | 5.5 |
|  |  |  |  |
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On the comparison of the results of two different E-W-strainmeters
operating at Tiefenort in the period 1978-1984
Simon, $\mathrm{D}^{\mathrm{x})}$; Karmaleeva, R. M.; Latynina, L. A. ${ }^{\text {x }}$ )

## Surmery

The paper contributes to the possible application of tidal strainmeters for measurements of recent crustal movements.

The records of two E-W-strainmeter of different type were analyzed. The inatruments are measuring since 1978 simultaneously at the Tiefenort station, 5 meters distant from each other.

The first result of the comparison between the corresponding tidal, thermoelastic and secular components of the records of both the strainmeters was that there are no essential instrumental falsifications. It seems that the use of laser interferometrio calibration methods and the good protection of the instruments against meteorological influences allows the neglection of the instrumental disturbance components in the first approximation.

As the second main result of the simultaneous strainmeter records at the Tiefenort station must be regarded the detection of significant local components induced by the cavity effect and the pressure of the overburden.

By measurements with two strainmeters operating in the vertical direction it was shown that the amplitudes of the above mentioned local components can be diminished distinctly by an optimal choice of the measuring places.

In this connection are to consider several regulas resulting from the model calculations of HARRISON /1976/ concerning the cavity effect in tunnel-like galleries and from the calculated loading pressure situation around such tunnels.

It was shown in the case of the vertical strainmeter measurements carried out at the Tiefenort station that the consideration of such regulas leads to a decrease of the local components (cavity effect and loading influence) of about one order of magnitude.

[^2]
## Zusammenfassung

Die Aufzeichnungen zweier Strainmeter unterschiedlichen Typs, die seit 1978 an der Station Tiefenort 5 m voneinander entfernt in E-W-Richtung aufgestellt sind, werden analysiert. Es zeigten sich keine wesentlichen instrumentell bedingten Störungen, da die Geräte gut gegenüber äußeren Einflüssen geschützt sind und mit einem interferometrischen Verfahren mit Hilfe eines Lasers geeicht werden.

Mit zwei Vertikalstrainmetern konnte gezeigt werden, daß der Einfluß lokaler Strainstörungen durch eine geeignete Wahl des Aufstellungsortes um etwa eine Größenordnung reduziert werden kann. In diesem Zusammenhang sind die Ergebnisse der Modellrechnungen von HARRISON /1976/ bezüglich der Hohlraumeffekte und die Einflüsse der Luftdruckbelastungen zu beachten.

Certain errors of the measurements of recent crustal movements are difficult to detect since the data were received from measuring campaigns which differ very much in time. There are no informations concerning the processes which run down in the time between the measuring campaigns. As a consequence several authors propose continuous tilt and strain records in special test areas.

It seems that long-basic watertube tiltmeters are suitable instruments for such a purpose, since the results of tilt measurements at the Königstein station are in a good agreement with the correspondend datas of the precision nivellements (LORENZ /1984/).

Concerning the possible application of tidal strainmeters for measurements of recent crustal movements there are no experiences. In the most papers the strainmeter records are to short for a determination of the secular oomponents (VARGA /1984/). For the estimation of the secular strain rates and

- the instrumental errors
- the meteorological strain components
- and the influences of the local cavity distribution, geology and topography, respectively
better founded informations are to receive from simultaneous records of strainmeters of different type.

In the present paper are used for this purpose the reoords of two horizontal E-W-strainmeters of different type operating at the Tiefenort station in 1978-1984. The instruments, a wire strainmeter with a length of 24.99 m and a quartz tube one of 26.30 m are installed 5 meters distant from each other. The first part of the records of the quartz tube strainmeter was excluded from the analysis, aince as a consequence of certain irregularities of the records R. M. KARMALEEVA found a crack in the quartz tube and changed a part of it in May, 1980. Since the repair the instrument works normal.

Both the instruments are calibrated by magnetostrictive lengthenings of the measuring normals. The amplitudes of the magnetostriotive impulses were determined by laser interferometric measurements with an accuracy of about $\pm 2 \%$. The acouracy of the relative calibration reach $\pm 0.5 \%$. A digital output of the strainmeters in short time steps allows the elimination of heating influences of the calibration coil and the small tidal
variation in the time of calibration.

First informations concerning the amplitudes of the instrumental and local strain components induced by the cavity effect were deduced from the observed parameters of the tidal strain waves. For this purpose are used the harmonic constants of the lunar diurnal and semidiurnal waves $O_{1}$ and $M_{2}$, which contain only amall meteorological constituents.

Table 1 shows that the difference between the observed amplitudes of the large $0_{1}$ waves is smaller than the error of the absolute calibration.

The little amplitudes of the $M_{2}$ waves are a consequence of a zero amplitude of the corresponding body strain wave appearing in the geocentrical latitude of $51.3^{\circ} \mathrm{N}$, calculated for the Earth model of WAHR /1982/. The latitude of the Tiefenort station is about $50.8^{\circ} \mathrm{N}$, therefore in the observed $\mathrm{M}_{2}$ wave the ocean loading component dominates.

On the other hand the ocean loading component of the observed $0_{1}$ wave is very small since in the Atlantic the ooean tides with the period of the $0_{1}$ wave reach only $1 \%-$ $10 \%$ of that of the corresponding $M_{2}$ waves. Consequently it is possible to estimate the amplitude of the local component of the $O_{1}$ wave by a comparison of the observed and the theoretical "in phase" components of $O_{1}$. The observed amplitude is about $7 \%$ larger than the calculated one.

This amplitude difference was interpreted mainly as an influence of the cavity effect. Since the instruments are installated between the walls of the gallery and near the end of it (fig. 2), where according to the model calculations of HARRISOR /1976/ the cavity effect usually has a relative maximum.

On the other hand the influences of the local geology and topography are considered as to be small since the salt deposit near the station is homogeneous and the relief of the Earth surface near the station is rather small.

Fig. 1 shows the long periodic components of the strainmeter records. Here as before in the case of the tidal waves the outputs of both the instruments agree very good. The main components of strain variations in the period range of half a day to several years was measured by the two strainmeters of different type with comparable amplitutes and phases. Therefore, if we analyse these components, it seems to be possible to neglect the instrumental errors of the records in the first approximation.

In fig. 1 at the first sight are to distinguish two different components of the long periodic strain variations: the first one has a period of about one year, the second one seems to be a linear component.

In order to explain the yearly period measurements of rock temperature begun in Jane 1982 at 7 different boreholes located inside and outside of the station. The drill holes are 40 cm deep and equipped with reading thermometers having a graduation of $0.01^{\circ} \mathrm{C}$ or $0.1^{\circ} \mathrm{C}$, respectively. The locations of the measuring places are shown in Pig. 2.

Two different atreams of fresh air flow along the boundaries of the station, which is protected against the air streams by thick walls and double doors. During the period 1982 - 1984 inside the station no variation of rock temperatures were measured within $\pm 0.01^{\circ} \mathrm{C}$. But outaide of the atation at the measuring places No. 1 and 7 located at distanoes of about 300 m or 400 m respectively, from the entrance of the station, the double amplitudes of the yearly temperature variations reaoh about $6^{\circ} \mathrm{C}$ or $9^{\circ} \mathrm{C}$, respeotively (fig. 3).

These differenoes between the temperature waves are oaused by the different distances of the measuring plaoes to the corresponding shafte. Inside of the amplitude differenoes the temperature waves are very aimiliar. For instance in the very hot and long aumer 1983 the rook temperature was higher over a period of about 4 month than the maximal temperature in the last rainy summer. And in the winter 1983/84 the rock temperature was lower during 3 month than the oorresponding minimal temperature of the winter 1982/ 83. These phenomenas are measured analogously at both the measuring places 1 and 7. Such seasonal differences from one year to the next one are important for the interpretation of long periodio atrain variations.

In fig. 4 the horizontal strain variations are compaired with the rock temperature curves measured in both the boreholes number 1 and 7. For the explanation of the observed strain variations the rough drawing on the right hand of the figure is used.

In the cold season - here between Hovember 1983 and March 1984 - the rook are cooling and contracting consequently the salt rock in the stations area not withこatanding the constant rook temperature here must expand. The strain velocity is proportional to the heat transer or to the semperatur differences between salt rocks and the air masses.

Additional measurements of two vertical strainmeters confirm this explanation. The first instrument is installated between roof and floor, the second one in a bore hole drilled in the ground of a gallery. A rough drawing in the lower part of fig. 4 explains the situation.

According to our idea a horizontal expansion of the stations area in the wintertime must produce a diminishing of the distanoe between roof and floor of the cavity and a vertical dilatation in the ground of it, since the floor moves upwards.

Such movements are visible in fig. 5. For the comparison of the reoords of the vertical strainmeters it was necessary to exolude from the record of the floor - roof strainmeter a linear oomponent induced by influences of the pressure of overburden. This loading component has a velocity of about $2 \cdot 10^{-6} /$ year. After that the recorda of both the vertical strainmeters and of the horizontal one are in a good agreement with our model.

For instance in the last winter - between Movember 1983 and March 1984 - the horizontal EW strainmeter and the borehole instrument have measured expansion movementa, but the floor-roof vertical strainmeter a oompression. The thermoelastic components of the records of both the vertical atrainmeters are quite aymmetrioally with reference to the time axis.

The records of the vertical strainmeters and the rock temperature data are useful for an exact elimination of the thermoelastic components of the horizontal atrain records. This work is not yet finished.| Therefore fig. 6 shows only a rough approximation of the non-thermoelastic component of the horizontal atrain variations. It seems to be a linear component with a yearly atrain rate of about $2 \cdot 10^{-7}$ (dilatation).

The observed velocity of the secular strain component agrees good with the mean atrain rates, which were calculated for adjoining regions, for example for the Sexonian one. Here THURM|/1974/ calculated a mean atrain rate of about $3 \cdot 10^{-7}$ /year for the EW direotion, using the results of two trigonometric measuring campaigns which differ in time by about 60 years.

As a consequence of this and due to the good agreement between the records of two parallel instruments of different type operating at the Tiefenort atation during a period of about 4 years tidal strainmeters may be suitable instruments for measurements of recent crustal movements too. For the determination of the yearly atrain ratea of recent crustal movements from strainmeter records shorter measuring periods are necessary than in the case of trigonometric measurementa (for instance 6 years instead of 60 jears). There fore a continuous control of the atrain velocity in apecial teat areas by means of such instruments seems to be posaible.

Furthermore the measuring resulta of both the vertical strainmeters have shown that essential improvements of the regional representativeness of the measured atrain rates and the tidal parameters may be reached by changes of the measuring places.

Both the instrumenta differ only in the location and in the manner of installation; their measuring aystems are quite the same.

The records of the floor-roof vertical atrainmeter are disturbed by large local loading and meteorological components. These effects are diminished in the case of the bore hole instrument as follows

1. the mining loading strain is diminished by a factor of $K_{1}$ a 10 (see fig. 4)
2. the barometric pressure effects (loading and instrumental ones) are diminished by a factor of 8 (absolutely) or 3, relatively,
3. the cavity effect seems to be smaller than $1 \%$, since the first harmonic analysis of a record of 110 days reaults a $M_{2}$-Amplitude of
$e_{r r}^{o b s}\left(M_{2}\right)=35.66 \cdot 10^{-10}$ :
the corresponding theoretical amplitude was calculated according to the Earth model of VAHP

$$
e_{r r}^{o}\left(M_{2}\right)=35.93 \cdot 10^{-10}
$$

Analogous improvements of the regional representativeness of the measuring reaults are to reach in the case of horizontal strainmeters too. For this purpose we must consider several regulas reaulting from the model calculations of HARRISOM/1976/

Table 1. Station Tiefenort/GDR
Tidal results of the EW strainmeter 1978-1984

| year | record. month | $\begin{aligned} & e_{\lambda \lambda}\left(O_{1}\right) \text { wire } \\ & A \times 10^{-10} \text { z } \end{aligned}$ | $\begin{aligned} & e_{\lambda \lambda}\left(0_{1}\right) \\ & A \times 10^{-10} \end{aligned}$ |  | record. month |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1978 | 12 | $72.184 \quad 0.97^{\circ}$ |  |  |  |
| 1979 | 12 | $71.6431 .16^{0}$ |  |  |  |
| 1980 | 12 | $71.872 \quad 2.95{ }^{\circ}$ | 72.213 | $1.16^{\circ}$ | 6 |
| 1981 | 12 | 72.338 3.830 | 70.645 | $1.74{ }^{\circ}$ | 12 |
| 1982 | 12 | $74.220 \quad 3.75{ }^{\circ}$ | 74.624 | $2.24{ }^{\circ}$ | 12 |
| 1983 | 12 | $72.3001 .51^{\circ}$ | 71.798 | $1.97^{\circ}$ | 12 |
| 1984 | 6 | 72.571 2.51 ${ }^{\circ}$ | 71.637 | $0.85{ }^{\circ}$ | 6 |
| mean |  | $\begin{array}{rr} 72.590 & 2.38^{\circ} \\ 0.762 & 1.19^{\circ} \end{array}$ | $\begin{array}{r} 72.183 \\ 1.481 \end{array}$ | $\begin{aligned} & 1.59^{\circ} \\ & 0.57^{\circ} \end{aligned}$ |  |
| WAHR model |  | $67.368 \quad 0^{0}$ | body strain wave |  |  |
| year | record. <br> month | $\begin{aligned} & e_{\lambda \lambda}\left(M_{2}\right) \text { wire } \\ & A \times 10^{-10} x \end{aligned}$ | $\begin{aligned} & e_{\lambda \lambda}\left(M_{2}\right) \\ & A \times 10^{-10} \end{aligned}$ | tube <br> $x$ | record. month |
| 1978 | 12 | $5.042-64.82{ }^{\circ}$ |  |  |  |
| 1979 | 12 | $4.708-68.62^{\circ}$ |  |  |  |
| 1980 | 12 | $4.921-56.48{ }^{\circ}$ | 4.912 | $-64.48^{0}$ | 6 |
| 1981 | 12 | $4.665-66.99^{\circ}$ | 4.827 | $-58.53^{0}$ | 12 |
| 1982 | 12 | $4.897-64.23^{0}$ | 4.372 | $-56.44^{0}$ | 12 |
| 1983 | 12 | $4.500-58.23^{\circ}$ | 4.394 | -59.520 | 12 |
| 1984 | 6 | $4.980-59.47^{\circ}$ | 4.558 | $-62.46^{\circ}$ | 6 |
| mean |  | $\begin{array}{rr} 4.816 & -62.69^{\circ} \\ 0.195 & 4.65^{\circ} \end{array}$ | $\begin{aligned} & 4.613 \\ & 0.247 \end{aligned}$ | $\begin{array}{r} -60.29^{\circ} \\ 3.19^{\circ} \end{array}$ |  |
| WAHR | del | 1.557 0 ${ }^{\circ}$ | body strain wave |  |  |

concerning the oavity effeot in galleries or tunnels of elliptic cross-sections and the loading pressure situation around such tunnels.

The amplitudes of the looal strain components induced by loading influenoes and the cavity effect have a relative minimum at measuring places in the floor and near the symmetry axis of the gallery and distant from its ends.

Fig. 7 shows the old and the new manner of installation of the horizontal strainmeters at the Tiefenort station.

The first instrument is installed about 1 m above the floor between the walls of the gallery and near the end of it. The second strainmeter operates in an artifical cleft with a depth of about 80 cm drilled into the floor near the middle axis of the gallery and distant from its end.

Two NS instruments installed in the old and the new manner record simultaneously since the autumn of 1984. For the determination of the amplitudes of the different local components a recording period of about 1 year seems to be necessary.
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## List of figure captions

Fig. 1. The longperiodic components of the EW strainmeter records W wire instrument; $Q$ quartz tube instrument
Fig. 2. Map of the station and its surroundings
4 fresh air streams
T1, ...TT measuring plaoes of the rock temperature EW' ${ }^{\circ}$, EW II (tube) measuring places of the horizontal VI, VII (borehole) and vertical strainmeters
Fig. 3. Results of the rock temperature measurements $1982-1984$ in the boreholes T1 - T7
Fig. 4. Lefthand: comparison between the records of the EW strainmeter EW I and the results of rock temperature measurements in the borehole $T 1$; Righthand, upper part: model of the horizontal strain variations inside and outside of the station during the wintertime; Righthand, lower partz model of the vertical strain variations inside the station during the wintertime
Fig. 5. Comparison between the longperiodic components of the records of the horizontal strainmeter EW I, the vertical strainmeter VI and VII, respectively
Fig. 6. The linear component of the long periodic strain variation in the EW direction 1978-1984 (instrument EW I)
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The old and the new manner of installation of horizontal strainmeters
Fig. 7 at the Tiefenort station

Planets around Barnard's star? ${ }^{1)}$

## by

Klaus-Günter Steinert 2)

## Summary

From Analyses of long-focus observations unseen objects may be found from perturbations in the proper motions of a star. The question is discussed under what conditions it should be possible to detect planets around the nearby Barnard's star.

## Zusammenfassung

Aus Untersuchungen von photographischen Beobachtungen an langbrennweitigen Instrumenten können aus den Störungen der Eigenbewegungen eines Sterns unsichtbare Objekte gefunden werden. Es wird die Frage diskutiert, unter welchen Bedingungen es möglich sein sollte, Planeten um den benachbarten Barnardschen Stern zu entdecken.

## 1. Introduction

In 1844 F.W. Bessel pointed out that irregularities in the proper motions of stars indicate the existence of unseen companions. Indeed some decades later companions of Sirius and Procyon announced by Bessel were found by Clark in 1862 and by Schaeberle in 1896 resp. with visual refractors. The history of discovering the planets Neptune and Pluto is very similar.

1) Mitteilung des Lohrmann-Observatoriums der TU Dresden Nr. 52
2) Technische Universität Dresden, Sektion Geodäsie und Kartographie. DOR-8027 Dresden, Mommsenstraße 13

By means of long-focus photographic astrometry 50 years ago the first unseen companion of a star, that means the component o of a visual binary (Ross 614) was discovered from series of observations and analyses of the perturbation in proper motion over nine years. Twenty years later the object was seen and photographed in its apastron. The next one was VW Cephei. Since this time the method of discovering double star companions by long-focus photography in astrometry was developed and there is no doubt about the usefulness of it. Systematic search began already in the middle of the thirties at several observatories. Intensive work in this field was done at the Sproul Observatory Swarthmore, Pennsylvania, using the well known 61 cm refractor with 10.93 m focal length.

As the amplitudes of unseen astrometric companions of the explored binaries are about O.1", the determination of period, excentricity and periastron passage is very accurate. To determine the perturbations of a star's proper motion in principle Schlesinger's method of dependences is used. To avoid effects of magnitude equation it is necessary to select reference stars having magnitudes of the same order as the objects (field stars) to be investigated. The period of observation depends of course on the period of orbital motion of a star and its companion around their common barycenter.
In the case of faint nearby visual binaries as a rule this astrometric technique is quite valuable and may be regarded as fully developed (v.d. Kamp, 19B1).

## 2. Barnard's star

Besides this it should be possible to apply this method of finding companions of stars from perturbations in their proper moion for the discovery of planets around nearby stars. It is evident that in this case the necessary accuracy is the larger the more distant the star and the closer the planet is to it. Of course the demanded accuracy also depends on the mass ratio of star and planet.

The smallest stars have about 0.07 times the solar mass.Smaller tradiction by other authors. Especially W.D. Heintz (1980) from objects are according to our present knowledge black dwarfs, and if smaller than 0.005 solar masses planets, that means objects which are not able to develop nuclear energy, Compared to this Jupiter's mass is 0.001 solar mass.
After w.D. Heintz (1980) it is necessary to secure an accuracy in determining the perturbations of proper motions, and to derive the existence of a perturbing body better than 0.01" over a long period of observations. 8ecause the orbital period of a presumed planet is previous unknown, the series of observations must be extended over some decades. In the case of Barnard's star Peter van de Kamp $(1981,1983)$ has used observations with the Sproul refractor started in 1938. That means for his latest results v.d. Kamp (1983) could use the material of 1200 nights from 44 years (1938-1982), each night with Sproul observatory negates absolutely the reality of the planets found by v.d. Kamp. His main contra-arguments are:

- v.d. Kamp's curves mentioned above reflect instrumental errors which can also be found from observations of other stars made at the Sproul refractor
- a systematical accuracy of $0.01^{\prime \prime}$ can not be reached from photographic plates over a field of 20', as it was used by v.d. Kamp with the Sproul refractor; that means $10^{-5}$ relatively
- proper motion and parallax of Barnard's star are very large compared with the presumed perturbations.
These contra-arguments are to be compared with P.v.d. Kamp's results and discussed to consider some facts for clearing up the problem, because it is of cosmogonic importance and inabout four plates, each of them with up to 5 expositions. Since directly it is connected with SETI.
1975 v.d. Kamp made some analyses for finding planets around Barnard's star from the perturbations of its proper motion. The 3. Conclusions results obtained by him depend on the boundary conditions considered by van de Kamp. With the following dates for Barnard's star: Red dwarf; apparent magnitude $9.5^{\text {m }}$; spectral type M 5; mass 0.14 solar masses; parallax 0.547"; distance 6.0 light years; proper motion 10.31 "/year v.d. Kamp (1983) got from the analysis of perturbations in proper motion the following results: there are existing two planets around Barnard's star, having radii of circular orbits 2.7 and 3.9 astronomical units resp.. masses of 0.6 and 0.4 times the mass of Jupiter resp. and orbital periods of 12 and 20 years resp.. Representations of the perturbation curves of Barnard's star

In the opinion of the author there are some facts pro and contra the results as well of $V$.d. Kamp as of Heintz.
An accuracy of $10^{-5}$ can be reached in photographic astrometry. That was proved with plates of the $2-m-S c h m i d t$ in the Lohrmannprogram. Main condition for this is of course a long-time constancy of the instrument's adjustment.

Such a constancy may be doubted for the Sproul refractor, because there were some changes in the construction and adjustment of the instrument. The dates of these events were 1941.82, 1949.21, 1957, and 1966. It is very likely that they have incaused by these presumed planets are to be found in v.d. Kamp's fluenced anyhow the results of V.d. Kamp's analysis of the publications (1981, 1983). The curves having a semi-amplitude of $0.01^{\prime \prime}$ or $0.5 \mu \mathrm{~m}$ in the focal plane of the Sproul refractor are calculated from so called normal points, i.e. mean values of alpha and delta over one year.

This interesting result of $P . V . d$. Kamp is not without con-
proper motion of Barnard's star in spite of reductions because of variations of the instrumental equation connected with these events. The simultaneous variation in both coordinates alpha and delta also point in this direction.
Using different time intervalls of Sproul observations lead to different results for the presumed planets as is shown in v.d.

Kamp's book "Stellar Paths" (1981).
Barnard's star moves very fast. Its distance from the sun becomes smaller. Therefore proper motion and parallax are changing. To avoid systematic influences accuracies of $0.2 \%$ and $4 \%$ resp. are necessary, what is possible to be reached as mentioned above.

The fact of using only four reference stars for the determination of the perturbations of Barnard's star is an other weak point for deriving the existence of planets around it, particularly because of the altering of a reference star's influence to the position of the field star. Barnard's star changes his position at the plate relatively to the tangential point of the Sproul objective for 5 mm per 10 years.

The author agrees with P.v.d. Kamp (1983) and with W.D. Heintz (1980): it is possible to find planets around nearby stars with the photographic method. However there must be fulfilled all conditions to avoid systematical influences from the instrument, from the reference stars, and from the measurement of the plates

And indeed it seems there are not yet series of observations with the quality needed and having the necessary length. References

Heintz, w.D. (1980): Die Sterne 56 (1980), Heft 1, pp. 55 - 58 V.d. Kamp, P.(1981): Stellar Paths, Reidel Publishing Company Dordrecht, Boston, London
V.d. Kamp, P.(1983): Astronomische Nachrichten 304 (1983). No. 3, pp. 97 - 100

## Summary

Some geodynamic effects arising due to deformation of the Earth are investigated. In undeformed state the Earth is replaced by a sphere with radially depending density. Its deformed state is described by displacement vector field. Corresponding density disturbances are expressed in terms of the density and displacements. Further, displacement vector field is decomposed into irrotational and solenoidal parts. Gravitational changes on the Earth's surface are composed from:
1/ the changes due to density disturbances inside the Earth
1i/ the changes due to deformations of the density interfaces
iii/ the changes due to radial displacement of the observational point
Mathematical expressions are derived for the deflections of the vertical, the displacements of the principal axes of inertia, the changes of Earth's rate of rotation and its centre of gravity in terns of the density disturbances.

## 1. Introduction

The mass distribution in the Earth's interior and the shape of its surface depend on working of external and internal force fields. Generally, it is changing with time. However, such changes evoke a number of geodynamic effects: the variation of the gravitational field and rate of rotation, the displacement of the principal axes of inertia and the centre of gravity.

From external disturbing factors, the tidal effects due to planetary attraction are most important. The study of this phenomena has long history and forms an independent part of geodynamics [l].

In this paper, we will study the geodynamic consequences of Earth's deformation. Solving this problem, we choose a kinematic approach (the deformations are considered given a priori). As a result, we will derive expressions, describing above mentioned geodynamic effects in terms of the density disturbances arising from deformation.

According to fundamental theorem of vectoranalysis, any displacement vector field $\vec{u}$ may be resolved into irrotational and solenoidal parts

$$
\text { (1) } \vec{u}=\vec{u}_{1}+\vec{u}_{2}, \quad \operatorname{rot} \vec{u}_{1}=0, \quad \operatorname{div} \vec{u}_{2}=0
$$

Eqs.(1) will be satisfied by putting
(2) $\vec{u}_{1}=\operatorname{grad} \varphi, \quad \vec{u}_{2}=\operatorname{rot} \vec{A}$.

The quantities $\boldsymbol{\varphi}, \vec{A}$ are called scalar and vector potentials. Introducing spherical co-ordinates $r, \vartheta, \lambda$ we can expand $\mathcal{P}$ in the follow-
ng manner
(3) $\varphi(r, v, \lambda)=\sum_{n=0}^{\infty} \sum_{m=0}^{n} \varphi_{n}(r) P_{n}^{m}(z)\left[\partial_{n}^{m} \cos m \lambda+b_{n}^{m} \sin m \lambda\right]$,
where $P_{n}^{m}(z)$ are associated Legendre polynomials and $z=\cos V$.
The solenoidal part of the displacement field can be written as
(4) $\vec{u}_{2}=\operatorname{rot}\left(\vec{A}_{r}+\vec{A}_{t}\right)=\operatorname{rot} \vec{A}_{r}+\operatorname{rot} \vec{A}_{t}=\vec{u}_{2}^{T}+\vec{u}_{2}$,
where $\overrightarrow{A_{r}}$, resp. $\vec{A}_{t}$ is vector potential in direction of the position vector $\vec{r}$, resp. in direction perpendicular to $\vec{r}$. Therefore, we may put (5) $\quad \vec{A}_{r}=\operatorname{Tr}_{r}, \quad \overrightarrow{A_{t}}=\operatorname{rot}(S \vec{r})=\operatorname{grad} S \times \vec{r}$.

Here so-called toroidal and spheroidal defining scalars [2] T, S can be again divided into their spherical harmonics components

## 3. Density disturbances

Let us consider a volume element $d q$ and corresponding mass element dm. In reference state before de'formation is

$$
\begin{equation*}
d m=F_{0}(\vec{r}) d a, \tag{7}
\end{equation*}
$$

where $F_{o}(\vec{r})$ is density in a point with position vector $\vec{r}$. In disturbed state after deformation it holds

$$
\begin{equation*}
d m=F(\vec{r}+\vec{u}) d q^{\prime}, \tag{8}
\end{equation*}
$$

where $\vec{u}$ is displacement vector and $d \boldsymbol{q}^{\prime}$ deformed volume element. In view of $\vec{u}$ is small quantity, we can write
(9) $F(\vec{r}+\vec{u})=F_{0}(\vec{r})+f(\vec{r})+\vec{u} . \operatorname{grad} F_{0}(\vec{r})$.

Here $f$ is density disturbance, which is supposed to be small. The change of a volume element is given by expression [3]

$$
\begin{equation*}
d q^{\prime}=(1+\operatorname{div} \vec{u}) d \tau . \tag{10}
\end{equation*}
$$

From the condition of equality of right-hand sides of Eqs.(7),(8) with a view to (9),(10) we arrive at
(II) $f=-\left(\vec{u} \cdot g \operatorname{rad} F_{0}+F_{0} \operatorname{div} \vec{u}\right)=-\operatorname{div}\left(F_{0} \vec{u}\right)$.

This formula gives density disturbance as a function of reference density and displacement.

We will suppose radially dependent density in the reference state: $F_{0}(\vec{r})=F_{0}(r)$. Then, with a view to (1), (2) Eq. (1l) reduces to

(12) $f=-\left(u_{r} F_{0}^{\prime}+F_{0} \Delta \varphi\right)$,
where the prime indicates a derivative with respect to radial co-
ordinate $r$. Further, in spherical coordinates holds [4]
(13) $\Delta \varphi=\frac{1}{r^{2} \sin v}\left[\left(r^{2} \varphi^{\prime}\right)^{\prime} \sin v+\frac{\partial}{\partial v}\left(\sin v \frac{\partial \varphi}{\partial v}\right)+\frac{1}{\sin v} \cdot \frac{\partial^{2} \varphi}{\partial u^{2}}\right]$.

Finally, after expression of the radial displacements from Eqs.(2),(4),
(5) we arrive at
(14) $f=\sum_{n=0}^{\infty} \sum_{m=0}^{n}\left[\alpha_{n}(r)\left(\partial_{n}^{m} \cos m u+b_{n}^{m} \sin m u\right)+\right.$

$$
\begin{aligned}
& n=0\left.+B_{n}(r)\left(c_{n}^{m} \cos m u+d_{n}^{m} \sin m u\right)\right] P_{n}^{m}(z)= \\
&=\sum_{n=0}^{\infty}\left[\alpha_{n}(r) Y_{n}^{\alpha}\left(v_{1} u\right)+B_{n}(r) Y_{n}^{\beta}(v, u)\right],
\end{aligned}
$$

where radial functions $\alpha_{n}(r), B_{n}(r)$ are defined as follows

$$
\begin{align*}
& \text { (15) } \quad \alpha_{n}(r)=\frac{F_{0}}{r^{2}}\left[n(n+1) \varphi_{n}-\left(r^{2} \varphi^{\prime}\right)^{\prime}\right]-F_{0}^{\prime} \varphi_{n \prime}^{\prime}  \tag{21}\\
& \text { (16) } \quad B_{n}(r)=-\frac{n(n+1)}{r} F_{0}^{\prime} S_{n}
\end{align*}
$$

4. Gravitational effects due to density disturbances inside the Earth

Let us suppose Earth's model according to Fig.l. Here outer surface
 $r=R$ corresponds to Earth ${ }^{\text {\& }}$ surface and $r \neq R_{i}$ corresponds to core-mantle boundary. (24) Bearing in mind that deformations are confined to solid part of the Earth, we can write the expression for disturbing gravitational pofential
(17) $T_{1}(P)=x \int_{R_{i}}^{R} \int_{0}^{\pi} \int_{0}^{2 \pi} f(Q) \rho^{-1} r^{2} \sin v d r d v d u$,
where $P$ denotes a fixed point at the Earth's surface and $Q$ current point of integration. From the theory of spherical harmonics are known following formulae [5]
(18) $\frac{1}{\rho}=\sum_{n=0}^{\infty} \frac{r^{n}}{R^{n+1}} P_{n}(\cos \psi), \quad r \leqslant R$,
where
(19) $4 \pi Y_{n}(\theta, \Lambda)=(2 n+1) \int_{0}^{\pi} \int_{0}^{2 \pi} Y_{n}(v, \lambda) P_{n}(\cos \psi) \sin v d v d v$.

Then, after integration of Eq. (17) we obtain
(20) $T_{1}(P)=4 \pi x \sum_{n=0}^{\infty} \frac{Y_{n}(\Theta, \Lambda)}{(2 n+1) R^{n+1}}$,

$$
Y_{n}=Y_{n}^{\alpha} \int_{R_{i}}^{R} \alpha_{n}(r) r^{n+2} d r+Y_{n}^{B} \int_{R_{i}}^{R} B_{n}(r) r^{n+2} d r
$$

The change of gravitational acceleration is
(22) $\delta_{g_{1}}(P)=-\frac{\partial T_{1}}{\partial R}=4$ т $x \sum_{n=0}^{\infty} \frac{(n+1) Y_{n}\left(\theta_{1} n\right)}{(2 n+1) R^{n+2}}$.

Finally, changes in the direction of the vertical are
(23) $\mathrm{e}_{1 \vartheta}(P)=\frac{\partial T_{1}}{g R \partial \theta}=\frac{4 \pi x}{g} \sum_{n=0}^{\infty} \frac{\partial Y_{n}(\theta, \Lambda)}{(2 n+1) R^{n+2} \partial \theta}$,

$$
e_{1 \Lambda}(P)=\frac{\partial T_{1}}{g R \sin \theta \partial \Lambda}=\frac{4 \pi x}{g \sin \theta} \sum_{n=0}^{\infty} \frac{\partial Y_{n}(\theta, \Lambda)}{(2 n+1) R^{n+2} \partial \Lambda} .
$$

5. Gravitational effects due to deformation of the density interfaces

Our density model $F_{0}(r)$ contains two clean-cut density interfaces: core-mantle boundary $r=R_{i}$ and Earth's surface $r=R$. Clearly, there are jumps in the reference density $\Delta F_{0}\left(R_{i}\right)=\sigma_{i}$ and $\Delta F_{0}(R)=\sigma$. We will investigate corresponding gravitational effects by means of simple layers with surface densities
(25) $\mu\left[\binom{R_{i}}{R}, v, \lambda\right]=\binom{\sigma_{i}}{6} u_{r}\left[\binom{R_{i}}{R}, v, \lambda\right]$,
where $u_{r}$ denotes radial component of the displacement. Further, at the interfaces we can use developments in surface spherical harmonics (26) $u_{r}\left[\binom{R_{i}}{R}, v, \lambda\right]=\sum_{n=0}^{\infty} \sum_{m=0}^{n}\left[\binom{u_{n i}^{m}}{u_{n}^{m}} \cos m \lambda+\binom{v_{n i}^{m}}{v_{n}^{m}} \sin m \lambda\right] P_{n}^{m}(z)=$ $=\sum_{n=0}^{\infty}\left[\binom{U_{n i}}{U_{n}}(v, \lambda)\right]$.

The potential arising from the deformation of Earth's surface (27) $T_{2}(P)=\mu \sigma R^{2} \int_{0}^{\pi} \int_{0}^{2 \pi} u_{r}(R, v, \lambda) \rho^{-1} \sin \theta d v d \lambda$.

Now, we must separate two cases. First, if the observational point $P$ is rising, then its radial distance $r_{P}>R$ because $u_{r}(P)>0$. In this case
(28) $\quad-\frac{1}{\rho}=\sum_{n=0}^{\infty} \frac{R^{n}}{r_{p}^{n+1}} P_{n}(\cos \psi)$,
$\begin{aligned} \rho & \sum_{n=0} r_{p}^{n+1} \\ T_{2}(P) & =49 \pi 36 \sum_{n=0}^{\infty} \frac{U_{n}(\Theta, 1) R^{n+2}}{(2 n+1) r_{p}^{n+9}} .\end{aligned}$
On the other hand, for sinking point $P$ is $r_{P}<R, u_{r}(P)<0$ and
(30) $\quad \frac{1}{\rho}=\sum_{n=0}^{\infty} \frac{r_{p}^{n}}{R^{n+1}} P_{n}(\cos \psi) 1_{n}$
(31) $T_{2}(P)=4$ grad $\sum_{n=0}^{\infty} \frac{U_{n}(\theta, \Lambda) r_{p}^{n}}{(2 n+1) R^{n-1}}$.

Finally, for unchanged point $P / u_{r}(P)=0 /$ Eqs.(29), (31) reduce to (32) $T_{2}(P)=4$ т $\operatorname{mot} R \sum_{n=0}^{\infty} \frac{U_{n}(\theta, \Lambda)}{2 n+1}$.

The derivative of Eqs.(29), (31) with respect to ( $-r_{P}$ ) and putting
$r_{P}=R$ gives
(33) $\quad \delta_{g_{2}}(P)=4 \pi \times 6 \sum_{n=0}^{\infty} \frac{n+1}{2 n+1} U_{n}(\theta, \Lambda), \quad u_{r}(P)>0$,
(34) $\delta g_{2}(P)=-4 \pi \operatorname{\pi r\sigma } \sum_{n=0}^{\infty} \frac{n}{2 n+1} U_{n}(0, \Lambda), \quad u_{r}(P)<0$.

From this expression we immediately obtain

$$
\begin{align*}
& \delta_{g_{2}}^{i}(P)=4 \pi x \sigma_{i} \sum_{n=0}^{\infty} q^{n+2} \frac{n+1}{2 n+1} U_{n i}\left(\Theta_{1} \Lambda\right), \\
& e_{2 v}^{i}(P)=\frac{4 \pi x \sigma_{i}}{5} \sum_{n=0}^{\infty} q^{n+2} \frac{\partial U_{n i}\left(\theta_{1} \Lambda\right)}{(2 n+1) \partial \Theta},  \tag{39}\\
& e_{2 \lambda}^{i}(P)=\frac{4 \pi x \sigma_{i}}{\rho \sin \theta} \sum_{n=0}^{\infty} q^{n+2} \frac{\partial U_{n i}(\theta, \Lambda)}{(2 n+1) \partial \Lambda}, \tag{40}
\end{align*}
$$

6. Gravitational effects due to surface deformation at the
observational point
Owing to radial displacement, the observational point $P(R, \Theta, \Lambda)$ is shifted in $P^{\prime}\left(R+u_{r}, \theta, 1\right)$. Corresponding disturbing potential will be (41) $\quad T_{3}(P)=\frac{d}{d R}\left(\frac{x M}{R}\right) u_{r}=-\left(\frac{x M}{R^{2}}\right) u_{r}=-g u_{r}$,
where $M$ is the mass of the Earth. Disturbing gravitational effect is

$$
\begin{equation*}
\delta_{g_{3}}(P)=-\frac{\partial T_{3}}{\partial R}=-\frac{2 x M}{R^{3}} u_{r}=-\frac{2}{R} g u_{r} \tag{42}
\end{equation*}
$$

The changes in the direction of the vertical, resulting from a surface deformation at the observational point are

$$
\begin{align*}
& e_{3 v}(P)=-\frac{\partial u_{r}}{R \partial \theta}=-\frac{1}{R} \sum_{n=0}^{\infty} \frac{\partial U_{n}(\theta, \Lambda)}{\partial \theta}  \tag{43}\\
& e_{3 u}(P)=-\frac{\partial u_{r}}{R_{\sin \theta \partial \Lambda}}=-\frac{1}{R \sin \theta} \sum_{n=0}^{\infty} \frac{\partial U_{n}(\theta, \Lambda)}{\partial \Lambda} \tag{44}
\end{align*}
$$

7. The disturbance in the Earth's rate of rotation

The changes in the direction of the vertical are found from (32)
(35) $e_{2 v}(P)=\frac{4 \pi x \sigma}{\sigma} \sum_{n=0}^{\infty} \frac{\partial U_{n}(\theta, \Lambda)}{(2 n+1) \partial \theta}$,
(36) $e_{2 \lambda}(P)=\frac{4 \pi \pi \sigma}{5 \sin \theta} \sum_{n=0}^{\infty} \frac{\partial U_{n}(\theta, \Lambda)}{(2 n+1) \partial \Lambda}$.

In the similar way, the potential arising from deformation of
Earth's core-mantle boundary is given by $(\theta, \Lambda)$
(37) $T_{2}^{i}(P)=4 \pi x \sigma_{i} R_{i} \sum_{n=0}^{\infty} q^{n+1} \frac{U_{n i}(\theta+1}{2 n+1}, \quad q=\frac{R_{i}}{R}$.

Assume the Earth in the shape of a rotational ellipsoid, in the centre of which, 0 , we shall place the origin of rectangular co-ordinate system xyz. The z-axis is identical with minor axis of the elipsoid (positive direction to the north). The $x$-axis is defined by the intersection of the equatorial plane and the prime meridian and the y-axis makes up the clockwise system.

In the reference state before deformation the Earth rotates about $z$-axis with angular rate of rotation $\omega_{0}$. The principal moment of inertia with regard to z-axis is $C$. If the displacement field is ax symmetric it holds
(45) $C=C_{0}+\delta C, \quad \omega=\omega_{0}+\delta \omega, \quad \delta C \ll C_{0}, \quad \delta \omega \ll \omega_{0}$

According to third Euler's equation [6]
(46) $\frac{d}{d t}(C \omega)=0, \quad C \omega=$ const .

Then, with a view to (45) we arrive at
(47) $\frac{\delta \omega}{\omega_{0}}=-\frac{\delta C}{C_{0}}$.

It is sufficient to calculate small quantity $\delta C$ in a spherical

$$
\begin{align*}
& \text { (48) } \left.\begin{array}{rl}
\delta C & =\int_{R_{i}} \int_{0} \int_{0}^{9 \pi} f(r, v) r^{2} \sin ^{2} v d q+\int_{0}^{2 \pi} \int_{0}^{2 \pi} 6 u_{r}(R, v) R^{2} \sin ^{2} v d S+ \\
& +\int_{0}^{2 \pi} \int_{0}^{2} \sigma_{i} u_{r}\left(R_{i}, v\right) R_{i}^{2} \sin ^{2} v d S_{i}=\delta C_{1}+\delta C_{2}+\delta C_{31}
\end{array}\right) .
\end{align*}
$$

$$
\text { (49) }\left[\begin{array}{l}
d q \\
d S \\
d S_{i}
\end{array}\right]_{\delta C_{1}}=\left[\begin{array}{l}
r^{2} d r \\
R_{2}^{2} \\
R_{i}^{2}
\end{array}\right]_{\text {expresses the influenc }}
$$

in Earth's mantlon 3 are resulting from depart of density disturbance is given by
(50) $f(r, v)=\sum_{n=0}^{\infty}\left[a_{n} \alpha_{n}(r)+c_{n} \beta_{n}(r)\right] P_{n}(z)$.

Taking into account developments (26) we obtain after integration
(51) $\delta C_{1}=\frac{8 g r}{3} \int_{R ;}^{R}\left[\partial_{0} \alpha_{0}(r)+c_{0} \beta_{0}(r)\right] r^{4} d r-$
$-\frac{8}{15} \frac{\pi}{R_{i}} \int_{R_{i}}^{R_{i}}\left[\partial_{2} \alpha_{2}(r)+c_{2} B_{2}(r)\right] r^{4} d r$.

$$
\begin{aligned}
& \delta C_{2}=\frac{8 \pi}{15} 6 R^{4}\left(5 u_{0}-u_{2}\right), \\
& \delta C_{3}=\frac{8 \pi}{45} \delta \delta_{i} R_{i}^{4}\left(5 u_{0 i}-u_{2 i}\right) .
\end{aligned}
$$

8. The displacements of principal axes of inertia

In the reference state before deformation are co-ordinate axes $x, y, z$ identical with principal axes of inertia. The tensor of inertia

$$
\text { (54) } \quad T_{i j}=\left[\begin{array}{ccc}
T_{11}=A & 0 & 0 \\
0 & T_{22}=A & 0 \\
0 & 0 & T_{33}=C
\end{array}\right]
$$

contains only diagonal terms. If the mass distribution becomes axially asymmetric, then will be

$$
\text { (55) } \quad T_{i j}=\left[\begin{array}{ccc}
T_{11}=A^{\prime} & T_{12}=-F & T_{13}=-E \\
T_{21}=-F & T_{22}=A^{\prime} & T_{23}=-D \\
T_{31}=-E & T_{32}=-D & T_{33}=C^{\prime}
\end{array}\right]
$$

To the first order accuracy, for directional cosines $\xi, \mathcal{R}, \mathcal{\xi}$ of the new principal axis of inertia $z$ 'then holds $[7]$

$$
\begin{equation*}
\xi=-\frac{E}{C-A}, \quad \eta=-\frac{D}{C-A}, \quad \xi \pm 1 \tag{56}
\end{equation*}
$$

$$
\begin{aligned}
& \text { The products of inertia may be calculated from } \\
& \text { (57) }\left[\begin{array}{l}
E \\
D
\end{array}\right] \\
& =\int_{R_{i}}^{R} \int_{0}^{\pi} \int_{0}^{2 \pi} f(r, v, u) r^{2} \sin v \cos v\left[\begin{array}{c}
\cos u \\
\sin \lambda
\end{array}\right] d q+ \\
& +\int_{0}^{\pi} \int_{0}^{2 \pi} u_{r}\left(R, v_{1} \lambda\right) 6 R^{2} \sin v \cos v\left[\begin{array}{c}
\cos u \\
\sin \lambda
\end{array}\right] d q+ \\
& +\int_{0}^{\pi} \int_{0}^{2 \pi} u_{r}\left(R_{i 1} v_{i} u\right) \sigma_{i} R_{i}^{2} \sin v \cos v\left[\begin{array}{c}
\cos \lambda \\
\sin \lambda
\end{array}\right] d S_{i}= \\
& =\left[\begin{array}{l}
E_{1} \\
D_{1}
\end{array}\right]+\left[\begin{array}{l}
E_{2} \\
D_{2}
\end{array}\right]+\left[\begin{array}{l}
E_{3} \\
D_{3}
\end{array}\right] .
\end{aligned}
$$

with a $+1^{\text {view }}$ to well-known formula [8]

By substituting (26) into (57) we get after integration
(60)

$$
\left[\begin{array}{l}
E_{2} \\
D_{2}
\end{array}\right]=\frac{4 \pi}{5} 6 R^{4}\left[\begin{array}{l}
u_{2}^{1} \\
v_{2}^{1}
\end{array}\right],\left[\begin{array}{l}
E_{3} \\
D_{3}
\end{array}\right]=\frac{4 \pi}{5} \sigma_{i} R_{i}^{4}\left[\begin{array}{l}
u_{2 i}^{1} \\
v_{2 i}^{1}
\end{array}\right] .
$$

9. The change of the centre of gravity

In the reference state before deformation, the centre of gravity is located in the origin of co-ordinate system xyz. After deformation it is shifted and ${ }_{R} 2 \pi{ }^{\text {its }}$ new position vector is $\vec{r}_{0}\left(x_{0}, y_{0}, z_{0}\right)$. It holds [3] (61) $\vec{r}_{0}=\frac{1}{M} \int_{R_{i}}^{R} \int_{0}^{\pi 2 \pi} \int_{0}^{2 \pi} f(r, U, \lambda) \vec{r} d q+\frac{1}{M} \int_{0}^{\pi} \int_{0}^{2 \pi} u_{r}\left(R_{1} v_{i}, \lambda\right) \sigma \vec{r} d S+$

$$
+\frac{1}{M} \int_{0} \int_{0}^{\pi} u_{r}\left(R_{i}, v, \lambda\right) \sigma_{i} \vec{r} d S_{i}=\vec{r}_{09}+\vec{r}_{02}+\vec{r}_{03}
$$

where $M$ is the mass of the Earth and $\vec{r}(x, y, z)$ the position vector of density disturbance. After integration we arrive at
(62) $\vec{r}_{01}=\frac{1}{\bar{F} R^{3}}\left[\left(a_{1}^{1}, b_{1}^{1}, a_{1}^{0}\right) \int_{R_{i}}^{R} \alpha_{1}(r) r^{3} d r+\left(c_{1}^{1}, d_{1}^{1}, c_{1}^{0}\right) \int_{R_{i}}^{R} \beta_{1}(r) r^{3} d r\right]$,
(63) $\vec{r}_{02}=\frac{\sigma}{\vec{F}}\left(u_{1}^{1}, v_{1}^{1}, u_{1}^{0}\right), \quad \vec{r}_{03}=q^{3} \frac{\sigma_{i}}{\vec{F}}\left(u_{1 i}^{1}, v_{1 i}^{1}, u_{1 i}^{0}\right)$,
where $\bar{F}$ is mean density of the Earth.

The model analysis we have carried out indicates that gravitational changes can arise mainly due to local deformation at the point of observation and at its near surroundings.

On the other hand, the displacement of the principal axes of inertia, the changes of Earth's rate of rotation and its centre of gravity may occur only due to planetary deformations of global character. Some estimates for the case of deformation of Earth's core-mantle boundary are given in [9], [10].
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On the Long-wavelength Correlation between Gravity and Topography
by

## C.C. Tscherning <br> Geodætisk Institut <br> DK-2920 Charlottenlund <br> Danmark

## Abstract:

Spherical-harmonic expansions of the topography, the topographic-isostatic reduction potential and the gravity potential of the Earth (OSU78, OSU81., GEM10C) now exist complete to degree ( N ) and order 180.

A correlation analysis of the various fields by degree has been made. While the general correlation between gravity and topography for the sets OSU78 and 8
is around $50 \%$ for $\mathrm{N}>15$, the correlation with GEM10C is considerably lower for $\mathrm{N}>36$. This indicates that this set is unreliable above this degree.

The topographic-isostatic reduction potential may be computed either rigorously by integrating the topography and its compensation or by condensating the topography and its compensating masses. In the last case the spherical harmonic coefficients of the isostatic reduction potential are related in a simple linear manner to the spherical harmonic coefficients of the expansion of the topographic heights.

An optimal depth of compensation for each degree has been determined by equiring the reduced field to be as smooth as possible. Depths between 35 and k were found fre $\mathrm{N}>20$ which are much lower 35 and 15 km using another optimal depth principle.

It was found that the correlation between the primitive condensated topographicisostatic potential coefficients showed a higher correlation with the OSU78 and 81 sets than did the rigorously computed coefficients derived at Technische Universität Graz. Since this is opposite to what should be expected, the quality of these coefficients must be in doubt.

1. Introduction

Spherical-harmonic expansions of the topography, the rock-equivalent topography, the topographic-isostatic reduction potential and the gravity potential of the Earth now exist complete to degree ( N ) and order 180.

The coefficients are of varying quality. Sut it is difficult to know how good or how bad the sets are. "Good" or "bad" also depends an for which purpose one wants to use the coefficients.

An important application is in the area of gravity field modelling, where the contribution from either the potential of the (isostatically compensated) topography or from the expansion of the gravity potential in subtracted from the observations. In both cases a considerable smoothing is expected, which if achieved should facilitate the use of various approximation or prediction techniques.

A necessary, but not sufficient, condition for a large smoothing to be achieved is the occurrence of a strong correlation between the various spherical harmonic coefficients. If the correlation is below $50 \%$ no smoothing is achieved. A small correlation also indicates inconsistencies between coefficient sets, which in principle should represen the same information. This is used as an indicated for the quality of the various sets.

Since a strong correlation may exist even in cases where two sets differ by a large scalefactor, so-called smoothing coefficients are introduced. These quantities are used to describe quantitatively the smoothing per degree achieved. Furthermore, the quantities are used to determine optimal depths of compensation, defined as the depths where the largest smoothing is achieved.

## 2. Correlation and smoothing

Let us regard the spherical harmonic expansions of two functions with fully normalized coefficients ( $\bar{C}_{n m}, \bar{S}_{n m}$ ) and ( $\bar{A}_{n m}, \bar{B}_{n m}$ ), respectively.

The correlation by degree is then

$$
\begin{equation*}
\rho_{n}=\frac{\sum_{n=0}^{n}\left(\bar{C}_{n m} \bar{A}_{n m}+\bar{S}_{n m} \bar{B}_{n m}\right)}{\left(\sigma_{n}^{2}(A, B) \sigma_{n}^{2}(C, S)\right)^{\frac{1}{2}}} \tag{1}
\end{equation*}
$$

$$
\begin{align*}
& \sigma_{\mathrm{n}}^{2}(\mathrm{C}, \mathrm{~S})=\sum_{m=0}^{n}\left(\bar{C}_{n m}^{2}+\bar{S}_{n m}^{2}\right)  \tag{2}\\
& \sigma_{\mathrm{n}}^{2}(\mathrm{~A}, \mathrm{~B})=\sum_{m=0}^{n}\left(\bar{A}_{n m}^{2}+\overline{\mathrm{B}}_{n m}^{2}\right) \tag{3}
\end{align*}
$$

It is obvious, that the correlation may be high, even if the two sets differ by a scala factor, so the correlation is not necessarily a good measure for an agreement or disagreement betwern two sets. In fact, it is of more importance in physical ge:odesy to know which degree of smoothing we obtain, if we subtract one set from the other.

A measure for the smoothing per degree is

$$
\begin{equation*}
S_{n}=\frac{\sum_{\sum_{-0}^{n}}^{n}\left(\left(A_{n m}-C_{n m}\right)^{2}+\left(B_{n m}-S_{n m}\right)^{2}\right)}{\sigma_{n}^{2}(A, B)} \tag{4}
\end{equation*}
$$

The correlation between various potential coefficient sets are shown in Table 1. Here OSU78 is described in Rapp (1978), OSU81 in Rapp (1981), GEM10C in Lerch et.al.(1981), "rock eq" in Rapp (1982) and "top iso" in Grasegger and Wotruba (1983).

We should naturally expect a very strong correlation between the coefficient sets for the spherical harmonic representation of the gravity potential, $W$, since the expansions have be computed using very much the same data. But this is not the case. OSU 78 and 81 seems to be in agreement, but GEM10C shows little correlation with the two OSU sets for $\mathrm{n}>40$.

We would also expect that a good gravity potential coefficient set should show a strong correlation with the expansion of the potential of the topography. This is clearly the case for the two OSU sets, but the topography and GEM10C shows very little correlation by degree. From this one may conclude, that the intermediate wavelength ( $40<\mathrm{n}<120$ ) information in the two OSU sets is the most reliable. For the very long ( $0<n<120$ ) information in the two OSU sets is the most reliable. For the very long larger than 1 , indicating no smoothing. This is reflected in the results given in Table 2 , a excellent results for all types of orbit computations (S. Klosko, private communication)). the subtraction of the potential of the isostatically compensated, but condensed, topo-

Furthermore, it is interesting to see that the in principle rigorously computed
graphy.

Similar phenomena, exposing less reliable coefficients, can be seen when regarding the smoothing coefficients, Fig. 1-9. However, the level of smoothing obtained when subtracting the potential of the isostatically compensated topography depends on the adopted depth of isostatic compensation, D.

The degree-variances obtained from the potential of a topographic expansion with coefficients $\bar{A}_{n m}$ and $\bar{B}_{n m}$ and its isostatic compensation are (Lambeck, 1978, p. 592)

$$
\begin{equation*}
\sigma_{n}^{2}(D)=\left(\frac{3 \rho_{c}}{\bar{\rho}}\right)^{2} \frac{1}{(2 n+1)^{2}}\left[1-\left(\frac{R-D}{R}\right)^{n}\right]^{2} \sigma_{n}^{2}(A, B) \tag{5}
\end{equation*}
$$

where $\rho_{c}$ is the average crustal density, $\bar{\rho}$ the average Earth density and $R$ the mean Earth radius. The square-root of this equation gives basically the relation between the individual coefficients.

This has been used by Rapp (1982) in order to find compensation depths, so that

$$
\sigma_{n}^{2}(D) \approx \sigma_{n}^{2}(C, S),
$$

(where the $\mathrm{C}_{\mathrm{nm}}, \mathrm{S}_{\mathrm{nm}}$ set was the OSU81 set).
The result was rather large depths of 50 km . However, if we instead suppose that the optimal depth is attained where the smoothing is largest, then the results in Fig. 10 and 11 are obtained. Here more realistic depths of between 15 and 30 km are obtained for $N>15$. In general the estimated values will be too smail, due to the large noise in both coefficient sets. (The depths were found by linearising eq. (5) and solving for $D$ in a least-squares adjustment with one unknown).

In general it is surprising to see that the smoothing coefficients are close to or
coefficients of the isostatic reduction potential show less correlation with the OSU78 and 81 sets, than the coefficients computed based on the attraction of a condensated topography. It may therefore•be suspected that the former set of coefficients contain numerical errors. That this is possible has been admitted by our Austrian colleagues (Sünkel, 1984, private communication).

The analysis of the correlation between various sets of potential coefficients or expansions of the potential of the topography shows unexpected low values and also large variations in the values as a function of the degree. This points at some sets as being of lesser quality than others.

The variation of the smoothness coefficients as a function of adopted depth of compensation shows that it may be useful to use varying depths of compensation for varying degree. However, the smoothing achieved by subtracting the effect of the topography (to degree and order 180) is very small for the geoid and also rather smal for gravity anomalies. This is in contrast to results obtained in local areas, where a $25 \%$ smoothing generally is obtained by subtracting local topographic effects.
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Table 2 - page 143

| Coeff. set $n$ | $\begin{aligned} & \text { OSU } 78 \\ & \text { OSU } 81 \end{aligned}$ | OSU 78 <br> GEM 10C | OSU 78 topiso | OSU 81 ₹opiso | GEM10C topiso | OSU 78 rockeq | OSU 81 rockeq | topiso rockeq |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 100 | 100 | - 44 | -43 | -43 | -44 | -43 | 99 |
| 4 | 100 | 100 | 45 | 46 | 30 | 47 | 47 | 99 |
| 6 | 100 | 100 | 34 | 33 | 32 | 46 | 45 | 97 |
| 8 | 99 | 98 | 43 | 42 | 37 | 36 | 34 | 96 |
| 10 | 97 | 94 | 65 | 68 | 68 | 66 | 68 | 97 |
| 12 | 97 | 92 | -2 | 4 | 8 | 2 | 8 | 94 |
| 14 | 91 | 79 | 55 | 56 | 52 | 54 | 60 | 94 |
| 16 | 91 | 84 | 47 | 52 | 45 | 50 | 60 | 96 |
| 18 | 92 | 78 | 65 | 66 | 59 | 55 | 59 | 93 |
| 20 | 90 | 75 | 53 | 56 | 48 | 57 | 62 | 91 |
| 22 | 90 | 78 | 51 | 46 | 42 | 49 | 49 | 91 |
| 24 | 91 | 81 | 62 | 53 | 39 | 61 | 52 | 93 |
| 26 | 89 | 67 | 64 | 68 | 59 | 61 | 67 | 95 |
| 28 | 89 | 75 | 61 | 60 | 50 | 70 | 67 | 92 |
| 30 | 86 | 55 | 59 | 59 | 28 | 59 | 62 | 95 |
| 35 | 91 | 65 | 60 | 61 | 38 | 57 | 56 | 91 |
| 40 | 92 | 72 | 59 | 62 | 47 | 58 | 64 | 91 |
| 45 | 93 | 77 | 60 | 63 | 47 | 61 | 63 | 90 |
| 50 | 95 | 85 | 58 | 64 | 52 | 54 | 59 | 88 |
| 55 | 95 | 78 | 58 | 57 | 49 | 58 | 57 | 88 |
| 60 | 95 | 75 | 63 | 64 | 42 | 66 | 67 | 89 |
| 65 | 94 | 70 | 57 | 59 | 46 | 61 | 63 | 86 |
| 70 | 95 | 70 | 60 | 62 | 44 | 58 | 61 | 85 |
| 75 | 93 | 62 | 44 | 49 | 29 | 56 | 56 | 79 |
| 80 | 94 | 65 | 56 | 56 | 44 | 57 | 57 | 78 |
| 85 | 91 | 65 | 44 | 46 | 34 | 50 | 50 | 78 |
| 90 | 91 | 53 | 35 | 37 | 28 | 47 | 50 | 75 |
| 95 | 91 | 52 | 51 | 59 | 38 | 52 | 58 | 74 |
| 100 | 90 | 49 | 50 | 48 | 31 | 50 | 54 | 66 |
| 105 | 92 | 49 | 56 | 57 | 39 | 60 | 62 | 73 |
| 110 | 91 | 50 | 53 | 53 | 31 | 60 | 60 | 73 |
| 115 | 91 | 55 | 43 | 43 | 24 | 50 | 50 | 60 |
| 120 | 91 | 45 | 46 | 50 | 24 | 50 | 57 | 72 |
| 125 | 90 | 39 | 56 | 54 | 20 | 58 | 57 | 66 |
| 130 | 88 | 36 | 41 | 42 | 20 | 49 | 54 | 58 |
| 135 | 86 | 30 | 33 | 42 | 2 | 47 | 49 | 57 |
| 140 | 87 | 27 | 47 | 49 | 9 | 55 | 56 | 62 |
| 145 | 86 | 19 | 35 | 36 | 6 | 49 | 47 | 57 |
| 150 | 82 | 30 | 36 | 42 | 7 | 40 | 52 | 49 |
| 155 | 83 | 19 | 34 | 33 | 6 | 41 | 41 | 55 |
| 160 | 80 | 10 | 31 | 32 | 6 | 46 | 50 | 51 |
| 165 | 86 | 6 | 37 | 38 | 3 | 56 | 52 | 57 |
| 170 | 83 | 12 | 26 | 24 | 0 | 40 | 44 | 48 |
| 175 | 84 | 6 | 31 | 33 | -3 | 47 | 52 | 43 |
| 176 | 80 | 5 | 28 | 30 | 10 | 39 | 42 | 52 |
|  | 80 | 9 | 43 | 43 |  | 45 | 48 | 56 |
| 179 | 81 | 5 | 43 | 45 | 0 | 48 | 54 | 56 |
| 180 | 82 | 7 | 32 | 41 | 8 | 40 | 48 | 55 |



Fig 1. Smoothness coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ $\{0 S U 81\}$ and $\left\{C_{n m}, S_{n m}\right\}=\{O S U 78\}$. Note the jump at degree 30


Fig. 2. Smoothness coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ $\{0 S U 78\}$ set and $\left\{C_{n m}, S_{n m}\right\}=\{G E M 10 \mathrm{C}\}$ set.


Fig 3. Smoothnes coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ \{OSU 78$\}_{\text {set }}$ and $\left\{C_{n m}, S_{n m}\right\}=$ coefficients of the topographicisostatic reduction potential. Note the linear trend for $\mathrm{n}>30$.


Fig. 4. Smoothness coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ \{OSU 81\} set and $\left\{C_{n m}, S_{n m}\right\}=$ coefficients of the topographicisostatic reduction potential. Note the linear trend for degree > 30.


Fig. 5. Smoothness coefficients $S_{n}$ based on $\left\{A_{n m}, B_{n m}\right\}=\{G E M 10 C\}$ and $\left\{C_{n m}, S_{n m}\right\}=$ coefficients of the topographic-isostatic reduction potential. Note, that $S_{n}>1$ for the majority of the values of $n$.


Fig. 6. Smoothnes coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ $\left\{0 S U 78\right.$ \}set and the coefficients $\left\{C_{n m}, S_{n m}\right\}$ of the potential of the condensed rock-equivalent topography, compensated at $D=30 \mathrm{~km}$.


Fig.7. Smoothness coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ \{oSU 78$\}$ set and $\left\{C_{n m}, S_{n m}\right\}$ of the potential of the condensed rock-equivalent topography, compensated at $\mathrm{D}=50 \mathrm{~km}$.


Fig. 8. Smoothness coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ \{OSU 78$\}$ and $\left\{C_{n m}, S_{n m}\right\}$ derived from rock-equivalent topography using optimized depths, cf. Fig. 10.


Fig. 9. Smoothness coefficients $S_{n}$ based on coefficients $\left\{A_{n m}, B_{n m}\right\}=$ \{OSU 81\}set and $\left\{c_{n m}, S_{n m}\right\}$ derived from coefficients of rock-equivalent topography using optimized depths, cf. Fig. 11.


Fig. 10. Optimal depths of compensation, D, as a function of degree, computed using \{OSU 78\} set and the coefficient of the rock-equivalent topography. Note, that some values are negative. However, they are very uncertain.


Fig. 11. Optimal depth's of compensation, D, as a function of degree, computed using \{OSU 81$\}$ set and the coefficients of the rock-equivalent topography.

Table 2. Mean sq. variation of geoid heights and gravity anomalies from various Mean sq. variation of geoid heights and gravity anomalies from variour
sets of potential coefficients complete to degree and order 180 , or computed from differences between such sets.

| $\begin{aligned} & \text { Coefficient set } \\ & \text { (1) } \end{aligned}$ |  | Mean square variation derived from set (2) <br> set (1) - set (2) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Geoid m**2 | Gravity mgal**2 | Geoid m** 2 | Gravity mgal**2 |
| OSU 1978 | none |  |  | 915.9 | 551.6 |
|  | top.-iso., $\mathrm{D}=30$ | 15.4 | 125.4 | 933.9 | 441.1 |
|  | rock eq., $D=20$ | 10.5 | 115.4 | 925.2 | 431.8 |
|  | rock eq., $D=25$ | 16.3 | 167.6 | 930.8 | 434.8 |
|  | rock eq., D=30 | 23.2 | 226.8 | 937.7 | 446.7 |
|  | rock eq., D optimal | 110.9 | 143.6 | 805.0 | 408.0 |
| OSU 1981 | none |  |  | 921.3 | 585.8 |
|  | OSU1978 | 915.9 | 551.6 | 3.5 | 82.0 |
|  | top.-iso., D=30 | 15.4 | 125.4 | 938.7 | 460.7 |
|  | rock eq., $D=20$ | 10.5 | 114.4 | 930.0 | 446.2 |
|  | rock eq., D optimal | 113.1 | 166.1 | 808.3 | 419.7 |
| GEM 10C | none |  |  | 920.9 | 467.6 |
|  | OSU1978 | 915.9 | 551.6 | 7.7 | 307.2 |
|  | top.-iso., D=30 | 15.4 | 125.4 | 940.0 | 445.7 |
| top.iso. | rock eq., $\mathrm{D}=30$ |  |  | 1.9 | 92.3 |

The set rock eq.. is the coefficients of the potential of the rock-equivalent topography, condensed, and with its isostatic compensation at the depth D. D optimal means that the different compensation depths have been used for different degrees, so that the best agreement with the coefficient set (1) was obtained.

## Polar Motion Between 1900.0 and 1984.0 as Determined <br> by Different Techniques ${ }^{1)}$

by
J. Vondrák ${ }^{2}$ )

## SUMMARY

Polar motion between 1900.0 and 1984.0 as determined by classical astrometry (till 1973.0) and the BIH combination of classical astrometry and modern techniques (after 1973.0) is studied with stress on periods equal to one year and longer. Carter's hypothesis on the frequency modulation of Chandler wobble is supported; non-linear relationship between frequency and amplitude can explain the observed phase shifts with rms error $\pm 16^{\circ}$. Westward secular drift of the mean pole ( $0.00329^{\prime \prime} / \mathrm{y}$ in the direction 78.2 W ) is confirmed, being present also in modern data. The most probable period of Markowitz wobble is found to be 27.5 y but its real ezistence is highly improbable; it is not present after 1962.0, when more re'iable data are available.

[^3]Xia Jioneyu<br>'(Institute of Geodesy and Geophysics, Academia Sinica)

## Abstract

This paper has given three formulas of the earth tidal correction in astronomical time and latitude observations. And it has also compared and calculated two of them, i.e. the formulas (2) and (3). The main conclustions are as follow:

1. The Wahr formula is more complete than the other, in theory and is suitable for calculating the correction of each single wave.
2. The equilibrium tidal formula is fit for calculating the correction of all tidal waves. The maximum errors in the equation (2) in this article are $\pm 0^{5} .00002$ for time and $\pm 0 " .0003$ for latitude respectively, which satisfy the present requirement of 0 ".001.
3. The calculation of 11 main tidal waves shows that the earth tidal correction in astronomical time and latitude observation is not the same as the ocean tidal one, in whioh the several main waves are only needed. It is necessary for the earth tidal correction to calculate as much as possible waves. Therefore the equilibrivem tidal formula may more suitable in practice.
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On the Comparison and Choice between the Formulas of the Earth Tidal Correction in Astronomical Time and Latitude Observation

## 1) Introduction

With the improvement of astronomical observation and the development of theory of the earth rotation, the earth tidal effects on astronomical observation should be considered. BIH has corrected the lunar tidal effects on the classical results since 1971 fl $^{\prime}$ In 1978, we proposed a formula for correcting astronommcal time and latitude observations due to the change in the local vertical by the earth tides $\int^{2]}[3]$ Our formula has been used for reducing astronomical observations in China during MERIT main campaign. In 1981, J. Wahr also gave a formula for correcting colatitude and longitude when he investigated the earth tide for a elastic, oceanless, elliptical and rotating earth ${ }^{[4]}$ The Wahr formula may be adopted in reducing classical astronomical observations during MERIT main campaign by IPFiS.[5] This paper has compared these formulas theoretically and choiced the one which may be the most suitable in practice.
11) The Formulas

Due to the change in vertical by earth tides there are three formulas yet used for calculating the effects of the vertical change on the observed time latitude results. 1. BIH formula

In the annual report of BIH for 1971, adopting directly the results obtained by B. Guinot, who had analysed BIH data, a group of formulas for correction to time observations due to the change in the vertical by the moon were given. Actually the following formula has been adopted since 1972 by BIH.

$$
\begin{align*}
\Delta \varphi= & -0.008661\left(1.0045+0.165 \cos g_{d}\right)\left[\left(1-3 \sin ^{2} \delta_{\mathbb{d}}\right) \sin 2 \varphi-2 \cos 2 \varphi \sin 2 \delta \cos t\right. \\
& \left.+\sin 2 \varphi \cos ^{2} \sigma_{d} \cos 2 t\right]  \tag{1}\\
\Delta u= & -0.001154671\left(1.0045+0.165 \cos g_{Q}\right)\left[\operatorname{tg} \varphi \sin 2 \delta_{d} \sin t+\cos ^{2} \delta_{\mathbb{Q}} \sin 2 t\right]
\end{align*}
$$

where $g, \delta_{C}$ and $t$ are the mean anomaly, declination and hour angle of the moon respectively. $1=1+\mathrm{k}-1$, in which k and 1 are Love numbers, here the adopted value of $1+\mathrm{k}-1$ is 1.20 .
2. Our Formula

In 1978, we had proposed a formula based on the equilibrium tidal theory for standard spherical rigid earth.

$$
\begin{equation*}
d \varphi=\Lambda_{2}\left(\frac{a}{R_{e}}\right) \sum_{j=1,2} a_{j}\left(\frac{c}{r}\right)_{j}^{3} \cos z_{j} \sin Z_{j} \cos A_{j}+\Lambda_{3}\left(\frac{a}{R_{e}}\right)^{2} b_{1}\left(\frac{c}{r}\right)_{1}^{12}\left(s \cos ^{2} \partial_{1}-1\right) \sin d_{1} \cos A_{1} \tag{2}
\end{equation*}
$$

$\left.\cos \varphi d u=\Lambda_{2}\left(\frac{a}{R_{e}}\right) \sum_{j=1,2} C_{j}\left(\frac{c}{r}\right)_{j}^{3} \cos ^{2} Z_{j} \sin Z_{j} \sin A_{j}+\Lambda_{3}\left(\frac{a}{R_{e}}\right)^{2} d_{1}\left(\frac{c}{r}\right)_{1}^{4}\left(s \cos ^{2} d_{1}-1\right) \sin \right\}_{1} \sin A_{1}$
where $j=1,2$ denotes the moon and the sun respectively. $a / R_{e}=0.998332+$ $0.001668 \cos 2 \varphi$ is the ratio of the geocentric distance and the equatorial radius at geographical latitude $\varphi$. ( $\left.\mathscr{P}_{r}\right)_{j}$ is the ratio of the mean distance and the instantaneous one from the tidal generating celestial body $j$ to the earth. $\gamma_{j}$ and $A_{j}$ are the zenith distance and azimuth of the celestial body $j$ respectively. $\Lambda_{2}$ and $\Lambda_{3}$ are the co-Love numbers
for the second degree and the third degree respectively. $a_{j}, b_{1}, c_{j}$ and $d_{1}$ are the constants relating to the mass of the celetial body $j$ and earth as well as $R_{e}$ and ${ }_{s}$ C. Here $a_{1}=Q^{\prime \prime} .034768, a_{2}=0 . " 015967, b_{1}=0 " .000288$, $c_{1}=0^{s} .002318, c_{2}=0^{s} .001064, d_{1}=0^{s} .000019$. 3. Wahr Formula

In 1981 J. Wahr gave a formula for correcting astronomical co-latitude and longitude due to the change in vertical by earth tides.

$$
\begin{equation*}
S \theta=\frac{1}{R(\theta)} \left\lvert\, H_{l}^{m} \times 10^{m}\left[1 A T O \partial_{\theta} Y_{e}^{m}+L A T I \partial_{B} Y_{1+2}^{m}+L A T Z \frac{1}{\sin \theta} Y_{l+1}^{m}+L A T \frac{1}{\sin \theta} Y_{l-1}^{m}\right]\right. \tag{3}
\end{equation*}
$$

## $\sin \theta \delta \lambda=\frac{1}{R(\theta)} \left\lvert\, \|_{l}^{m \times 10^{2}}\left[L O N G O \frac{m}{\sin \theta} Y_{l}^{m}+L O N G / \partial_{\theta} Y_{l+1}^{m}+L O N G Z \partial_{\theta} Y_{e-1}^{m}\right]\right.$

where $\theta$ and $\lambda$ are co-latitude and eastward longitude. Yp(O, )are spherical harmonics. $R(\theta)$ is the geocentric distance of a observed point, $R(\theta)=r_{0}-$
$\frac{1}{3} \operatorname{er}_{0}\left(3 \cos ^{2} 8-1\right), r_{0}=6371 \mathrm{~km}$ is the mean radius of the earth. e $=0.00334$ is the earth's ellipticity. $H_{\ell}^{i n}$ represents the frquency-dependent tidal potential amplitudes in meters observed at the equator directly adopted from reference[7] and [8]. The scalars LATN, LiT1, LAT2, LAT3, LONGO, LONGI, and LONG2 are dimensionless factors and in general are frequency dependent.

## 111) Comparisons

## 1. In Principles

Based on the equilibrium theory the formulas (1) and (2) are derived from the changes in vertical due to the earth tides. In the formula (1) the moon upto 2 degree is only considered, and the ratio of the mean distance from the moon to the earth and the instantaneous one contains only $\cos 96$. But the formula (2) includes all the termsfor the moon upto 3 degree and for the sun upto 2 degree. Although the formula (3) is also derived from the change in vertical due to the earth tides, it is based on the Wahr's model, i.e. a elastic, elliptical, oceanless and rotating earth. In his theory the tidal generating force is expressed the sum of the spherical harmonics, therefore the formula (3) can directly calculate the amplitude of the variations of co-latitude and longitude for each single tidal wave. And the dime:ionless factors are in general frequency dependent.
2. In Calculating Methods

Since the formulas (1) and (2) both are based on the equilibrium tidal theory, the calculating procedure of them are also the same. Thus the comparisons between the formulas (2) and (3) have only been done below. The formula (3) originally gives the amplitude of the changes in co-latitude and longitude caused by the corresponding tidal waves. For the convenience of the comparison the time factor $e^{i w}$ should be added. Horever the formulas (2) and (3) are developed into the zonal term, diurnal term and semi-diurnal one.
i. $1=2, \mathrm{~m}=0$ (zonal term)

In this case the values of each dimensionless factor is not frequencydependent, so the formula (3) for zonal term becomes

$$
\begin{align*}
& \delta \theta_{2,0}=\frac{10^{2}}{R(\theta)}(1.14441 \sin 2 \theta-0.00185 \sin 4 \theta-0.00020 \operatorname{ctg} \theta) \sum_{i} H\left(\omega_{i}\right) \cos \omega_{i} \\
& \delta \lambda_{2,0}=0 \tag{4}
\end{align*}
$$

Also for zonal term the formula (2) is

$$
\begin{align*}
& d \varphi_{2,0}=\Lambda_{2}\left(\frac{a}{R e}\right) \sum_{j=1,2}\left[a_{j}\left(\frac{c}{r}\right)_{j}^{3}\left(3 \sin ^{2} \delta_{j}-1\right) \sin 2 \varphi\right. \\
& d u_{2,0}=0 \tag{5}
\end{align*}
$$

ii. $1=2, m=1$ (diurnal term)

In the case each dimensionless factor is frequency-dependent, the formula (3) becomes

$$
\begin{align*}
& \delta \theta_{2,1}=\frac{10^{2}}{R(\theta)} \sum_{i}\left[H\left(\omega_{i}\right)(-0.77255 L A T O \cos 2 \theta-0.23654 L A T 1(\gamma \cos 4 \theta+\cos 2 \theta)\right. \\
&\left.-L A T 2(0.807955 \cos 2 \theta+0.484773)-0.34549 L A T 3) \sin \omega_{i}\right]  \tag{6}\\
& \delta \lambda_{2,1}=\frac{10^{2}}{R(\theta)} \sum_{i}\left[H\left(1 \omega_{i}\right)(-0.77255 L 0 N G 0-0.34549 \angle O N G 2) \operatorname{ctg} \theta \cos \omega_{i}\right]
\end{align*}
$$

1i1. $1=2, \mathrm{~m}=2$ (semi-diurnal term)
Like the zonal term each dimensionless is not frequency-dependent, the formula derived from (3) for this term is

$$
\begin{align*}
& \delta \theta_{2,2}=\frac{10^{2}}{R(\theta)}(-0.46838 \sin 2 \theta+0.00117 \sin 4 \theta) \sum_{i} H\left(\omega_{i}\right) \cos \omega_{i} \\
& \delta \lambda_{2,2}=\frac{10^{2}}{R(\theta)} 0.93942 \sum_{i} H\left(\omega_{i}\right) \sin \omega_{i} \tag{8}
\end{align*}
$$

The corresponding formula derived (2) is

$$
\begin{align*}
& d \varphi_{2,2}=-1_{2}\left(\frac{a}{R e}\right)_{j=1,2}\left[a_{j}\left(\frac{c}{r}\right)_{j}^{3} \cos ^{2} \delta_{j} \cos 2 t_{j}\right] \sin 2 \varphi  \tag{9}\\
& d u_{2,2}=-\Lambda_{2}\left(\frac{a}{R e}\right)_{j=1,2}\left[c_{j}\left(\frac{c}{r}\right)_{j}^{3} \cos ^{2} \delta_{j} \sin 2 t_{j}\right]
\end{align*}
$$

From the formula (4) to (9) it seems that the formula originally derived from the formula (3) contain more terms than those derived from the formula (2). The additional term can be regarded as the modified term caused from Wahr model. According to Wahr's theory, LATO and LONGO are corresponding to $-(1+\mathrm{k}-1)$ for 2 degree. The others scalars are small quantities, the values of which are between -0.008 to 0.005 . Thus their effects can be neglected. The Tablel gives the modified amplitudes of the variations of latitude and time for main tidal waves at observato:ies in China. The maximum modified amplitudes are 0". 00048 for latitude and $0^{s} .000001$ for time respectively.

As we mentioned above, the formula (3) is suitable for calculating the corrections of single wave. And the adopted dimensionless factors are sometime variated with the frequency of the wave. In contrast with the formula (3), the formula (2) contains all term for the moon upto 3 degree and the sun upto 2 degree and adopts in general the same values of $1+\varepsilon-1$ for the all tidal waves in the same degree.
3. Comparisons with Results

In reference[ ${ }^{[9]}$ the maximum errors of the formula (2) were estimated, which are $\pm 0 " .0003$ for latitude and $\pm 00^{S} .00002$ for time respectively.

In order to know the differences between the calculated gorrections obtained by the formulas (2) and (3), several calculation have been finished in the year of 1983 at Wuchang Time Observatory. In calculations $\Lambda_{2}=1.2148$ and LATO, LAT1, LAT2, LAT3, LONGO, LONG1 and LONG2 are directly taken from reference [4]. The results are compared as follows:
i. By using the formula $(6), \delta \theta_{2,1}$ and $\delta \lambda_{2,1}$ included 22 main diurnal waves, have been calculated. And $d \varphi_{2,1}$ and $d u_{2,1}$ according to the formula (7) have been calculated for all tidal waves upto 2 degree. Then the maximum differences between these at the same epoch may reach $0 " .0011$ for latitude and $0^{3} .0006$ for time respectively. It is obvious that the differences are caused by the different numbers of the waves and the different values of the dimensionless factor. ii, The latitudc and time corrections for M+S, Mf, K1,01,P1, Q1, Mm, M2, N2, S2 and K2 have been calculated by using two kind of formulas derived from the formulas (2) and (3). The maximum differences between the calculated results for each corresponding wave are listed in Table 2. The adopted amplitudes of each wave and the differences between $\lambda_{2}$ and LATO, LONGO used for calculations are listed in Table 2 too. Table 2 shows that the maximum differences caused by K1 wave can reach $0 " .00031$ for d $\varphi$ and $0^{s}$. 0000007 forduand are almost one order larger than the theoretical modified values listed in Table 1. The main resion is the different values of the corresponding dimensionless factors adopted in the calculations, The maximum differences between the above 11 main waves by the formula (3) and the all waves by the formula (2) may reach 0". 0028 for latitude and 0 . 00021 for time respectively. Both the differences excess the present requirement of 01.001.
IV. Conclusions

1. The BIH formula, which the lunar effects are only considered, is fit for BIH because the solar effects are absorbed in local seasonal correction in BIH reducing method. Although this formula is useful in practice for BIH, it is not reasonable in conception.
2. The Wahr formula is more complete in theory and fit for calculating for single wave. It can also consider the frequency-dependent of the scalars. But it is not convenience even impossible for the large number of waves. 3. Our formula (2), the accuracy of which satisfys the present requirement of 0". 001, is convenience for all the waves involved. Adopting Doodson's coefficients for the waves, it can also be used to calculate the tidal effects on astronomical observations for individual wave, namely the frequency-dependent of the Love numbers can be considered. 4. As mentioned above, it is important how to elect appropriately the values of Love numbers.
3. According to our point of view, the earth tidal correction for astronomical observations, is not the same as the ocean tides, should need the tidal waves as much as possible. Thus our formula may be more suitable in practice.

| Tidal <br> Waves | Yunnan | Wuchang | Shanghai |  | Purple <br> Mountain |  | Shaanxi |  | Tianjin |  | Beijing. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M2 | 0.30 .0 | 1.00 .0 | 1.1 | 0.0 | 1.3 | 0.0 | 1.7 | 0.0 | 2.5 | 0.0 | 2.6 | 0.0 |
| S? | 0.20 .0 | 0.50 .0 | 0.5 | 0.0 | 0.6 | 0.0 | 0.8 | 0.0 | 1.2 | 0.0 | 1.2 | 0.0 |
| N? | 0.10 .0 | 0.20 .0 | 0.2 | 0.0 | $0 . ?$ | 0.0 | 0.3 | 0.0 | 0.5 | 0.0 | 0.5 | 0.0 |
| K? | 0.00 .0 | 0.10 .0 | 0.1 | 0.0 | 0.2 | 0.0 | 0.2 | 0.0 | 0.3 | 0.0 | 0.3 | 0.0 |
| K1 | 4.00 .6 | 3.90 .8 | 3.9 | 0.8 | 3.9 | 0.9 | 3.7 | 1.0 | 3.3 | 1.1 | 3.1 | 1.2 |
| 01 | 2.90 .5 | 2.80 .6 | 2.8 | 0.6 | 2.7 | 0.6 | 2.6 | 0.7 | 2.3 | 0.8 | 2.2 | 0.8 |
| P1 | 1.30 .2 | 1.30 .3 | 1.3 | 0.3 | 1.3 | 0.3 | 1.2 | 0.3 | 1.1 | 0.4 | 1.0 | 0.4 |
| Q1 | 0.60 .1 | 0.50 .1 | 0.5 | 0.1 | 0.5 | 0.1 | 0.5 | 0.1 | 0.4 | 0.2 | 0.4 | 0.2 |
| MotSo | 2.3 | 3.2 | 3.3 | - | 3.4 | - | 3.9 | - | 4.6 | - | 4.8 | - |
| Mm | 0.3 | 0.4 | 0.4 | - | 0.4 | - | 0.4 | - | 0.5 | - | 0.5 | - |
| Mf | 0.5 | 0.7 | 0.7 | - | 0.7 | - | 0.8 | - | 1.0 | - | 1.0 | - |

Table 2

| Tidal <br> Waves | $\begin{gathered} \mathrm{H}_{i} \\ (\mathrm{~m}) \end{gathered}$ | $\mathrm{D}_{i}$ | $\begin{gathered} \Delta \mathrm{d} \varphi_{\text {max. }} \\ (0 " .00001) \end{gathered}$ | $\begin{gathered} \Delta d u_{\max } \\ \left(0^{s} .000001\right) \end{gathered}$ | $\Lambda_{2}-\mid$ LATo\| | $\Lambda_{2}$ - \|IJONGO| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M2 | 0.63189 | 0.90812 | 4 | 3 | $0.002 ?$ | 0.0012 |
| S2 | 0.29400 | 0.42 .3 .86 | 1 | 1 | 0.0022 | 0.0012 |
| N2 | 0.12099 | 0.17387 | 1 | 1 | 0.0022 | 0.0012 |
| K2 | 0.07996 | 0.11506 | 0 | 1 | 0.0022 | 0.0012 |
| K1 | 0.36878 | -0.53050 | 31 | 7 | 0.0478 | 0.0488 |
| 01 | -0.26221 | 0.37689 | 8 | 3 | 0.0038 | 0.0048 |
| P1 | -0.12203 | 0.17554 | 4 | 2 | 0.0148 | 0.0158 |
| Q1 | -0.05020 | 0.07216 | 2 | 1 | 0.0028 | 0.0038 |
| $\mathrm{Mo}+\mathrm{So}$ | -0.31455 | 0.73869 | 1 | - | 0.0002 | - |
| Mm | -0.03158 | 0.08254 | 0 | - | 0.0002 | - |
| Mf | -0.06663 | 0.15642 | 0 | - | 0.000 ? | - |


 Г山ОБАЛЬНОЙ СЕТИ ГНОДИНАМИЧОСКИХ СТАНЦИИ（НА IIPИMEPE Г

## Я．С．лцикив，Н．Т．миронов

Гдавная астрономическая обсерватория АН УССР

На основе модөли тектониви плит $\mathcal{R M 2}$ ，предложенной 凶инстерои и джорданом，определены кинематические параметры двихений лито－ сФерных плит относительно еврозиатской плиты（модифицированная модель RM2－REA）．

Выподнено сравнение теоретически предввчисденных по этой мо－ дели изменений угловых расстояний между точками земной поверхнос－ ти с данннм астрономических и доплеровских наблддений．Показано， что модель RM2－REA не противоречит данным наблюдений и может использоваться в качестве начального приближения при уточнении модели мгновенной кинематики литосферных плит и учета горизонталь－ ных смещений станций в сети ГНОСС－РЕА．

Summary
Ya．S．Yatskiv，N．T．Mironov
On reducing the effect of horizontal displacements of the lithospheric plates from the observations carried out by global geodynamic network（on example the GEOSS－REA network）．

On the base of plate tectonic model RM2 by Minster and Jordan［1］ the displacements of the lithospheric plates relative to the EURA－plate are calculated．This modified relative model is cal－ led RM2－REA．Relative changes of angular distances between the stations predicted by means of the RM2－REA model are compared with the observational data（BIH data and Doppler satellite data for the periods 1968－1982 and 1973－1983 respectively）．
It is shown that the RM2－REA model does not contradict to the observations and could be used for the reduction purpose．

## I. В ь \& ЕНム

Построение мгновенной кинематкческой модели движения литосферных плит занимает центральное место в современной тектонике плит. 'ेто обусловлено, с одной сторонн, тем, ччо до сих пор не установлен механизм тектпннки плит. С пругой стороны, перемещения литосферных плич выступает в роли "помех" при обработке наблюдений в сети опорннх геопннамических станций, предназначенной для установления земной системы коорпинат, определения параметров врамения Земли м т.п.

В последние годы общее признание получили модели абсолютных и очносительннх перемещений пимя, построенные минстером и дморданом / I /. Вли предприняты многочисленные попътки проверки этих модедей по даннм наблодений, а также независммого опредедения щнематкческих параметров двихения литосферных плит / 2-4 /.

Исследования кинематни пиит наталкиваптся на значительные трудности, обусловленные следурмими обстолтельствами:
(I) при построении существуюцих моделой кинематики плит преимущөственно использовелись геффизичөские сведөния о двидөниях волизи границ литосферннх плит, где могут происходить значигельнне докальные деформачии. В то ге время станции, ведушие высокочочные асярономиөские и геодезмческия наблюдения, расположенн, как правило, вдапи от таких границ;
(2) для подучөния более менее нядежнх оценок скоросяөй перемещений плит приеняется осреднение двиденй за многие милионы лет. Воэникает вопрос о соответствии такого посредненного" пвихения и современншх мгновенншх перемещений плит;
(3) зффектвнне гдобапьнне модели тектоники ппит могут вкпочать ограниченноя чисдо бодьпих дитосферных пдит, относитепьные двихения готорм с недоторой точностьр описывапт двихөние

всей земной поверхности. На самом деле литосфера разбита на значительно большое число мелких плит, перемещения которых могут существенно отличаться от глобальных;
(4) в большинстве работ для проверки моделей кинематики плит исподьзовялись панные об изменениях координат точек земной поверхности, которые зависят от стабильности принятой системы отсчета, учета векового двихения полюса и других систематических эффектов. Измерения угдовых расстояний медду станцияии наблюдении, плин хорд и баэисов практически не использовались дл этой цели. Чтобы преодолеть эти трудности быди предложены проектн построения гдобальных сетей станцй с цель нддехного обнаружения современных горизонтальных перемещений ппит / 5,6 /. lиы предприняли новую помыту сравнения существурщей модели кинематики плит $R M 2$ с данныи наблqпений с цедью выяснения ее пригодности для учета влияния движения плит при обработке наблюдений в сети опорных геодинамических станций ГЕИСС-РнА. 'чта сеть, охватываюмея Восточную Европу и Азио, вклюияет в себя такге нескодько станций, расподоженных на Северо-Американской и других плитах. Наблюпения этих и дополнительных станцй, будучи приведенным в единур систему с еврезиатскими станциями, далдны обеспечивать лучпур обусловленносяь систем уравнений и разделение неизвестных (параметры вращения Земли, эдементы орбиты и др.).

## 

Nодель относительного движения дитосферных пдит RM2, построенная іннстером и لдорданом на основе тцательно отобранного наблюдательного материала, позволяет элементарньм путем рассчитывать линейнуи скорость относияедьного движения для производьной

точки рассматриваемх плит．Так как нас интересуют перемещения плит
относитедьно Евразии，то на основе $R$ M2 нами была построена мо－ дцфиированная кинематическая модель RM2－REA（cм．табл．I）． При этом Евразиатская плита считалась неподвивной，а относитедьное перемещение остальных плит по сферической Земле описывалось тремя параметрами－координағы полоса вращения плит（ $\Phi_{k} \wedge_{k}$ ）и ее угловая скорость $\Omega_{k}$ ．

В таблице I и последупиих таблицах приняты сокращеннне анг－ лйские обоэначения основннх дитосферных пдит：Евразиатская（EURA）， Tихоокеанская（ PCFC），Северо－Американская（ NOAM），1ано－ Америжанская（SOAM），Африканская（AFRC），Индийская（INDI）， Антарктическая（ $A N T A$ ），Кокос（ СОСО），Наска（ $N A Z C$ ），Кариб－ ская（CARB）и Аравийская（ $A R A B$ ）．

Таблица I
Молифицированная модель RM2（RM2－REA）
Елиницы：$\underset{\text { Градусах }}{\Phi}, \sigma_{\phi}$ и $\boldsymbol{\sigma}_{\wedge}$ в
$\Omega$ и $\sigma_{\Omega \text { в } I \cdot I U U^{6} \text { ряд／год }}$

|  | $\Phi_{k}$ | $\sigma_{\phi}$ | $\wedge_{k}$ | $\sigma^{\prime}$ | $\Omega_{k}$ | $\sigma_{\Omega}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 2 | 3 | 4 | 0 | 6 | 7 |
| AFRC | 25． 17 | 5.69 | 338.80 | I． 71 | 0.104 | 0.013 |
| ANTA | I6． 27 | IO．7I | 109.03 | 3.4 I | 0.070 | 0.003 |
| ARAB | 29.82 | 5.00 | 358.33 | 9.48 | 0.357 | 0.037 |
| $C A R B$ | －40．98 | 28.24 | 88.33 | 19.25 | 0.136 | 0.044 |
| coco | 21.83 | I． 56 | 242.66 | 2.05 | I． 424 | 0.050 |
| INDI | I9．7I | 0.56 | 38.45 | I． 58 | 0.698 | 0.015 |
| NAZC | 48.75 | 6：60 | 260.84 | 3.53 | 0.577 | 0.037 |
| NO AM | －65．84 | I3． 55 | 312.48 | I． 31 | 0.231 | 0.016 |


| $I$ | $!$ | 2 | $\vdots$ | 3 | 4 | 5 | $!$ | 6 | $\square$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -60.64 | 3.57 | IUI．07 | I．30 | 0.977 | U．U22 |  |  |  |
|  | -78.47 | I6．5I | II5．78 | I8．69 | 0.288 | U．0I2 |  |  |  |

Іримечание：Принято，что плиты вращавтся очносительно EURA против часово备 стрелки．
 КИНЕМАТИЧСНИЩИ ПАРАМЕТРАМИ ПЈИT

действитедьными или фиктивными наблддаемнии ведичнами，харак－ теризурфиии изменения полохений точек земной поверхности，явпярт－ ся иэменения географических или прямоугольннх геоценгриеских ко－ ординат станций наблддений，угдовнх расстояний медду станиияи， ллин хорд и базисов，соединяпих рассматриваемые станиии няблдде－ ний．Іусть $\varphi_{K i}, \mathcal{A}_{k i}$－географические координаты $i$－ой стан－ ции，располохенной на $K$－ой плите；$\phi_{\mathcal{K}}, \wedge_{k}, \Omega_{K}$－кинемати－ ческие параметры плиты．В／2，5／приведены формуды，связвалшне изменения координат $i$－ой точки sa единицу времени $\Delta t$（для удоґства примем $\Delta t=I$ ）；с кинематическим параметрами $\mathcal{K}$－ой плиты：

$$
\begin{aligned}
& \Delta \varphi_{k, i}=-\Omega_{k} \cos \phi_{k} \sin \left(\Lambda_{k}-\Lambda_{k, i}\right) \\
& \Delta \lambda_{k, i}=\Omega_{k} \sin \phi_{k}-\Omega_{k} \cos \phi_{k} \cos \left(\Lambda_{k}-\lambda_{k, i}\right) \operatorname{tg} \varphi_{k, i} .
\end{aligned}
$$

Аналогичные формулы могуг бычь записанн и для изменений прямоугодь－
 что вектор вращения $\mathcal{K}$－ой плиты очноситепьно $\mathcal{E}$－ой плиты равен $\vec{\Omega}_{k, \ell}=\vec{\Omega}_{K}-\vec{\Omega}_{C}$ ，дегко находии соотношения для изменений углов⿱⿱亠䒑⿻日土⿱人⿱一土丷干。 расстояний $4 S_{i j}$ мемду станциями наблпдений．

$$
\begin{aligned}
& \Delta S_{i j}= \frac{\Omega k e}{\sin S_{i j}}\left[\sin \phi_{k, e} \cos \varphi_{i} \cos \varphi_{j} \sin \left(\lambda_{i}-\lambda_{j}\right)-\right. \\
&-\cos \phi_{k, e} \sin \varphi_{i} \cos \varphi_{j} \sin \left(\Lambda_{k, l}-\lambda_{j}\right)+ \\
&+\cos \phi_{k, e} \cos \varphi_{i} \sin \varphi_{j} \sin \left(\Lambda_{k, e}-\lambda_{i}\right) . \\
& \text { rne } \quad \sin S_{i j}=\sin \left\{\operatorname{arcos}\left[\sin \varphi_{i} \sin \varphi_{j}+\cos \varphi_{i} \cos \varphi_{j} \cos \left(\lambda_{i}-\lambda_{j}\right)\right]\right\} \\
& \quad 0<\operatorname{Sin}_{i j}<I 0^{\circ} .
\end{aligned}
$$

Иэмөнения $\triangle S_{i j}$ модно такхе внразить через изменения географиче－ ских иии прямоугодьннх геоцентрических координат рассматриваемых точек Земли．Зависпость изменения диин хорд，соепиняших i－ур м $j$－уш станции，от ェинематических параметров относительного двихения двух пит меет вид：

$$
\begin{align*}
\Delta d_{i j}= & \left(x_{i} z_{j}-z_{i} x_{j}\right) \Omega_{k} e \cos \phi_{k} e \sin \Lambda_{k} e+  \tag{3}\\
& +\left(x_{j} y_{i}-x_{i} y_{j}\right) \Omega_{k} e \sin \phi_{k} e+ \\
& +\left(z_{i} y_{j}-y_{i} z_{j}\right) \Omega_{k} e \cos \phi_{k} e \cos \Lambda_{k} e
\end{align*}
$$

По данным табд．I и формудам（ I－3）дегко получить теоретииески пралвписденные изменения координат станцин，угловых расстояний медду станциями и хорд．

Сравнивяя наблдение значения $\Delta \varphi^{0}, \Delta \lambda^{0}, \Delta S^{0}$ и $\Delta d^{0} \mathrm{c}$ теоретически предвнисленными на основании кинематической модели тектоники пдит，мопо судить о пригодности модели для описания современннх пвигений пди и，в принципе，уточнить кинематичесвие параметрн пиит．

## 4．ХАРАКТЕРЯСТИLA HABJHUATEMLHAX ДAHHHX OB МЗМННЕНИИ ПОЛОЩННИИ TOYEK ЗЕММЛ

В качесэве исходного набдддатедьного мятериала ными взяты изменения астрономичесвих координат станций，участвовавших в ра－ боте МЕВ в 1968 － 1982 гг．，а также внчисленнне по поплероским наб－

людениям ИС＇З движения станций за I973－I9\％i гг．／／．Что каса－ ется астрономических данннх，то мы использовали т．н．коэффициенты $a$ ，принятые МБВ для характеристики откдонений координат станций от системы К коэффициентов，нами были найены изменения координат станций МБВ за один год．Так как на Евразиатской плите находится большое ко－ личество станций наблюдений，были найдены осредненные по блокам （размером $30^{0} \times 30^{0}$ ）изменения координат $\Delta \lambda^{0}$ и $\Delta \varphi^{\circ}$ ．Все стан－ ции были распределены по плитам в соответствии с общепринятыми границами плит ${ }^{\text {＊}}$ ．В табл． 2 и 3 приведены сведения о массивах аст－ рономических и доплеровских данных，где 〈6＞－среднее значе－ ние среднеквадратической ошибки определения скорости перемещения станции по кақпой координате，выраженное в единицах I•IO6「радусов／ ron．
Таблица ¿．Распределение массива астрономиеских данных по плитам

| Название плиты | Количество станций（или блоков） | $\langle\sigma\rangle_{\Delta \varphi}$ | $\langle b\rangle_{\Delta \lambda}$ |
| :---: | :---: | :---: | :---: |
| EURA | ל | $\pm 0.13$ | $\pm 0.60$ |
| NOAM | 4 | 0.50 | 0.60 |
| SO AM | 4 | 0.34 | 2.00 |

Как видно из табл． 2 и 3 ，точность определения скоросте適 дви－ жений станций по доплеровским наблпдениям примерно в три раза выше по сравнению с астрономическими определениям этих двидении．

ж）В первом варианте японские станции были отнесены к Евразиат－ ской плите，а во втором－исключены ия рассмотрения．

Таблица 3. Распределение массива доплеровских данных по плитам

| Название <br> пдиты | Количество <br> станций <br> бдоков | $\langle\sigma\rangle_{\Delta \varphi}$ | $\langle\sigma\rangle_{\Delta \lambda}$ |
| :--- | :---: | :---: | :---: |
| EURA | 4 | 0.15 | 0.19 |
| NOAM | 0 | 0.23 | 0.32 |
| INDI | 3 | 0.12 | 0.15 |
| PCFC | 3 | 0.10 | 0.16 |

Примечание: В отличие от работы / 4 / в Индийскуш плиту были вкльчены станции, расподоженные на Филиппинах и в Австралии.
 ПРЕцВ
 СТАНцияNiN

В настоящей работе мы рассматриваем скорости изменений угловых расстояний медду станциями, которые в отличие от изменений координат не зависят от выбора системы координат и ее стабильности.

В табл. 4 и 5 приведены средние значения квадратов изменений угловых расстояний мехду станциями до и после учета кинематики плит ( $\Delta S_{i j}^{\circ}$ - наблдденнне величины, $\Delta S_{i j}^{c}$ - теоретически предвычисленнне), найденнне по астрономическим и доплеровским наблюдениям соответственно.

Таблица 4. Средние значения квадратов

$$
\text { величин } \left.\Delta S_{i j}^{\circ} \text {, и ( } \Delta S_{i j}^{0}-\Delta S_{i j}^{c}\right)
$$

| Название плиты | $\left\langle\left(\Delta S_{i j}^{0}\right)^{2}\right\rangle$ | $\frac{1}{1}\left\langle\left(\Delta S_{i j}^{0}-\Delta S_{i j}{ }^{\circ}\right)^{2}\right\rangle$ |
| :---: | :---: | :---: |
| NO AM | 0.632 | 0.606 |
| So AM | 3.086 | 2.98 \% |

Таблица 5. Средние значения квадратов

$$
\text { величин } \Delta S_{i j}^{0} \text { и }\left(\Delta S_{i j}^{0}-\Delta S_{i j}^{c}\right)
$$

| Название <br> ппиты | $\left\langle\left\langle\Delta S_{i j}^{0}\right)^{2}\right\rangle$ | $\left\langle\left\langle\Delta S_{i j}^{0}-\Delta S_{i j}^{c}\right)^{2}\right\rangle$ |
| :---: | :---: | :---: |
| NOAM | 0.149 | 0.155 |
|  | $(0.082)$ | $(0.076)$ |
| INDI | I.206 | 0.607 |
|  | $(0.063)$ | $(0.502)$ |
| PCFC | 0.300 | 0.266 |
|  | $(0.097)$ | $(0.332)$ |

Іlримечяние: В скобках указаны значения,подученные по втором варианте (станция в киддзусаве исключена).
Как видно из табл. 4 и 5 , учет влияния перемещеной плит (шодель $R M 2$ ) в большинстве случаев уменьтает значение среднего квадрата угловых расстояний между станциями, т.е. модель кинематики плит в среднем не противоречит результатам современных наблғдений за движениями станций.

Нами предпринята попытка уточнения по указанным выпе наблюдательнвм данным кинематические параметры движения плит относительно Евразии (см. табл.6).

Таблица 6. Поправки к принятым значениям кинематических параметров (модель RM2 ) и их опибки.

| Название пдиты | Наблю; пения | $d \phi$ | $!3(d \phi)$ | d 0 | $!3(d \wedge)$ | $d \Omega$ | $!3(d \Omega)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NOAM | ASTR | -50 | $\pm \mathrm{I} 45$ | +I3I | $\pm 208$ | -0.232 | $\pm 0.434$ |
| NOAM | DOP | 0 | 30 | 59 | 76 | -0.435 | O.I29 |
| SO AM | ASTR | 86 | IOU | - 74 | I53 | 0.415 | I. I67 |
| INDI | DOP | -22 | 36 | -I04 | 64 | 0.586 | U.49I |
| PCFC | DOP | -20 | IO | 54 | 43 | 0.337 | U.296 |

Елпницы: поправки координат полюса вращения в градусах, поправка угловой скорости вращения в I•IU ${ }^{6}$ град/год. Из полученных нами результатов мозно сделать следующие вывоת
I. нодедь кинематияи плит $R$ M 2 в принципе может служить в качестве исходного стандарта при обработке набдодении в сети ГЕОСС-РЕА и уточнении кинематических параметров.
2. Астрономические определения скоростей движений станций уступаоя по точности современным доплеровским определениям. Их привлечение для уточнения параметров тектоники плит вряд ли целесообразно.
3. 山ля уверенного определения кинематических параметров движения плит необходимо существенно повысить точность определения скоростей пвижения станций наблюдений, их угловых расстояний и хорд(примерно на порядок по сравнению с имевщимися данными).
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Резюме：Во всех точных геодезических измерениях при за－ метних приливннх влиниях необходимо приведение к одному мо－ менту времени или постоянному влиянио прилива．Обсуждение воп－ роса об иснлючении этого постоянного во времени приливного влияния необходимо начинать с анализа основньх зависимостей теории Молоденского．Если приливннй эщ̆фект будет исклочен из аномалий силы тяжести и восстановлен в связи высоты квазигеои－ да и возмущающего потендиала，этот эФ्َّरект не следует исключать из результатов геометрического нивелирования．Вопрос о начале счета высот не связан с вопросом о фигуре среднего уровня мо－ pя．

Во влинниях Лунн и Солнца на Земло п ее гравитационное поле можно ваделить члены，которые зависят от шпроты места и не зависят от времени．Их называют постоянными．Можно считать， что фоитура твердой Земли，а не только уровень моря сф̄ормиро－ вались под влиянием этих членов．

Международная геодезическая ассопиаиия на заседаниях в Канберре в 1979 г．приняла решение о полном псключении прилив－ max влияний из всех геодезичесних измерени⿺．

Это решение соответствует требованиям теории фॉигуры Зем－ ли，согласно которой аномалии силь тлжести должнн отражать только аномальнне массы внутри Земли．Тогда задачу об опреде－ лении аномально⿺ части земного гравитационного поля по анома－ лиям сплы тяжести можно ставить как краевуш．

Возмушаюпии потенциал $T$ мозно определить так

$$
\begin{equation*}
T=W-P-U, \tag{I}
\end{equation*}
$$

где $W$－потенциал силы тяжести $g$ Земли，вклгчаюипн пос－ тоянные члены $P$ влияниі Луны и Солнца，$u$－потенщал склы тяжести нормального（отсчетного）эллипсоида．ІІотеншал $T$ будет отражать только влинние аномальных масс внутри земно才 поверх－ ности，вне этой поверхности потенциал Т будет гармонической фунниией：удовлөтворяет уравнению，называемому пменем Лапласа， и на бесконечности регулярен（стремится к нулю）．Найдем теперь связь возмущающего потенциала $T$ п высоты квазигеоида при учете приливных влияний．

## Можно представить

$$
\begin{equation*}
w=w_{0}-\int g d h \tag{2}
\end{equation*}
$$

где $W_{0}$－потенциал сили тядести в псходном дункте счета вы－ COT，
dh－элементарное нивелирное превыение；криволинейной интеграл должен быть вычиален от упомянутого исходного пунта до псаледуемой точкк．Вепипны $w_{0}, g$ п $d h$ содержат в себе постолннне влшяния Луни п Солвща．Солласно теория Моло－ денского полагаем

$$
\begin{align*}
& -\int g d h=u\left(B, H_{Q}\right)-U_{0}  \tag{3}\\
& u=u\left(B, H_{Q}\right)+\frac{\partial U}{\partial H} \zeta \tag{4}
\end{align*}
$$

где $B$－геодезшчестая мирота．Поскальку высота $H$ над нор－ мальнм эллипоидом не известна，потенџиал $U$ разложен в ряд Тейлора，первыии член справа в последнеџ зависимости оп－ ределен рещением предждущего уравнения，определянщего норма－ льнуг высоту $H_{Q}$ псследуемой точкт．Способы решения этого уравнения хорошо отработанн．Прдсутствие в величинах $g$ II dh приливвнх влилний не препятствует решенив，弓 обозначает допалвение нормалной внсоты $H_{Q}$ до палво⿺辶 внсо－ тн исследдемой точки над нормальным эллипсоидом．Если вели－ чпнн $\zeta$ отлояцть по нормалял к этому элиипсопду от его по－ верхвостТ，концр отрезков $\zeta$ образуюот поверхность，наз－ ваннур Молоденскшм квазигеоддом． Заметив

$$
\begin{equation*}
\frac{\partial U}{\partial H}=-\gamma \tag{5}
\end{equation*}
$$

п подставив завдсимости（3）－（5）в псходное внражение по－ тениала $T$ ，можно наитт

$$
\zeta=\frac{T}{\gamma}-\frac{w_{c}-U_{0}}{\gamma}+\frac{P}{\gamma} .
$$

Краевое условие можно палучить，продичферениировав

исходное выражение（I）по высоте

$$
\begin{equation*}
\frac{\partial T}{\partial H}=\frac{\partial W}{\partial H}-\frac{\partial P}{\partial H}-\frac{\partial U}{\partial H} \tag{7}
\end{equation*}
$$

Здесь

$$
\begin{equation*}
\frac{\partial W}{\partial H}=-g, \tag{8}
\end{equation*}
$$

величина $\frac{\partial U}{\partial H} \quad$ с необходдмой здесь точностью не пзвестна п оплть может быть выражена с помощью ряда Тейлора

$$
\begin{equation*}
\frac{\partial U}{\partial H}=\left(\frac{\partial U}{\partial H}\right)_{H_{Q}}+\frac{\partial^{2} U}{\partial H^{2}} \zeta=-\gamma_{H_{C}}-\frac{\partial \gamma}{\partial H} \zeta \tag{9}
\end{equation*}
$$

Исключпв внсоту $\zeta$ квазигеоида с помощъю полученного выше выражения，палучаем краевое условие
$\frac{\partial T}{\partial H}-\frac{T}{\gamma} \cdot \frac{\partial \gamma}{\partial H}=-g+\gamma_{H_{0}}-\frac{W_{0}-U_{0}}{\gamma} \cdot \frac{\partial \gamma}{\partial H}+\frac{P}{\gamma} \frac{\partial \gamma}{\partial H}-\frac{\partial P}{\partial H}$.
где

$$
\frac{\partial P}{\partial H}=-\Delta \gamma=+0,031\left(1-3 \sin ^{2} B\right) \text { uran. }
$$

Коэфтидиент это⿺ формулы приведен без учета упругпх де－ Формацпй твердой Земли，т．е．результат Honkasalo I964 поделен на пспальзованннй им множ＂тель $I, 2$ за упругость твер－ дой Землाи．По поводу этого множителя см．Groten I98I， где указана литература по обсуғдаемой теме，п пшже．Такшм об－ разом，при внделении из потенииала сплы тяжести Земли прплив－ ного влияния，возникает косвенннй эффект－предпоследमшй член справа в（IO）．

Член，содержапий разность $W_{0}-U_{0}$ ，можно определить по астрономо－теодезическмм и сцутниковым данным，все остальные плены справа можно получтть из пзмерений п вычпслений，Пред－ ставдв потенциал T распределением простого алоя на земно⿺辶 по－ верхности，что возможно，поскальку этот потенциал создан рас－ пределением аномальнвх масс внутри Земли，можно падучпть ин－ тегральное уравнение теории Молоденского．Решение этого урав－ нения определяет Т．Внчцслив по Формуле（6）внсоту $\zeta$ квази－

广еоида，можно найти полную внсоту H нап нормальнвм эллипсоидом．

В измеряемне элементы поля необходимо вводить поправки за разность действительного полного влинния Луны п Солнца п соответственннх постояннвх членов．Именно такую приливную поправку рекомендовал вводить в измеряемые величины силы тя－ жести Honkasalo п в нивелирование，следуя Honkasolo ，
Zeman 198I．Такие приливные поправки позволншт привести все измерения к одкнаковому расположеншю внешншх возмущаюиих масс п как бы к одному моменту времени．В этом случае в реа－ льном потенциале сили тяжести Земли сохраняется постоянннй член влияния Јуны и Салнца，результаты нивелирования можно будет непосредс твенно сравнивать со средвими уровнямиц морей， но в аномалшях силы тяжести этот постоянний член будет пск－ лочен й такие аномалии можно использовать в известннх форму－ лах теорпи фигурн Землा．Добавив к внчисленной по эткм форорм－ лам аномальной составлящей некоторого элемента поля соответ－ ственное влияние нормального эллипсоида，постоявннй член влия－ ния Лунн и Солнца，а при желании их полное влиянше в опреде－ ленньй момент времени，можно погучить нужнний элемент реально－ го гравктадионного поля Земли．Следует заметить，что завися－ щая от времени часть влиянши Лунн п Салнца на геометрическое нивелированше весьма мала сравнительно с современной точностью， носит случайнлй характер п потому，как правпло，пренебрегае－ ма．Такой подход к учету влинншй Лунн и Салнца на гравытапи－ онное поле Земли впалне аналогичен принятому способу псклочения влянния дентробежной силв из аномалии силн тяжести．Влияние дентробежной силы，ғак известно，сохраннется в реальном потенпиале силы тлғести Земли，и，соответственно，в нормаль－ ннх высотах．

Задачу теории бигури Земли можно решить при ином подхо－ де к учету приливвнх втиннй．А пменно，в соответствии с ре－ шением Мепдународной геодезической ассоциации можно псклочить приливний эфّект из всех геодезическшх измерении，решить крае－ вую задачу，выразить нужный элемент гравитаппонного паля п в нем восстановить прилввное влияние．Полная высота некоторой

точки земной поверхности над отсчетным эллипсоидом является элементом чисто геометричесим и от гравитаипонного поля не зависит．При обоих подходах к учету притнвних влиянии эта величина должна получиться одинаковой．Так п будет，если последниий член формуль（6）п соответственное влияние в вели－ чине $W_{0}$ буд्षт исюлючены из связи внсоты квазигеоида и воз－ мумающего потенпиала п отнесенв к завдспмости（3）．Но в этом случае реальный уровень моря окажется заведомо неуровенной поверхностьゅ п нельзя будет результаты геометрического ниве－ лирования непосредственно испальзовать для изучения уровней морей．Ниже будет показано，что влияние постоянного прилив－ ного эф̆фекта на результаты нивелирования заметно п не счи－ таться с ним нельзя．Состояние теорй уровня моря не позваляет вычпслять с достаточной точность соответственные поправки в этот уровень．

Длг оценги постолнного влияния Луны п Салвца на результа－ ты нивелшрованжя можно воспользоваться расчетом Zeman I98I．Однако представляется неправильнжм использовать при та－ ком расчете содержапии чшсла Лява мнозитель за уцругие де－ Формадии твердои Земли，поскольку введение этого множителя предполагает кратковременность действия возмуцашией силы． Эти упругие деф̆ормалии Zeman I98I оценил в $+5,7$ см на экваторе и－II， 4 см на полюсах．Сравни тельно с точностьы гравпметрическия измерении，необходвмой для решения задач теории һигуры Земли，соответственные погрешности малы．Одна－ но они могут составить нескалько сотвх миллигала，т．е．быть заметнылा при современной точности гравиметрических измере－ нии．Балее правильным представляется считать Земль твердо⿺ при расчете рассматриваемого постоянного втияния п вводить поп－ равну только за соответственное смещение уровенных поверхнос－ теи．Без учета коэф̆ишента за упругие деформачии Земли，из формул Zeman следует

$$
\Delta H=0.27\left(\sin ^{2} B-\sin ^{2} B_{c}\right) \mu .
$$

Величина блН определяет разность потенщалов P в пссле－

дуемой точке и исходном пуннте нивелировок. Если отсчетную точку поместить на полюсе, то на экваторе $\Delta H=0,3 \mathrm{~m}$, что в общем согласуется с оценкой Honkasalo . Расхождение со средннм уровнем моря получается значительным. Как указал Zeman I98I, таким образом, например, может быть искусственно создана разность уровней Балтийского и Адриатического моря величинои около 7,2 см, что преввшает опибии нивелирования на таном расстоянии.

При установлении знака поправкп следует иметь в влду, что удаление постоянних влиянөй Луны и Салнца снпмает дополнительное экваториальное вздутие уровенннх поверхностей на Земле қ увеличивает разность высот в точках, одна из которнх расположена под экватором, а другая - в средней полосе.

Вопрос об изучении относительньх уровней морей с помощьо нивелирования не следует смешивать с вопросом о среднем уровне моря как отсчетной поверхности. Такой отсчетной поверхностью геодезисты не пользуются, несмотря на утверждения учебников геодезии и в частности Honkasalo , выбирая за отсчетную согласно определению Брунса ту уровенную поверкность, которая проходит через исходннй нуль счета висот.

Honkasalo получил свой результат осреднением за 18,6 года - оборот узла лунной орбиты. Для сравнения результатов гравиметрических измерений - приведения их к одному моменту времени вполне достаточна поправна Honkasalo , тем более, что при вьчпслении смешанной аномалии силы тяжести необходимо дополнительное внчисление косвенного эӗфекта.

При изучении движения искусственннх спутнинов Земли, влияние Луны и Солщца должно быть принято во внимание непосредственно. Коэфॉиициенты разложения геопотендиала по сберичесгим фуункиия или другие даннне о гравитацпонном поле Земли должны соответствовать тольно реальной Земле, т.е. в этом случае нужен потенциал $\mathrm{U}+\mathrm{T}=\mathrm{W}-\mathrm{P}$. При согласовании спутниковых и наземньх данных нужно принять во внцмание потенциал P.

ANELASTICITY IN THE EARTH'S MANTLE: IMPLICATIONS FOR THE FREQUENCY DEPENDENCE OF LOVE NUMBERS

## J. 2schau

Institute of Geophysics, Christian Albrechts University, Kiel, West Germany

Analytical formulas are developed which describe the anelastic and viscous behaviour of solids by means of an absorption band as deduced from a Gaussian distribution of relaxation times. These formulas are applied to the Earth's mantle in order to explain post glacial rebcund data as well as various observations of anelasticity over a frequency range of more than seven decades including the seismological band as well as free oscillations and the Chandler Wobble. In fitting the parameters of the absorption band to the observations, the effect of compcsition, structure, phase transitions, pressure and temperature on the anelastic behaviour is accounted for by making use of the empirical relationship

$$
G^{*}=c \frac{\Phi}{\rho_{0}}
$$

where $G^{*}$ is Gibb's free energy of a relaxation process, $\Phi$ the seismic parameter, $\rho_{0}$ ambient density and $c$ a constant which is only dependent on the relaxation mechanism itself. This relationship is shown to be well fulfilled for solie state self-diffusion in various solids like metals, haliaes and oxides including minerals important in the mantle.

Connected with the Gaussian absorption band it yields
a theoretical model of inelasticity in the mantle which is in excellent agreement with current knowledge on transient and steady state viscosities as well as with attenuation and dispersion observations between 1 sec and 435 days in period. Based on this model the Earth global Love numbers are calculated for different frequencies. It turns out that the Love numbers entering into Earth tidal and rotational problems are significantly different from those valid in the frequency band of seismology. The difference is an increase in the Love numbers of 2 to $3 \%$ if the Earth's short period tidal deformation is considered. It is higher for longer periods of loading and results in an 8 days lengthening of the Chandler wobble period at 435 days.


[^0]:    When meking observations with photographic zenith teleecopes (PZT) special star oataloguesmust be used for the reduction, since fundamental stars can hardly be observed. In general, there exist individual star catalogues et the PZT stations. For standardization of these catelogues end for adaptation to the system of the fundamental catalogue FK4 an observation programme was carried out upon the recommendation of the International Astronomical Union in the seventies according to which the stars of the PZT otations on the northern hsmisphere were observed together with FK4 stars with meridian circles. 10 meridian circles were involved in this programme. As a result of this international cooperation the catalogue of the northern PZT stars NPZT 74 was issued /1/.

    The oyotematic differences between catalogue PZT $80 / 2 /$ which is presently being used at Potsdam for the reduction of the PZT observations end catalogue NPZT 74 are
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