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1 Introduction 

The DC sensitivity is a substantial and meaningful quantity in any data interpretation process. It 

indicates the change in potential due to the change in resistivit y of a cell volume. For inversion schemes, 

it provides a link between data and modehector in terms ofthe Jacobian matrix. lt is also very useful for 

the interpretation of field data using forward modeling, enabling the modeler to assess the resolvability 

of certain model parameters (Spitzer and Kümpel, 1997). Practitioners might find it helpful for plannin g 

field surveys and choosing optimal source configurations with respect to their targets. While the spatia l 

sensitivity distribution for surface source configurations is found sporadically in the literature , the one for 

subsurface sources is lacking. Sensitivity studies were carried out by several authors usually in conjunctio n 

with inversion techniques. McGillivray and Oldenburg (1990) depict the sensitivity as an example for a 

single pole source at the surface for a lD and 2D case and show the distortion of the sensitivity for a 

2D prismatic body. Boerner and West (1989) deduce Frechet derivatives in the sense of single scattering 

theory and compare their evolved DC expression with the one for a lD earth described by Oldenbur g 

(1978). Sasaki (1994) shows a coarse 3D sensitivity plot for a surface dipole-dipole configuration using 

two orthogonal sections through 3D space. Also Noel and Xu (1991) present a vertical section for a 

dipole-dipole arrangement at the· surface. A sensitivity study using small 3D grids was carried out by 

Park and Van (1991). An early work on sensitivities for the homogeneous earth (then called signa: 

contribution sections) was performed by Barker (1979). He investigated the sensitivities for surface four

electrode arrangements and particularly pointed out the differences for Wenner, Schlumberger and severa'. 

Dipole-Dipole combinations. Weller et al. (1996) derive an expression for the pole-pole sensitivity in a 

closed volume bounded by an isolator and show that sensitivities may be superposed for multi-electrod e 

arrangements. 

Four different schemes are briefly outlined for calculating the sensitivity in 3D. For arbitrary conduc

tivity structures, the sensitivity may be calculated by numerical DC forward modeling using a source 

at the transmitter and a fictitious source at the receiver location. A separate numerical approach has 

been developed solving the partial differential equation defining the sensitivity problem. Another meth oc 

using two DC forward runs employs the perturbation of a resistivity block to derive the sensitivity anc 

last but not least an analytical solution is available for the homogeneous halfspace, . 

Following that, an example is shown of the 3D sensitivity distribution for a subsurface pole-pole a:

rangement in a homogeneous earth. The results are displayed using two orthogonal sections. Distinc : 

regions of negative sensitivities do always occur; blocks within these regions affect the overall response 

in an apparently paradoxical but physically reasonable manner: a well conducting block in a region c: 

negative sensitivities increases the apparent resistivity response whereas a highly resistive block has the 

opposite effect. Most notably , for buried, horizontal electrode arrangements, the negatively sensitive re

gions form tube-shaped, cylindrical structures opening towards the surface whereas a vertical arrangeme r.: 
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yields a closed, spherical one. Finally, it is investigated, how varying conductivity contrasts in:fl.uence the 

sensitivity. A more comprehensive illustration is given in the füll paper that is going to be published in 

Geophysical Journal International. 

2 The Sensitivity 

The DC sensitivity et> is the derivative of the measured potential with respect to the resistivity assigned 

to a volume or block within the model space. For a fixed source position, it reads as 

8Vm 
4>zmn =-;-

upn 
(1) 

where Vm is the potential at grid node m, Pn is the resistivity assigned to the nth block, n = l, ... , JV, 
and 1V is the number of model blocks. l is the index for the source location so that <l>zmn reads as the 

sensitivity at node m with respect to a change in resistivity in cell n and a source located at node l. For 

one source location l, the sensitivity matrix containing the sensitivities at all nodes m with respect to all 

resistivity blocks n is an N x 1V matrix of the form 

( ~ ap1 

~1= : 

aVN 
ap1 

(2) 

A row of the matrix contains the derivatives at one receiver position with respect to all resistivity blocks, 

whereas a column corisists of the derivatives at all grid nodes with respect to one resistivity block. In other 

words, a row contains informatio1:1 on the sensitivity throughout the halfspace for a particular electrode 

configuration. This is of special concern, if, e.g., the high resolution region for a given transmitter/receiver 

arrangement is sought. On the other hand, the columns contain the sensitivities for all receivers . with 

respect to a fixed volume. They are tobe considered , if a-priori information on the location of a target 

body exists and the optimum resolution electrode configuration is to be designed. 

Three of the four methods described in the following are numerical ones being apt to determine the 

sensitivity for arbitrary cond uctivity structures, while one is analytica l and only for homogeneous cases. 

Generally, the whole sensitivity matrix may be calculated by each of the methods. The FD methods, 

however, provide with each run only one row or one column, respectively, so that the whole matrix is -

obtained by repetitive application. For many problems, though, the supp ly of a single column or row is 

suflicient. The choice of the appropriate method is therefore important to yield computationa l efliciency. 

2.1 Calculation of the Sensitivity by DC Forward Modeling 

Expressing the conservative electrical field E as the negative gradient of the scalar potential V 

E = -'vV (3) 

and using Ohm's law 

j = uE (4) 

we can write the current density j as 

j = - u 'v'V (5) 
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The gradient 'vV can now be approximated by a central FD expression. As an example, the FD term 
for the x-direction in irregular grids reads as 

!:I. "k 1,J , 

fl-1 V;+l,j,k + U? - fl-1)¾,i ,k - t?¾-1 ,j ,k 

f ;-if;(fi- 1 + fi) (6) 

where f; and f;_ 1 are the grid spacings adjacent to node (i , j , k). A similar expression is obtained for y 

and z. The conductivity cr of an infinit esimal cell volume at the grid node (i,j , k) is approximated by 

a volume-weighted arithmetic mean over neighboring grid cells according to Brewitt-Taylor and Weaver 

(1976). For details see the finite difference approach by Spitzer (1995). 

The sensitivity for a defined transmitter and receiver configuration can be expressed as the inner 

product of the current densities / and jm produced by a current source of strength I at the transmitt~r 

l and receiver position m , respectively, integrated over the perturbed volume 'n. The applied current I 

is usually of unit strength. This definition goes back to a formulation by Geselowitz (1971) and is weil 

described , e.g., by Park & Van (1991). lt reads as 

4>/mn = J I / jmd,n (7) 
T„ 

where the current densities / and jm are calculated using the finite difference express10n according 

to eqs (5) and (6). Mathematically , the sensitivity theorem can be derived from the bilinear identity 

described by Lanczos (1961), which is closely related to the Green 's functions and Green's identities. 

For a given transmitter and receiver position, two separate forward runs have to be carried out 

locating a source subsequently at the transmitter and the receiver position. Thus, the sensitivity is 

provided throughout the whole volume with respect to one transmitter/receiver configuration. With 

other words, the index m in eq. (1) remains fixed, whereas n runs through all values giving one row of 

the sensitivity or Jacobian matrix in eq. (2). 

2.2 Sensitivity Forward Modeling 

Another wa.y of determining sensitivities is a separate finite difference approach solving a set of partia l 

differential equations defining the sensitivity problem. 

The procedure is based on a technique proposed by Smith & Vozoff (1984) who derive the symmetric 

and positive definite set of linear equations 

Av=b (8) 

with respect to one block conductivity <Tn. A is the coefficient matrix arising from a finite difference 

approach of the geoelectric problem, v is the unknown vector of the potentials Vm and b denotes th e 

source term. The derivative reads as 
fJv fJA 

A-=--v (9) 
O<Tn O<Tn 

since ob/ O<Tn = 0. fJA/ O<Tn is determined easily by setting all cell conductivities equal to 1 within th e 

relevant model block. All other conductivities are set to 0. The system of linear equations of eq. (8) 

is solved for the potential v using an efficient SSOR-preconditioned conjugate gradient method (SSOR: 

Successive overrelaxation method; Spitzer , 1995; Hestenes & Stiefel , 1952). Then the right side of eq. (9) 

consists of only one matrix-vec tor multiplication. The obtained set of equations is of the form of eq. (8) 

which is again solved by the conjugate gradient method yielding the vector fJv/80-n. The sensitivity as 
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defined in eq. (1) is obtained in a straightforward way by multiplying ov/~o-n by the factor -o-;; giving 

the required sensitivity for node m 

(10) 

Thus, for the sensitivity matrix's first column , two forward calculations are necessary. For each addi t ional 

conductivity block , the numerical amount of work is reduced to only one forward run once the potential 

v is determ ined. In contras t to the method described in section 2.1, we obtain the sensitivity for one 

transmitter and all receiver locat ions m with respect to a fixed model volume n providing one column of 

the sensitivity matrix in eq. (2) (i.e., m runs through all values whereas n remains fixed). 

2.3 Calculation of the Sensitivity by Perturbation 

The differential form 8Vm/Opn may be substituted by a difference expression 6,.Vm/6.pn with 6.pn = • 
p~ - p~ and p~ as a perturbed resistivity, if 6.pn « p~. Thus, by changing the resistivity of a block 

by a "small" amount and subtracting the perturbed potential responses from the unp erturbe d ones, an 

approximation ofthe sensitivity is obtained. Both potentia l distributions are calculated using FD forward 

modeling. As in section 2.2 , one column of the Jacobian matrix is obtained. 

2.4 · Analytical Calculation of the Sensitivity for a Homogeneous Halfspace 

For a homogeneous halfspace, the current density obeys the analytical law (here again for x-direction) 

(11) 

which is derived from Ohm 's law, E = - "vV and the analytical expression for the potential at an 

arbitrary position within the conducting halfspace (at the surface or subsurface). The (r7r term is due 

to an image source at distance Ir'! from the receiver within the non-conducting "air space", jrj is the 

distance between source and receiver. 

The sensitivity can now be determined using the sensitivity theorem ofGeselowitz (eq. 7) and the cur~ 

rent density from eq. (11). The integration over the perturbed volume has tobe carried out numerically, 

which in this case has been clone by Gaussian quadrature using Gauss-Legendre polynomials (Press et 

al., 1986). There are no preferences concerning the calculation of rows or columns of the Jacobian. The 

amount of numerical work is equal. Rows or columns are simply selected by the choice of the running 

index. 

2.5 The Methods in Comparison 

With each execution, the first FD method (section 2.1) provides a row of the sensitivity matrix, whereas 

the second one (section 2.2) yields a column. Both methods use two forward runs for the calculation of 

the first set of sensitivities; the second method, however, only needs one further forward run for each 

additional set, thus, being advantageous to the first one as far as the cumulative amount of numerical 

work is concerned. Depending on individual conditions and requirements both methods are subject to 

trade-off, though. Method three (section 2.3) is mainl y for crosscheck reasons because of its simplicity. 

The advantages of the analytical approach (section 2.4) lie in its speed and accuracy. The speed is 

of particular interest if it comes to numerical inversion , where the whole sensitivity matrix has to be 

determined. Although one forward modeling using the FD-method of section 2.2 is carried out, e.g., in 
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Figure 1: Logarithmic normalized sensitivity 

for a subsurface pole-pole configuration in a 

homogeneous halfspace. The plot shows one 

row of the sensitivity matrix. Note the zone of 

negative sensitivity forming a tub~like shape. 
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Figure 2: Logarithmic normalized sensitivity 

with respect to a buried cube. The plot shows 

one column of the sensitivity matrix. 

about 9 s on a Sun Spare Ultr a for a grid of 41 x 41 x 21 nodes, the t ime needed to calculate every 

individual sensitivity for each cell with respect to each node and one source location totals approximately 

80 hours. This is way too slow under all circumstances and, therefore, not feasible. To achieve a startin g 

value for the iterative process in non-linear inversion , the ana lytical method only needs 14 min to achiev e 

the same set of sensitivities, but only for a homogeneous structure, though. The method might be ever: 

speeded up, if the applied numer ical integration method, here Gaussian quadrature , is carried out using 

less function values (see Loke and Barker, 1996). 

3 Sensitivity Distributions 

In the following, the sensitivity distribut ion is shown only for a subsurface pole-po le arrangement. Th e 

3D space is depicted using orthogonal sections along the surface and the vertical through the sources 

For better illustration, the sensitivity is displayed as a logarithmic property norma lized by division of it5 

greatest value. Since the reciprocity princ iple is valid, receiver and transmitter is interchang eable .. 

Fig. 1 shows the sensitivity for a pole-pole configuration at a subsurface location. Since the electrod e 

configuration is fixed, the graph shows the sensitivity as a function of the loca tio n of a cell, i.e. , or:· 

row of the sensitivity matrix ( eq. 2) is plotted. Fig. la displays the vert ica l section through the sour c 

locations. The solid line marks the zero sensitivity line which is associated with a change of sign . A zor.

of negative sensitivities stretches out between the electrodes forming a tube-like shape that opens towa: : 

264 



the surface. Generally, the absolute value of the sensitivity increases as one approaches the electrode 

locations. Fig. lb shows the sensitivity along the surface where the zero sensitivity line forms a circle 

through the points located perpendicularly above both electrode locations. In 3D space, the negatively 

sensitive region thus forms a cylindrical shape with a semi-spherical or bowl-like structure at the bottom. 

The change in resistivity of any volume element within this zone is associated with a sign-reversed change 

in apparent resistivity. The cylindrical structure is maintained as long as the electrodes are buried at 

finite dep th. With increasing depth, the surface sensitivity values decrease as a matter of course. With 

d • oo they converge towards zero and the change of sign at the surface disappears. The response 

then assumes the full space solution containing a closed sphere of negative sensitivities. The region of 

negative sensitivities also assumes a closed sphere even in presence of the surface at finite distance, if the 

pole-pole configuration is oriented vertically, i.e., if the surface normal and the normal on the connecting 

line between the poles are orthogonal. 

Another interesting way oflooking at the sensitivity distribution is obtained by exchanging the running 

indices. All previous figures show the sensitivity with respect to a fixed source/receiver configuration. 

Thus , the index of the cell location n runs through all possible values being associa ted with one row of the 

sensitivity matrix. Keeping the location of the cell or resistivity block fixed and letting the receiver index 

m cycle through all values of the 3D grid , we generate the sensitivity map shown in Fig. 2a and b , which 

displays one column of the sensitivity matrix along a vertical section and the surface. The fixed resistivity 

block is a. rectangular 3D prism centered at a depth of 4.5 m at x = y = 0 m with sides 6 m long in 

the x- and y-directions, and 3 m in the z-direction. The result is obtained performing explicit sensitivity 

forward modeling as described in section 2.2. The sensitivity is now a function of the receiver position. 

The bended solid line again indicates zero sensitivity. The source is located at the surface. For receiver 

positions on the right-hand side ~f the zero sensitivity line, the sensitivity becomes negative which is in 

accordance with Fig. 1, where the negative area is between the electrodes. Note that a configurat ion 

using a receiver electrode along the zero sensitivity line would not respond to resistivity changes of the 

block, even if the receiver is located within the block itself. 

This result agrees well with the theory of charge accumulation at conductivi ty contrasts. In case of 

a positive current I flowing from a resistive into a conductive medium , we obtain an accumula tion of 

negative charges along the boundary due to the continuity of the normal componen ts of the current density 

and the continuity of the tangential components of the electric field (Li and Oldenburg, 1991). Within 

a region of additionally accumulated negative charges the measured positive potential is diminished 

yielding decreased apparent resistivities. We now find a positive maximum of the sensitivity, i.e., a 

decreased apparent resistivity at the upper left-hand edge of the conducting block in Fig. 2a which is in 

agreement with the results presented by Li and Oldenburg (1991, Fig. 6a-f ) . 

Of course, the depiction of sensitivities in the way of Fig. 2a is equivalent to the one of equiperturbation 

lines presented , e.g. , by Shima (1992) for the 2D case: However , the 2D response deviates significantl y 

from the 3D one as we will see later in section 4.2. 

4 The Influence of Resistivity Contrasts on the Sensitivity 

So far, all shown sensitivities are for the homogeneous halfspace. Of course , a non-uniform conductivity 

structure will deform the sensitivity distribution. However, it is shown that the homogeneous case gives 

a good approximation or first guess for a range of moderate conductivity changes. In the first place, t he 

forward modeler 's interest is focussed on the spatial extensions of negative ly or positively sensitive 
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Figure 3: Logarithmic normalized sensitivity 

for a subsurface pole-pole configuration buried 

in the middle layer of a three-layer model. 

regions to apply the appropriate resistivity changes 

to the model during the interpretation process and 

achieve a better match to the data. From certain 

conductivity contrasts on, though , the spatial pat

tern of the homogeneous case is broken up so that 

the sensitivity distri bution has to be calculated indi

vidually to gain information on its structure. Gen

eral predictions are difficult to quantify. Neverthe

less, the following examples give an overview ofwha t 

to expect for some classes of more realistic inhomo

geneous structures. 

4.1 A Three-Layer Earth 

In order to investigate in greater detail th e influence 

of resistivity contrasts on the sensitivity , some com

mon inhomogeneous structures are studied. In par

ticular, we consider a downhole electrode arrange

ment typically applied in mining environments using 

a subsurface pole source and receiver usually locate d 

within two boreholes. First , a three- layer earth (p1 , 

pz, p3 = Pr) including the pole-pole arrangement in its middle layer is examined. The resistivity p2 of 

the middle layer is gradually changed from p,if P1 = 0.1 (conductive layer ) to pz/ p1 = 10 (resistive layer) 

using four steps. The results are shown in Fig. 3 depicting the sensit ivity for a fixed transmitter / source 

combination as a function of space ( corresponding to Fig. la), The FD method described in section 2.1 

is weil suitable for this kind of problem and has therefore been used to calculate the results. For the 

conductive layer, the spatial pattern resembles the homogeneous one even for a conductivity contrast o: 

pz/ P1 = 0.l (Fig. 3a,b). In contrary, the changes are more drastic ifthe middle layer becomes increasingly 

resistive. With moderate contrasts (pzf p1 = 2, Fig. 3c), we already observe a significant narrowing o: 

the negative zone at the boundary between the first and second layer. With further increasing resistivi ty. 

the negative zone is even split up in two (Fig. 3d). This is physically comprehensible, if we consider th e 

current density again. In the case of the conductive layer, the current is channeled within the layer. Th e 

component of the current density normal to the layer boundaries is increased when the neighboring layers 

are becoming more conductive. Therefore, a greater charge is accumulated at the boundaries disturbin g 

the potential distribution along the boundaries. 

In summary, the homogeneous earth approach is a sufficient approximation for inhomogeneous cases. 

in which the source is located within the conductor and the conductivity contrast is less than 1:10. More 

significant alterations of the spatial sensitivity pattern are encountered for even lower contrasts , when 

the source is located within resistive material. 

4.2 A Rectangular Prismatic Body 

In this section a typical crosshole situation is investigated (Fig. 4). A rectangular 3D prisma t ic body . 

whose sides are 6 m long, is centered between two boreholes at (x,y,z)=(0 m, 0 m, 5 m). The left-han c 

borehole contains the transmitter at a depth of 5 m (circle) and the potential log is run along the so 
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Figure 4: Contour plots for the sensitivity 

with respect to a 3D rectangular prismatic 
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Figure 5: Contour plots for the sensitivity as 

a function of the receiver pole with respect to 

a 2D rectangular body striking in y-direction. 

called receiver borehole on the right-hand side. For simplicity, the boreholes positioned at (x,y)=(±5 m, 

0 m) are straight and vertical and are indicated by the lines left and right from the body . 

In a first sequence, three different resistivities. are assigned to the body and their responses are 

investigated in terms of sensitivity (Fig. 4a-c). For this purpose, the method outlined in section 2.2 is 

appropriate, because we obtain the sensitivity with respect to the b_ody as a function of the receiver 

position throughout the conductive halfspace. The results are presented as vertical sections in the way 

of Fig. 2, but normalized by the factor Pcube/V;, where V; is the potential at node i and Pcube is the 

resistivity of the body. Thus, e.g., <P = 1 stands for direct proportion and <:P = - 1 indicates inverse ~ 

proportion. In each plot, a positive maximum of the sensitivity occurs at the side facing the source, 

whereas a negative minimum appears at the far side of the cube. The sensitivity pattern varies with the 

body 's resistivity in amplitude as well as in its spatial behavior. The sensitivity maxima are greatest 

when the body's resistivity is equal to the background resistivity (Pcube/ Pbg = 1, Fig. 4a) or , in other 

words, the sensitivity with respect to the body decreases with increas ing difference to the background 

resistivity. Additionally, the negative minimum is dislocated to greater depths as Pcube/ Pbg decreases. 

The asymmetry is related to the presence of the surface not allowing any current to flow into the air 

space . The decrease of its influence with the body's increasing resistiv ity might be confusing at first 

glance, because the current system is obviously channeled between the resistive body and the surface. 

But according to the sensitivity theo~em (eq. 7), the inner product ofthe current densities are integrated 

over the body's volume. Therefore, a conductive body that channels the current inside its volume rat her 

introduces the asymmetry into the sensitivity structure than a resistive body. 

This is not the case for 2D structures. If we carry out the same investigation using a 2D body, we 

obtain significant ly different results. Fig. 5 depicts vertica l sections analogous to those of Fig. 4, but now 

for a 2D body with strike in y-direction. While the resistive bod y (Fig. 5c) and the body of background 

resistivity (Fig. 5b) resemble their corresponding 3D cases, only showing greater extreme values, the 

response ofthe conductive body (Fig. 5a) is strongly deviating (compare to Shima, 1992). The negative 
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minimum is completely missing and the positive maximum is extremely strollg showing values of <I? > 0.6 

at the side of the cube facing the source (see Spitzer & Chouteau , 1996). 

This shows that 2D approximations for cases implying 3D conductive bodies are not valid and should 

be considered with great caution. The 2D and 3D responses are better compatible if the source is loca ted 

within conductive material , i.e., when the body is resistive. 

5 Conclusions 

The sensitivities play key roles in understanding the physics of the DC potential and its response to 

subsurface resistivity changes. This is of fundamental concern for the interpretation of any kind of 

geoelectrical depth investigation. Especially , subsurface sources yield sensitivity patterns which should 

be carefully studied and taken into account when interpreting field data sets. The aim of this paper 

is to describe a number of methods for calculating the sensitivity in three-dimensional homogeneous 

and arbitrarily inhomogeneous cases and to give an example of how these patterns are shaped for a 

common pole-pole configuration in homogeneous cases. For inhomogeneous media, the represen t ative 

example of a three-layer case suggests that the homogeneous response is approximately valid for a rang e 

of moderate conductivity contrasts less than · 1:10, when the source is located within the conductor. 

However, a significant deformation of the shown sensitivity distributions is inevitable in presence of high 

conductivity contrasts and should therefore be considered during the interpretation process, especially, 

when the source is located within resistive material in the vicinity of conductors. Further mod el studie s 

for crosshole environments have shown that 2D approximations do not hold for conductive 3D bodies , 

whereas 2D and 3D approximations show better agreement for resistive bodies. 
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