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S U M M A R Y
Natural gas can be temporarily stored in a variety of underground facilities, such as depleted
gas and oil fields, natural aquifers and caverns in salt rocks. Being extensively monitored
during operations, these systems provide a favourable opportunity to investigate how pressure
varies in time and space and possibly induces/triggers earthquakes on nearby faults. Elaborate
and detailed numerical modelling techniques are often applied to study gas reservoirs. Here we
show the possibilities and discuss the limitations of a flexible and easily formulated tool that
can be straightforwardly applied to simulate temporal pore-pressure variations and study the
relation with recorded microseismic events. We use the software POEL (POroELastic diffusion
and deformation) which computes the poroelastic response to fluid injection/extraction in a
horizontally layered poroelastic structure. We further develop its application to address the pres-
ence of vertical impermeable faults bounding the reservoir and of multiple injection/extraction
sources. Exploiting available information on the reservoir geometry and physical parameters,
and records of injection/extraction rates for a gas reservoir in southern Europe, we perform an
extensive parametric study considering different model configurations. Comparing modelled
spatiotemporal pore-pressure variations with in situ measurements, we show that the inclusion
of vertical impermeable faults provides an improvement in reproducing the observations and
results in pore-pressure accumulation near the faults and in a variation of the temporal pore-
pressure diffusion pattern. To study the relation between gas storage activity and recorded
local microseismicity, we applied different seismicity models based on the estimated pore-
pressure distribution. This analysis helps to understand the spatial distribution of seismicity
and its temporal modulation. The results show that the observed microseismicity could be
partly linked to the storage activity, but the contribution of tectonic background seismicity
cannot be excluded.

Key words: Permeability and porosity; Gas and hydrate systems; Europe; Induced seismicity.

1 I N T RO D U C T I O N

In order to manage seasonal fluctuations in energy consumption
against a relatively stable production capacity, buffering techniques
have been developed. This concept also applies to natural gas, typ-
ically characterized by higher demand in winter. A common way
to deal with demand fluctuations, and take advantage of market-
price variations, is to store natural gas in Underground Gas Storage
(UGS) facilities, such as depleted gas and oil fields, natural aquifers
and caverns (natural or excavated) in salt rocks (e.g. Liu et al. 2018;

Wu et al. 2020). In particular, underground natural aquifers consist-
ing of porous and permeable rock formations act as natural water
reservoirs and, in some cases, can be used for natural gas storage. As
of 2018, there were more than 600 underground natural gas storage
facilities worldwide, ∼80 of which are in deep saline aquifers, the
first dating back to 1925 (Cornot-Gandolphe, CEDIGAZ Novem-
ber 2018 Report, https://cdn2.hubspot.net/hubfs/1982707/Overvie
w of underground gas storage in the world 2018 (1).pdf).

Underground operations causing perturbations of the stress field
or pore-pressure can potentially modulate seismicity. In recent
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years, seismicity induced and triggered by human activities has
become an important topic of interest. Earthquakes have been ob-
served as a consequence of a wide range of human activities such
as fluid or gas injection/extraction into underground formations,
mining or quarry sites, and fluid impoundment of reservoirs (e.g.
Shapiro et al. 2006; Evans et al. 2012; Grünthal 2014; Foulger et al.
2018; Richter et al. 2020). However, attributing the cause of an
earthquake to human activity and discriminating between anthro-
pogenic and natural seismicity is not straightforward (Grigoli et al.
2017).

To minimize the risks related to UGS operations, industries and/or
public institutions (depending on specific state regulations) monitor
signals such as surface deformation, pore-pressure variation and
microseismicity during storage and withdrawal (production) of gas.
When carefully monitored, these observations allow to investigate
how pressure in reservoirs evolves, modifies the surrounding stress-
state, produces deformation coupled with diffusion processes, and
possibly induces/triggers earthquakes on nearby faults (e.g. Improta
et al. 2015).

In this context, our main objective is to use a flexible, semi-
analytical poroelastic model to simulate temporal variations of pore-
pressure and study the interaction between pore-pressure diffusion
processes and surrounding faults, addressing a possible relation
with observed microseismicity.

The study of poroelastic response to fluid injection/extraction in
underground reservoirs, and in particular of the pore-pressure dif-
fusion, is usually performed using either analytical, semi-analytical
or numerical approaches (e.g. Wang & Kümpel 2003; Ricard et al.
2012; Altmann et al. 2010, 2014; Chang & Segall 2016, 2017;
Goebel et al. 2017).

Fully analytical models are generally easy and fast to implement.
However, analytical solutions for coupled poroelastic problems are
only known for very simple configurations, for example for homoge-
neous isotropic poroelastic media. On the other end, fully numerical
simulations, such as finite element or finite difference approaches,
usually provide more realistic models being able to account for sev-
eral complexities, such as material heterogeneity and anisotropy,
lateral heterogeneities due to the presence of faults, two-phase flow,
complexities of the production/injection history and full 3-D evolu-
tion of the pressure field. However, the numerical models are usually
more laborious to implement and can require high computing capa-
bility and the knowledge of several a priori information about the
study area. This could, in turn, pose limitations for the model do-
main extension and/or its spatiotemporal resolution. Additionally,
exploiting the full parameter space or Bayesian and bootstrapping
approaches to estimate model uncertainties are difficult to realize
with full numerical simulations.

Semi-analytical approaches can represent a valid alternative
method when analytical solutions are not available, such as when
dealing with a layered half-space or when using the numerical proce-
dures mentioned above is challenging (e.g. Wang & Kümpel 2003;
Goebel et al. 2017).

Here we use the software POEL (POroELastic diffusion and de-
formation) by Wang & Kümpel (2003), a semi-analytical physics-
based numerical scheme that allows the computation of transient
and steady-state fully coupled poroelastic solutions associated with
injection/extraction of fluids in point or extended sources embedded
in a horizontally layered poroelastic half-space. POEL is particu-
larly suitable to link observables such as pore-pressure and Coulomb
stress variations within the underground reservoir with the physi-
cal/mechanical processes occurring in the surroundings. Therefore,
it has been widely used to investigate the relation between fluid

injection, pore-pressure diffusion, surface deformation, and induced
seismicity in several study areas such as the super-deep drilling
project KTB in Germany (Jahr et al. 2005, 2006), the vast oil and
gas field in Oklahoma, United States (Barbour et al. 2017; Zhai
et al. 2019; Deng et al. 2020) and the Montney Basin in British
Columbia, Canada (Yu et al. 2019).

Providing only axisymmetric solutions, POEL, however, drasti-
cally simplifies the geometry of the reservoir. Focusing on pore-
pressure diffusion, we therefore further implemented the POEL
application to address common, relevant problems for gas storage
in poroelastic layers: the presence of vertical impermeable faults
bounding the reservoir and the presence of multiple, simultaneously
active injection/extraction sources. The presence of quasi-vertical
faults, such as of graben type or antithetic type, is indeed com-
mon in reservoir geology all over the world (e.g. Orlic 2016; Haug
et al. 2018; O’Neill et al. 2018). Representing a lateral barrier to
fluid flow, these faults can severely separate pressure and fluids into
compartments inside the reservoirs and influence the temporal be-
haviour and spatial distribution of pressure diffusion. Accounting
for these structures when modelling reservoir production/injection
features can be therefore important to properly investigate the reser-
voir behaviour and understand the observed signals (e.g. Jolley et
al. 2007, 2010; Pasala et al. 2013; Zbinden et al. 2017; Kettermann
et al. 2020).

Through a collaboration with a midstream company in southern
Europe, we tested this application by studying the temporal varia-
tions and spatial distribution of pore-pressure measurements at one
of their UGS facilities. Taking advantage of the available informa-
tion about the reservoir, injection and production-rate records, and
pore-pressure measurements (Section 2.1), we performed an exten-
sive analysis considering different model configurations and values
of material parameters in order to evaluate the sensitivity of the
results and the effect of the impermeable faults (Sections 3.1, 3.2
and 4.1). We then used the estimated pore-pressure spatiotemporal
distribution to investigate the possible relation between the injec-
tion/extraction activity and the microseismicity recorded in the area
(Sections 2.2, 3.3 and 4.2). Finally, in Section 5, we discuss the
main results and summarize the main advantages and limits of the
proposed method.

2 S T U DY A R E A D E S C R I P T I O N A N D
AVA I L A B L E DATA

2.1 Setting of the underground storage facility (UGS)

Our case study is an underground storage facility located in southern
Europe, where natural gas is stored in a water-saturated, saline
aquifer made of porous rock. The aquifer layer, located at a depth
of ∼2300 m and made of dolomitic carbonate rock, is sealed above
and below by impermeable rock layers (anhydrite) (Fig. 1a).

The facility of interest is managed by a midstream company
in southern Europe operating two additional UGS sites. Details
about the study region and data sources are not disclosed due to the
company confidentiality policy. Cushion gas (i.e. the gas volume
necessary to ensure the minimum storage pressure required for op-
timal gas injection and withdrawal) and working gas (i.e. the gas
volume which can be stored or withdrawn at any time in addition
to the cushion gas) have been progressively injected in the saline
aquifer layer since 2012. Since this date, the facility performs a
seasonal operation. In summer (April 1st to October 31st), the in-
jection phase takes place: compressed gas is injected through the
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Figure 1. Sketch of the storage facility configuration. (a) Vertical stratification highlighting the porous reservoir layer and the surrounding sealing layers. (b)
Map view of the reservoir layer and the injection/production and monitoring wells. SA and SB labels refer to the two main injection areas, F1 and F2 labels
refer to the two main faults that laterally confine the reservoir. The colours are indicative of the depths (isobaths) of the top of the reservoir layer.

wells, displaces the water, and fills the pores in the aquifer layer,
which acts as a natural deposit. In winter (November 1st to March
31st) the production phase takes place: gas is extracted, and water
refills the pores in the aquifer. The structure enables to balance the
differences in consumption between summer and winter and retains
a certain amount of working gas as strategic reserve.

The storage facility consists of two main injection/production
areas (hereafter defined ‘SA’ and ‘SB’), and the reservoir is later-
ally bounded by two main faults (hereafter defined ‘F1’ and ‘F2’).
Fig. 1(b) shows a sketch of a map view of the reservoir layer and
the injection/production and monitoring wells.

The company operating the facility has been monitoring the ac-
tivity since 2012 and has worked out a simplified geomechanical
model. Records of injection/production rates are complemented by
pore-pressure measurements and a local seismic network moni-
toring the microseismicity in the reservoir area. For our research,
the company provided: (i) the reservoir geometry (aquifer depth,
thickness,and location of the bounding faults), and the approximate
dimensions and location of the volume of porous rock containing the
cushion gas volume relative to SA and SB, which we used to constrain
our model geometry (c.f. Section 3.1); (ii) the physical parameters
needed to constrain the poroelastic properties of the reservoir layer
and cap rocks, which we used to perform a parametric study and
calibrate our model (cf. Section 3.2); (iii) the daily temporal records
of total (i.e. group data from all wells) gas injection/production
rates relative to SA and SB, which we used as input parameters
for our model; (iv) measurements of bottom-hole pore-pressure
at two wells located inside each injection area (hereafter WA and
WB), which are representative of the pore-pressure values within
each injection area and which we used for the parametric study,
and for the validation of model results (cf. Sections 3.2 and 4.1)
and (v) a catalogue of microseismicity recorded by a local seismic
network installed in October 2015 (cf. Section 2.2 for more details).
Figs 2(a) and (b) show the time-series of injection/production rates

Figure 2. Time-series of injection/production rates (respectively black and
grey lines) and pore-pressure (blue dots) at injection area SA and well WA

(a) and injection area SB and well WB (b). (c) Time-series of observed
local seismicity (red bars); the overlapped orange bars indicate the selected
seismicity used for the seismicity model. The yellow, orange and green
vertical stripes highlight the intervals T1, T2 and T3, respectively. The
vertical bold-dashed grey line indicates the time when the local seismic
network became operational. The blue vertical dotted lines indicate the
times referred to in Fig. S4.

and pore-pressure measurements at each injection area. Starting
from 2012, several operations of injection/production, each lasting
∼10–20 d, have been performed with a seasonal alternation between
injection (black lines) and production (grey lines). The measured
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pore-pressure is ∼24 MPa with positive (after injection) and nega-
tive (after production) variations of ∼4 MPa (blue dots).

2.2 Seismicity data set

In October 2015, a local seismic network including five stations
(Passive Seismic Monitoring Network) was installed, covering an
area of roughly 10 km × 10 km around the facility of interest.
Between October 2015 and March 2018, 484 events of small mag-
nitude (M < 2.3) have been observed (red bars in Fig. 2c). In
particular, the catalog from the local network is characterized by a
completeness magnitude of MC = 0.0 and consists of 90 per cent
microearthquakes (M < 1.0) occurring near the UGS (< 25 km
radial distance). The detected seismicity is mostly shallow (95 per
cent at depths ≤ 3.5 km, grey bars in Fig. 3a) and spatially clustered.
The most prominent cluster occurred close to the bounding fault F2.
Fig. 3(b) shows the planar distribution of the observed earthquake
density (spatially smoothed by a Gaussian location error with a
standard deviation of 1 km). This is plotted in the same local metric
coordinate system (x, y) used to define the reservoir geometry of
the POEL model (cf. Sections 3.1 and 3.3).

The observed seismicity rates vary intensively in time, with three
periods of higher seismicity lasting for several weeks (late-2015,
2016.5 to 2017, late 2017) separated by two periods of very low
seismicity. No seismic events are recorded on most days, with a
maximum of almost 30 events/day recorded shortly after the net-
work installation in mid-November 2015 (Fig. 2c).

At the location of the UGS there were almost no previous records
of seismicity, indicating an overall scarce seismicity of moderate
size in the region since 1970. The national catalogue only includes
eight events with M > 2 between 1970 and 2012 (the starting year
of activity at the UGS) in an area of about 30 km × 30 km around
the UGS, and two additional events with M > 2 since 2012 until
2019, indicating no significant change of the seismicity rate.

Even if no regional information is available about seismicity
with small magnitude (M ≤ 2.0) before the installation of the local
seismic network, the clustered temporal occurrence of the observed
local seismicity (roughly in correspondence with higher recorded
pore-pressure values, Fig. 2) and its spatial distribution (shallow
depth and mainly clustered near the F2 bounding fault, Fig. 3)
possibly suggest a relation with the UGS activity, and motivate our
analysis (Sections 3.3 and 4.2).

3 M E T H O D S

3.1 Pore-pressure model: geometry setup and
implementation

In order to model the pore-pressure diffusion in the UGS, we imple-
mented a poroelastic model based on a horizontally layered struc-
ture using the software POEL by Wang & Kümpel (2003). This is a
semi-analytical scheme based on an orthonormalization extension
of Haskell’s propagator method combined with Biot’s theory of lin-
ear poroelasticity (Biot 1941). It allows the computation of transient
and steady-state fully coupled poroelastic solutions in multilayered
full and half-space in response to fluid injection/extraction. POEL
considers radially unbounded layers and is therefore intrinsically ax-
isymmetric. The model input consists of injection/extraction rates
from a fixed source (i.e. source position and dimensions do not vary
in time) that can be either punctual, linear or volumetric (cylindri-
cal).

Figure 3. Spatial distribution of locally recorded microseismicity. (a) Depth
distribution (0.25 km bins width); the grey bars represent all seismicity while
the black bars refer to the seismicity selected for our study. The position of
the storage layer is also indicated (dark grey line on the right). (b) Planar
distribution of seismicity density: the colours refer to the entire seismicity
data set, while the overlapping contours (2 events km–2 intervals) refer to
the selected seismicity. The location of the bounding faults from our model
geometry is also indicated.

In our case study, the injection/extraction sources consist of mul-
tiple wells operating in two main zones (SA and SB in Fig. 1b). In
each of the two zones, a few months after the beginning of the op-
eration, the injected gas forms a ‘bubble’ within the reservoir layer
(the ‘cushion gas’), over which additional gas is injected/extracted.
The cushion gas volume at a specific time is the cumulative injected
minus extracted gas, and it is needed to optimize seasonal storage
operations. We modelled the volume of porous rock in which the
cushion gas is contained at a certain time as a volumetric cylindri-
cal source embedded in a water-saturated (reservoir) layer (hereafter
‘gas source volume’). Pressure changes of the volumetric source are
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Figure 4. Schematic representation of the model implementation. 3-D
model sketch (a), model section view (b), and map views of the model
with no (c), one (d) and two (e) boundaries. The blue circles represent the
cylindrical source, the shaded blue circles represent the image sources, and
the red lines represent the vertical impermeable boundaries.

due to gas injection and extraction rates (see Figs 2a and b). We kept
fixed the source height (H = 35 m, half of the reservoir thickness),
and we estimated its radius R proportionally to the cushion gas vol-
ume at the beginning of the analysed period. The approximation of
using a source with fixed dimensions will be discussed in Section 5.
Fig. 4 shows a 3-D sketch, and section and map views of the model
geometry.

We first implemented two separate models for each of the two
injection areas SA and SB. For both, we considered the same sim-
plified 3-layers structure representing the reservoir layer (Lr) sealed
between two layers of very low permeability and characterized by
identical poroelastic parameters: the upper layer (Le1) and the lower
half-space (Le2). Fig. 4(b) shows a section view of the model: the
reservoir layer Lr, located at a depth of ∼2300 m, has a thickness
of 70 m, that is the 60 per cent NTG (net-to-gross ratio) of the
total reservoir layer thickness (118 m). The layers depth values are
summarized in Table 1.

To model the effect of vertical impermeable faults bounding the
reservoir and acting as a barrier for the fluid diffusion, we used the
images method: a linear combination of unbounded single-source
POEL solutions that satisfies the no-flux boundary condition on
a vertical plane. This is obtained by superposing a mirror source
solution to the real source (Fig. 4d). With the same technique, we
developed the model to address the simultaneous presence of two
perpendicular vertical impermeable faults, which is relevant for our
case study (Fig. 4e).

It has to be noted that this method satisfies the boundary condition
only for Darcy’s flux. Therefore, the solution near the boundary is
well approximated in the assumption that the coupling between the
deformation and pore-pressure diffusion is negligible (i.e. the pore-
pressure induced by the deformation is small and vice versa). The
fully coupled solution with a vertical impermeable fault bounding
the reservoir cannot be addressed with POEL. In fact, POEL uses

semi-analytical solutions that are valid only in axisymmetric con-
figurations, and the axial symmetry is inevitably lost in the presence
of a vertical planar boundary.

The following scheme describes the main steps we followed to
obtain a complete solution for the pore-pressure distribution and
time-series for two simultaneously active sources with two bound-
aries.

1 Single source, one-boundary model: In order to simulate the
effect of the lateral bounding fault F1, for each source separately
we added a new, identical source mirrored from the boundary. The
distances between the source centers and the boundary (D1

A and
D1

B, for SA and SB, respectively) have been chosen according to
the distance between the injection wells groups and fault F1. Their
values are displayed in Table 2.

2 Single source, two-boundaries model: In order to simulate the
effect of the second fault F2, a second boundary is needed. In gen-
eral, if there is more than one boundary, additional image sources
are required (e.g. Ferris et al. 1962). When two boundaries are inter-
secting, the number of required image sources depends on the angle
between the boundaries, with the simplest case being perpendicular
boundaries requiring three image sources (cf. further discussion in
Section 5). Given the fault position in our case study (Fig. 1b), per-
pendicular boundaries represent a reasonable approximation. The
distances between the source centers and the second boundary (D2

A

and D2
B, for SA and SB, respectively, Table 2) have been chosen

according to the distance between the injection wells groups and
fault F2.

3 Two-sources, two-boundaries model: Finally, to obtain a com-
plete solution including both sources, considering the poroelastic
model linearity, we superpose the two-boundaries solutions for SA

and SB, with a distance between the sources D2
A—D2

B = 3500 m.

3.2 Pore-pressure model: parametric study

In addition to the geometry setup, the model needs the definition
of the medium material properties. In particular, POEL software
requires the definition of five parameters for each layer: the shear
modulus (μ), the Poisson’s ratio under drained and undrained con-
ditions (ν and νu), the Skempton coefficient (B), and the hydraulic
diffusivity (D).

For our case study, the availability of geomechanical models and
in situ measurements provide useful information to constrain the
values of μ, ν and approximate values of porosity (φ) for all layers
(cf. Table 1). Therefore, we only need to constrain νu (ν ≤ νu ≤ 0.5),
B (0 ≤ B ≤ 1) and D.

For the external layers, we used the formula for the Skempton
coefficient (Skempton 1954)

B = 1

1 + φK
K f

(1)

This equation links B to the bulk modulus of the soil structure
K = 2μ(1+ν)/[3(1–2ν)], that of the fluid Kf (∼2.2 GPa for water)
and the porosity φ. We obtained BLe ∼ 0.5.

In order to constrain νu, we used the relation linking B to ν, νu and
α, the dimensionless coefficient of effective stress 0 ≤ α ≤ 1, (eq.
3 in Kümpel 1991)

B = 3 (νu − ν)

(1 − 2ν) (1 + νu) α
(2)

Assuming BLe = 0.5, this equation provides a tighter range for
the undrained Poisson’s ratio: νu

Le = 0.28 (α → 0) and νu
Le = 0.4
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Table 1. Parameter values of the different poroelastic model layers. Italic blue font indicates the values known a priori; underlined grey font
the ones kept fixed, and bold red font the ranges used for the parametric study.

Layer Depth (m)
Shear modulus μ

(GPa)
Poisson’s
ratio, ν Porosity, φ

Undrained
Poisson’s ratio, νu

Skempton’s
coefficient, B

Diffusivity D
(m2 s–1)

Le1 0–2260 25 0.28 5 per cent 0.4 0.5 10–5

Lr 2260–2340 21 0.28 10 per cent 0.28 ≤ νu
Lr ≤ 0.5 0 ≤ BLr ≤ 1 0.1 ≤ DLr ≤ 12

Le2 2340-∞ 25 0.28 5 per cent 0.4 0.5 10–5

Table 2. Features of the two cylindrical model sources SA and SB. Values of the distance between the source center and the vertical boundaries
F1 and F2 and of the source radius for the time intervals T1, T2 and T3.

Distance—Source centre to
boundary F1

Distance—Source centre to
boundary F2

Source
radius—Interval T1

Source
radius—Interval T2

Source
radius—Interval T3

Source SA D1
A = 2200 m D2

A = 5500 m RT1
A = 1500 m RT2

A = 1600 m RT3
A = 1700 m

Source SB D1
B = 1400 m D2

B = 2000 m RT1
B = 700 m RT2

B = 850 m RT3
B = 1090 m

(α = 1). We selected the latter value in order to represent the higher-
end configuration. As discussed thoroughly in the Supplementary
Material (Section S1), the effect of a variation of the νu

Le value
within this range does not cause a significant variation of the model
results.

The diffusivity is related to B, ν, νu, the permeability, k, and the
dynamic fluid viscosity, ηf, through the equation (eq. 46 in Kümpel
1991)

D = 2

9

(1 − ν) (1 + νu)2

(1 − νu) (νu − ν)

k

η f
μB2. (3)

Since the external layers represent aquitards that seal the reser-
voir layer, we impose a typically very low value for the perme-
ability kLe = 0.0002 md (1 millidarcy = 10−15 m2). We assumed
ηf = 0.5×10–3 Pa s, that is the dynamic viscosity of water at tem-
perature ∼50 ◦C, at ∼2 km depth (i.e. considering a gradient of
25 ◦C km–1, while ignoring year-round average surface temperature
variations of ∼10 ◦C since they do not cause significant variations of
our parameters estimation). Using the previously described values
for BLe, νLe, νu

Le, we therefore obtained a diffusivity of DLe = 10–5

m2 s–1 for the external layers.
For the reservoir layer Lr, we know the values of μLr = 21 GPa,

νLr = 0.28 and φLr ∼ 10 per cent that, analogously to the external
layers, could be used to roughly constrain the unknown parame-
ters BLr, DLr, νu

Lr. However, the model results strongly depend on
these parameters. To investigate the sensitivity of the solutions with
respect to different parameter combinations (and model configura-
tions, i.e. with and without boundaries), we performed an extensive
parametric study to better constrain BLr, DLr and νu

Lr by comparing
estimated and measured pore-pressure variations. In particular, we
compared the time-series of pore-pressure measures at the monitor-
ing wells to the model results obtained varying the most uncertain
poroelastic parameters of the reservoir layer. Since POEL does not
provide the solution within the source volume, we used a conser-
vative approach and considered the modelled pore-pressure as an
average of the results within the source radius at a depth just below
the source, inside the reservoir layer (z = 2325 m). The resulting
time-series of the modelled pore-pressure were then compared to
the observed pore-pressure values.

To perform the parametric study, we selected a time interval of
240 d between August 2015 and April 2016, including 3-injection/3-
extraction episodes (T1 interval, yellow stripe in Fig. 2), and we con-
sidered the pore-pressure variations referenced to the pore-pressure
value of the first day of injection (Fig. 5). We chose this interval be-
cause it is located at about 3 yr from the onset of the operation, when

Figure 5. Observed (blue) and best-fitting modelled (orange and red) pore-
pressure variation time-series for sources S A (a) and SB (b) in time interval
T1 (cf. Fig. 2). The orange and red lines correspond respectively to the best-
fitting one-source model configurations without and with two-boundaries
(corresponding parameter values in brackets). The bottom panels show the
injection (black) and extraction (gray) rate time-series. The vertical dashed
lines depict the epochs at which pore-pressure distribution snapshots are
shown in Figs 8 and S3 (days 15, 81 and 123).

the gas volume in place is large compared with the injected/extracted
volumes (the maximum daily injection/production amount in T1 is
about 0.5 per cent (for SA) and 1 per cent (for SB) of the cushion
gas volume and the total volume variation in T1 is about 10 per
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cent (for SA) and 40 per cent (for SB) of the cushion gas volume).
Also, T1 starts after a relatively long pause from the previous injec-
tion/production cycle (∼110 d), so that pressure diffusion processes
already re-established the equilibrium within the aquifer layer.

We produced more than 100 pore-pressure models by varying
the values of BLr, DLr and νu

Lr. In particular, we tested different
values of the undrained Poisson’s ratio within the interval 0.28 ≤
νu

Lr ≤ 0.5, and varied BLr between 0 and 1 and DLr up to 12 m2 s–1.
The parameter values of the different layers are listed in Table 1:
we indicate in blue the values known a priori, in gray the ones
previously evaluated and kept fixed, and in red the range over which
BLr, DLr, νu

Lr have been varied.
We performed this parametric study for both SA and SB sources

separately and, in each case, for both the axisymmetric case and the
case with two-perpendicular boundaries.

3.3 Seismicity model

To investigate the seismicity-triggering potential of the estimated
pore-pressure variation, we used the toolbox developed by Richter
et al. (2020). This implements a seismicity model based on the com-
mon assumption that static stress changes lead to earthquake nucle-
ation. Assuming the Coulomb stress as the parameter describing the
stress state, increasing/decreasing Coulomb stress promotes/inhibits
seismicity. Coulomb stress is defined as

C F S = τ − f σe f f = τ − f (σn − p) . (4)

Here τ is the shear stress in the fault-slip direction, and f is the
coefficient of friction. σ eff is the effective compressive normal stress
(defined as positive) on the fault plane given by the Cauchy stress
acting on the rock skeleton (σ n) reduced by the pore-pressure (p).
Because the rupture mechanism is not known for the observed events
and shear/normal stress cannot be resolved, we only considered the
effect of pore-pressure changes assuming the proportionality CFS
∼ p. We therefore tested if the changes in pore-pressure associated
with the UGS activity could explain the observed seismicity.

In our model, the friction is governed by rate-and-state depen-
dency following the constitutive law derived by Dieterich (1994)
for the evolution of seismicity on a population of faults under stress
perturbation. The seismicity rate R is a function of stressing history
and given by

R = r

τ̇ γ
. (5)

Here r is the background seismicity rate, τ̇ the background shear
stress rate, and γ a state variable depending on the stressing history.
For small changes in normal stress compared to the absolute values
(i.e. lithostatic stress on the fault), the evolution in time (t) of γ is
given by

dγ = dt − γ dS

Aσn
. (6)

with S = τ—f’σ eff and f’ = f—δ. A and δ are positive non-
dimensional constitutive parameters (Linker & Dieterich 1992). S
therefore corresponds to the Coulomb stress with a reduced fric-
tion coefficient. In our application of the Coulomb Rate and State
(RS) model, S is assumed simply proportional to the pore-pressure
(S ∼ p).

In addition to the RS-model, the toolbox provides the imple-
mentation of the linear Coulomb failure model (CM) and the Pois-
son model for comparison. The Poisson model describes tempo-
rally and spatially random seismicity, such as the one expected for

a constant—in space and time—tectonic stressing rate (R = r0).
Conversely, the CM-model considers, as the RS-model, a depen-
dence of the earthquake rate on the UGS-induced pressure changes
in addition to the constant background seismicity rate. However,
the CM-model assumes that the seismicity rate is proportional to
the pore-pressure variations related to an instantaneous earthquake
triggering. In contrast, the response of the previously described
RS-model is delayed and nonlinear.

In the basic CM-model, faults are critically loaded, and every
positive stress change causes seismic activity with a seismicity rate
of

R (xn, tk) = r0 + aṠ (xn, tk) · H
(
Ṡ (xn, tk)

)
. (7)

Here stress and seismicity rates are calculated on a spatial grid
of N points with coordinates xn = (xn, yn, zn) (n = 1, .., N) and at
K time steps tk (k = 1, . . . , K). The parameter a is a proportionality
factor, and H is the Heaviside function with H (Ṡ(xn, tk)) = 1 for
Ṡ(xn, tk) ≥ 0 and H (Ṡ(xn, tk)) = 0 otherwise. The dot indicates the
time derivative that is performed over discrete (daily) time intervals.

We also implemented an alternative CM-model, hereafter defined
as CMsub, in which a threshold-stress (
S0) has to be reached at a
given location before the seismicity rate starts evolving proportion-
ally to the stress changes.

Unlike the RS-model, the CM-models do not intrinsically con-
sider the Kaiser effect (Kaiser 1950; Lavrov 2003), i.e. seismicity
can occur at a certain location only if stress exceeds the previously
reached values at that location. Therefore, we also implemented
CM-models accounting for the Kaiser effect (CMK and CMsub K),
which implies adding a further condition to eq. (7)

R (xn, tk) = r0 + aṠ (xn, tk) · H
(
Ṡ (xn, tk)

)

× H (S (xn, tk) − max S (xn, t < tk)) . (8)

Since the depth distribution of the observed local seismicity is
peaked at about 2 km depth, which is consistent with the storage
layer depth within the seismicity location error of 1 km (see Fig. 3a),
we restricted our seismicity analysis to a plane within the storage
layer (at fixed depth z = 2325 m).

For all the models, the seismicity rates R(xn, yn, tk) are calculated
on the same horizontal spatial grid (steps of 50 m in both direc-
tions, with a planar extent of 16 200 m × 19 450 m, n = 1,. . . , N
with N = 126 750) and temporal sampling (daily) of the modelled
pore-pressure variation data p(xn, yn, tk). The R(xn, yn, tk) values
are separately calculated for each spatial grid point based on the
pore-pressure variation distribution p(xn, yn, tk), assuming spatially
uniform model parameters. However, due to the simplified POEL
geometry, at the aim of the seismicity models evaluation and pa-
rameters estimation, we finally consider only the spatially summed

rate R (tk) =
N∑

n=1
R(xn, yn, tk) . This is fitted to the observed event

times (ti, i = 1, . . . , Z) using the maximum likelihood method
(Daley & Vere-Jones 2003; Hainzl et al. 2010). In particular, the
log-likelihood log L is given by

log L =
Z∑

i=1

log (R (ti )) −
K∑

k=1

R (tk) 
t. (9)

The logL-value is maximized with regard to the model parame-
ters. Here the background rate (r0) is a model parameter for all the
tested seismicity models (Poisson, CM, CMsub, CMK, CMsub K and
RS). Further free parameters are the proportionality factor a for the
models CM, CMsub, CMK and CMsub K and additionally the stress
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threshold 
S0 for CMsub and CMsub K. Finally, the RS model in-
cludes as free parameters Aσ n and the relaxation time ta = Aσn/τ̇

in addition to r0.
Because the models involve a different number of free parame-

ters, we used the Akaike Information Criterion, AIC = 2(Mf – logL),
to compare the model performances, with Mf being the number of
the free model parameter. The model providing the smallest AIC
performs best.

4 R E S U LT S

4.1 Parametric study results and effect of impermeable
boundaries

We computed the misfit for the SA source (both axisymmetric and
two-boundaries configurations) calculated as the root mean square
error (RMSE) between the modelled (average over the source area)
and measured (at well WA) pore-pressure time-series (Fig. 6). Each
panel refers to a different value of the undrained Poisson’s ratio,
the x-axis represents BLr, and the y-axis represents DLr. The cor-
responding misfit plots for the SB source are shown in Fig. S2.
The best-fitting parameters and corresponding RMSE values are
provided in Table S1(a)–(d).

All the analysed configurations reveal similar features and con-
sistent preferred parameter values (associated with lower RMSE).
In particular, a clear trade-off emerges between BLr and DLr with
the low misfit area bending towards lower BLr and higher DLr with
decreasing νu

Lr. We note a slight preference for lower values of
BLr and DLr (DLr< 3 m2 s–1 and 0.2 < BLr < 0.6) because higher
values of D cause faster pore-pressure decay, which results in worse
agreement with the observations.

Using eq. (3), for each value of νu
Lr we calculated the permeabil-

ity kLr corresponding to the different combinations of BLr and DLr

(contours in Fig. 6 and Fig. S2). The best-fitting area approximately
follows the kLr contour shape and is consistently bounded between
20 md < kLr < 60 md in all cases. Therefore, the permeability value
is well constrained and lies within the range of values estimated with
the petrophysical modelling provided by the company (10 md < kLr

< 200 md).
By using the relations from Skempton (1954) and Kümpel (1991)

(eqs 1 and 2 in Section 3.2), we can add further constraints on the
best-fitting values that show trade-off. Eq. (1) gives BLr∼ 0.35,
which falls in the best-fitting range of our parametric study. Us-
ing eq. (2), BLr = 0.35 results in a preferred range for the undrained
Poisson’s ratio of 0.28 ≤ νu

Lr ≤ 0.35, while it is 0.28 ≤νu
Lr ≤ 0.4

using 0.2 ≤ BLr ≤ 0.6.
The comparison between the observed and modelled pore-

pressure time-series in interval T1 is shown in Fig. 5. The mod-
elled time-series correspond to the best-fitting parameters combi-
nation for each source and configuration (axisymmetric and with
two-boundaries, the corresponding parameters are indicated in the
figure and highlighted in bold font in Table S1a–d). Despite the in-
evitable simplifications and assumptions of the model (e.g. cylindri-
cal source geometry, fixed volume for gas in-place, three horizontal
layers), we obtain a good fit for the observations (RMSE between
0.2 and 0.8 MPa). Besides, the modelled pore-pressure next to the
bounding faults in both the axisymmetric and two-boundaries cases
shows a higher-pressure build-up in the two-boundaries configura-
tion (Fig. 7).

To assess the effect of adding impermeable vertical boundaries
in the model, we consider the unbounded axisymmetric case as

the reference configuration for our parametric study. Our outcomes
show that similar best-fitting poroelastic parameters result in both
configurations, with values in agreement with the petrophysical
modelling results provided by the company. Furthermore, for both
SA and SB sources, a notably better fit is achieved in the two-
boundaries configuration (compare RMSE values of panels a and
b in Fig. 6 and Fig. S2 and Table S1a–d). This improvement is
particularly enhanced for source SB, for which the RMSE decreases
by about 50 per cent. SB is located closer to both bounding faults
(Fig. 1b) and, even if a lower amount of gas is injected/extracted
compared to the SA source, the observed pore-pressure time-series
show a slower temporal decay after injection/extraction and a higher-
pressure build-up (Fig. 5). Thus, the presence of the bounding faults
and the consequent pressure accumulation cause greater effects at
this location.

Starting from the sets of best-fitting parameters previously iden-
tified for the separated sources, we ran models for the two-sources
configuration, both with and without boundaries. In this case we esti-
mated the RMSE considering pore-pressure time-series for both SA

and SB, obtaining RMSE = 0.47 MPa (with νu
Lr = 0.35; BLr = 0.4;

DLr = 0.8 m2 s–1; kLr = 19 md; cf. Table S1e) in the case without
boundaries and RMSE = 0.51 MPa (with νu

Lr = 0.42; BLr = 0.35;
DLr = 0.4 m2 s–1; kLr = 20 md; cf. Table S1e) in the case with two
boundaries. Fig. 8 displays the pore-pressure spatial distribution in
the reservoir layer, right below the gas source volume (z = 2325 m),
corresponding to the latter best-fitting parameters at three different
times in interval T1 (15, 81 and 123 d); the corresponding plot in
the no-boundaries configuration is shown in Fig. S3. The first two
epochs are located at the end of two 15–20 d injection phases, while
the third follows a 15 d extraction phase. While the radial outward
(after injection) and inward (after extraction) pore-pressure diffu-
sion is visible in both configurations, the presence of the vertical
impermeable boundaries—and, in part, the superimposition of the
two sources—causes a clear variation of the pore-pressure distri-
bution with an evident pressure build-up (up to four times higher)
along the boundaries.

4.2 Estimation of seismicity rate and comparison with
observed seismicity

Using the results for the spatiotemporal distribution of pore-pressure
variations from the POEL model (Section 4.1), we investigated the
relation between the observed local seismicity and gas storage activ-
ities. In particular, in order to have longer time-series and account for
the effect of pore-pressure accumulation with time, we ran further
POEL simulations on two subsequent time intervals T2 and T3 (or-
ange and green vertical stripes in Fig. 2, respectively). T2 includes
6-injections/3-extraction episodes during 330 d between April 2016
and February 2017, whereas T3 includes 10-injections/3-extraction
episodes during 370 d between February 2017 and February 2018.
Analogously to T1, we considered the pore-pressure variations for
each interval T2 and T3 relative to the first day of injection. We
simulated pore-pressure variations using the two-source and two-
boundaries model configurations by modifying the sources radii
according to the actual volume of cushion gas (Table 2). As for the
poroelastic parameters, we used the best-fitting parameters previ-
ously found for the time interval T1 (Section 4.1 and Table S1e). The
POEL model results in a good time-series fit (RMSE = 0.44 MPa
for T2 and RMSE = 0.72 MPa for T3), confirming the robustness
of the parametric study results.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/227/2/1322/6318861 by Bibliothek des W

issenschaftsparks Albert Einstein user on 21 O
ctober 2021



1330 F. Silverii et al.

Figure 6. Misfit results for source SA. RMSE (colour-coded, best fit as blue circle) is calculated between the modelled pore-pressure and the measured
pore-pressure at well WA for different combinations of BLr, DLr and νu

Lr. Open circles indicate the tested combinations of parameters values. Dashed contours
delineate permeability (kLr) values. (a) Results for the axisymmetric configuration (no boundaries). (b) Results for the two-boundaries configuration.

Analogously to Figs 8 and S3, Fig. S4 shows the pore-pressure
spatial distribution in the reservoir layer, right below the gas source
volume ( z = 2325 m), at two times in interval T2 (130 and 235 d
after first day of injection in T2, indicated as blue vertical dotted
lines in Fig. 2). In this case too, the presence of boundaries causes
pressure accumulation (up to four times higher than the unbounded
model).

For our seismicity study, we selected the events with M >

Mc = 0.0 and, since we are considering the direct effect of pore-
pressure diffusion on seismicity triggering, we considered only the
events located within the area of the reservoir model geometry
bounded by F1 and F2. Fig. 2(c) (orange bars) shows the result-
ing selected seismicity rate time-series (daily earthquake number),

including 289 events. The corresponding depth and planar distribu-
tions are displayed, respectively, in Figs 3(a) (black bars) and 3(b)
(dashed gray contour lines).

We estimated the seismicity model parameters using the modelled
pore-pressure variation for the cases with and without impermeable
boundaries and considering all time intervals (T1, T2 and T3, 940 d
in total). This complete time-series has been obtained by joining the
pore-pressure time-series estimated for each interval. The result-
ing pore-pressure time-series corresponding to different locations
within the reservoir layer are shown in Fig. 9 (top panels).

Even if the local seismic network was installed during T1 (in
October 2015, 87 d after the beginning of T1–gray dashed line in
Fig. 2), in order to account for the complete stressing history, we
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Poroelastic model in vertically sealed gas storage 1331

Figure 7. Comparison between times-series (interval T1, cf. Fig. 2) of modelled pore-pressure and shear stress variation at locations near to F1 (a, c) and F2 (b,
d) boundaries (as indicated in the corresponding model sketch insets). The modelled pore-pressure (red and orange lines) refer to the best-fitting models for the
SA (a, b) and SB (c, d) sources. The shear stress (green line) has been computed from the results of no-boundaries model setting. The observed pore-pressure
time-series at the source locations (blue line) and the injection (black) and extraction (gray) rate time-series are also shown for reference.

considered the estimated pore-pressure variations for the entire T1
interval, including the first injection phase. However, for the sake
of model parameters estimation, we considered only the seismicity
rates after the seismic network installation.

The results—model parameters and AIC values—for the different
seismicity models in both configurations (with and without imper-
meable boundaries) are listed in Table 3. The AIC values show sim-
ilar results in both configurations, with the RS-model performing
best with comparable results for the CMK and CMsub K models. In
contrast, the CM-models without the Kaiser effect are only slightly
better than the Poisson model, indicating that the Kaiser effect plays
an important role.

Fig. 10 shows the comparison between observed and model
seismicity rates time-series (RS, CMK and CMsub K) in the two-
boundaries configuration (an analog plot for the case without bound-
aries is shown in Fig. S5). Since CMK and CMsub K perform almost
identically, in the following we only discuss the RS and CMK mod-
els.

The Poisson model yields a constant rate of one event in three days
(r0 = 0.3). Compared to this simple model, the others have lower
background seismicity rates and estimate increased seismicity rates
during injection periods (characterized by higher pore-pressure).

In particular, in the two-boundaries case, only 3 and 10 per cent
of the events are related to background seismicity for CMK and
RS, respectively. Therefore, the best models indicate a causal rela-
tion between the pore-pressure variations and the majority of the
observed microearthquakes.

The RS seismicity rate time-series show a smooth increase dur-
ing increasing pore-pressure phases, with the highest rates slightly
above 2 events/day. The highest modelled seismicity rates occur
during the main injection phases in T1 and T3, whereas lower seis-
micity rates in T2 result from smaller pore-pressure variations, in
agreement with smaller peaks in the observed seismicity rates. Ad-
ditionally, since the pressure level in T2 is lower than T1, the seis-
micity rates close to the injection sources in T2 are lower when
the Kaiser effect is considered (CMK and, implicitly in RS). In
our case the Kaiser effect indeed appears to prevent the nucleation
of an event in the injection sources areas as long as the previous
highest-pressure level is not exceeded.

Compared to the CMK seismicity rate time-series, the RS ones
show a higher temporal correlation with the pore-pressure changes
observed at the source area, with smooth increases and maxima cor-
responding in time with the occurrence of pore-pressure peaks, indi-
cating a quick seismic response—within a day (Fig. 10). This better
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Figure 8. Snapshots (days 15, 81 and 123 of time interval T1, cf. Fig. 5) of the pore-pressure variation spatial distribution (colour-coded and contoured) on a
x–y plane right below the sources (z = 2325 m) in the configuration with two-sources (green circles) and two-boundaries (gray stripes). The back arrows show
the (inverse) pore-pressure gradient.

fit obtained by the RS model suggests that the coupling mechanism
between pore-pressure change and seismicity is better represented
by the nonlinear behaviour of the RS model.

Two epochs showing a significant underestimation of the ob-
served seismicity (reaching maximum values on day 370, in T2: 8
events/day, and 883, in T3: 13 events/day, Fig. 10) correspond to
clusters at F1, while most of the observed seismicity is generally
located near F2. This observation possibly suggests that the two
fault zones are characterized by different frictional conditions, that
can also be linked to the differences in orientation of the faults in
the regional tectonic setting. It is noteworthy furthermore that, in
T2, the observed seismicity near F1 occurred at the onset of the
injection, while, in T3, it occurred after the injection end when the
production started (Fig. 10).

Fig. 9 (bottom plots) shows the comparison between the spa-
tial distribution of the observed (contour lines) and modelled (RS-
model—colour-coded) seismicity (events km–2) cumulated over the
whole studied period. Because the pore-pressure is initially higher
at the injection locations, the Kaiser effect is more effective there,
and the seismicity propagates away towards the faults. This is be-
cause the pore-pressure reaches the highest-pressure level close to
the injection sources during the first injection period in T1. There-
fore, the Kaiser effect appears to cause stress shadows close to the
wells and a steady, slow increase of seismicity at larger distances.

When the impermeable boundaries are considered (Fig. 9b), the
modelled seismicity is highest at the faults and their conjunction,
providing a good fit with the observed seismic cluster locations,
even though with lower density (up to ∼9 events km–2). Conversely,
the model without boundaries results in the highest seismicity lo-
cated between the injection sources (Fig. 9a), suggesting that the
introduction of the boundaries is essential to explain the spatial
distribution of the observed seismicity.

Our seismicity model has spatially homogeneous parameters, that
is it does not consider faults and lateral material heterogeneities,

which could generate a more clustered seismicity and possibly pro-
vide a better fit with the observed seismicity (Richter et al. 2020).
A way to account for this is to consider a larger location error of the
observed seismicity. Assuming a standard deviation of 2 km (Fig.
S6) leads to an observed seismicity density up to ∼7 events km–2,
that is in better agreement with the modelled one.

5 D I S C U S S I O N

In this paper, we presented a POEL software application to an un-
derground gas reservoir in Southern Europe with recorded seismic
events. In particular, we addressed the spatiotemporal evolution of
pore-pressure associated with injection/extraction of gas from mul-
tiple sources in an underground aquifer layer bounded by two faults.

Starting from the single-source (axisymmetric) solution for a
horizontally layered poroelastic medium provided by POEL, and
taking advantage of the linearity of the poroelastic problem, we
applied the image method in order to satisfy the no-flux boundary
condition on a vertical plane. We demonstrated how this method
can be further extended by including an additional impermeable
vertical plane perpendicular to the first one. Single-source so-
lutions (either including the boundaries or not) can be linearly
combined to assess the coexistence of multiple injection/extraction
sources.

In order to analyse the sensitivity of the model results and the
effect of the vertical boundaries, we performed an extensive para-
metric study over the unknown (or weakly constrained) poroelastic
parameters of the reservoir layer by comparing modelled and ob-
served pore-pressure variations. The results obtained for two dif-
ferent injection/extraction sources and with different model config-
urations (with and without boundaries) show consistent features.
The model is sensitive to changes in the poroelastic parameters,
providing a lower misfit for parameter values which are consistent
in all the analysed configurations.
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Figure 9. Seismicity model results. Map view of the cumulated modelled seismicity density (RS-model) for the model configurations (a) without and (b) with
two impermeable boundaries. Gray contour lines show the observed seismicity density smoothed for a Gaussian location error with a standard deviation of
1 km (as in Fig. 3b). The top plots show the observed (orange) and modelled (red, RS-model) seismicity rates and the time-series of the estimated pore-pressure
variation at the three locations indicated in the map (triangles with corresponding colours).

We were able to further constrain our model by exploiting infor-
mation from a pre-existing geomechanical model, and using theoret-
ical relations linking different poroelastic parameters. An improved
estimate of all parameters could be achieved by comparing the mod-
elled pore-pressure distribution with pore-pressure measurements
at different distances from the injection areas, however such mea-
surements were not available in our case. Furthermore, since our
model considers a homogeneous and isotropic reservoir layer, the
parameters values constrained through the parametric study should
be considered as effective or averaged values over the aquifer layer.

We showed that the presence of two vertical impermeable bound-
aries provides an improvement of the fit with observations, and
results in pore-pressure accumulation near the faults, especially for
the source located closer to both of them (SB). This pore-pressure
accumulation is potentially a key effect to help understand why
seismicity possibly related to human activities occurs in certain

preferential areas of the reservoir. Indeed, it has been proposed that
the accumulation of pore-pressure adjacent to sealing faults causes
pore-pressure gradients that, depending on the fault geometry, may
induce seismicity (Chang & Segall 2016). In addition, the presence
of the bounding faults causes a variation of the temporal pattern in
the pore-pressure diffusion (Figs 5 and 7) which may lead to a differ-
ent modulation of micro-earthquakes, and thus affect the seismicity.
Also, we observe that the presence of the bounding faults may gen-
erate differences in the stress gradient distribution: the unbounded
model creates small wavelength pressure undulations, while the
bounded models appear to generate a smoother field, although of
higher stress (Figs 8, S3 and S4). The presence of bounding faults
increases the stress level near the faults—and therefore the related
seismicity, as also confirmed through the seismicity model—while
without bounding faults the highest stress concentrates close to the
injection sources.
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Table 3. Best-fitting parameters values and corresponding AIC results estimated for the different seismicity models.

Model—no
boundaries Parameters AIC �AIC

Background seismicity r0

[events/day]
a [events/(km2 MPa)]; 
S0

[MPa]; Aσ n [MPa]; ta [days] AICX-AICPoisson

Poisson 0.33 / 1189 /
CM 0.25 a = 0.0005 1176 –13
CMsub 0.25 a = 0.0006; 
S0 = 0.0 1176 –13
CMK 0.02 a = 0.008; 867 –321
CMsub K 0.02 a = 0.008; 
S0 = 0.0008 869 –319
RS 0.04 Aσ n = 0.22; ta = 1.0 × 104 852 –337

Model—with
boundaries

Parameters AIC �AIC

Background seismicity r0

[events/day]
a [events/(km2 MPa)]; 
S0

[MPa]; Aσ n [MPa]; ta [days]
AICX-AICPoisson

Poisson 0.33 / 1189 /
CM 0.18 a = 0.0008 1154 –35
CMsub 0.18 a = 0.0008; 
S0 = 0.001 1155 –34
CMK 0.01 a = 0.004 905 –284
CMsub K 0.01 a = 0.004; 
S0 = 0.0008 907 –282
RS 0.03 Aσ n = 0.28; ta = 6.0 × 103 906 –283

Figure 10. Comparison of best-modelled and observed seismicity rates for the model configuration with two impermeable boundaries. The black vertical
dashed line marks the starting epoch of the time interval used for the seismicity model evaluation. The Poisson model result and measured pressure at wells
WA and WB are also shown for reference.

As highlighted throughout the text, our method inevitably con-
templates some assumptions and simplifications. Below, we provide
a list of the main ones and discuss how they may affect our results
and how we tried to mitigate their effects.

(i) Our model only accounts for single-phase fluids. This limi-
tation requires using a volumetric source representing the volume
of rock containing the gas bubble, which prevents modelling the
pressure within it. However, this is not a critical point when, as in
our study case, the focus is on the pore-pressure diffusion within
the water-saturated aquifer. Furthermore, the diffusion of pressure
in the gas is faster than in the water domain. The reason is the higher
mobility of gas compared to water and the likely increase of per-
meability in the gas source volume due to increased porosity with
pressure. Also, the effect of possible gas-fluid/fluid-gas transitions
and their possibly strong effects on fluid compressibility remain still
mostly unknown.

(ii) The gas source volume is fixed during the time-frame of
a simulation. To overcome this limitation, we selected periods of

limited duration (≤1 yr) starting more than 3 yr after the beginning
of the UGS operations. Thus, the injected/extracted volumes are
much smaller than the volume in place. In our case, in all the
analysed time intervals, the maximum daily injection/production
amount is about 0.5 per cent (for SA) to 2 per cent (for SB) of the
cushion gas volume, and the cumulated volume variation within
each interval is about 10 per cent (for SA) to 40 per cent (for SB) of
the cushion gas volume.

(iii) The modelled pore-pressure values in the reservoir layer
are only available outside the volumetric source, while the wells
pressure is measured within the gas source volume. To overcome
this limitation, we adopted a conservative approach considering
pressure values averaged over a circle of the same radius and right
below the source, as close as possible to the volumetric source,
given the model spatial resolution.

(iv) Only vertical, planar impermeable boundaries can be imple-
mented. Therefore, any dip angle of the bounding faults is neglected.
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Because of the limited reservoir layer thickness (<100 m), this ap-
proximation is not expected to have a large influence within the
reservoir layer, where we focus our analysis.

(v) The boundary faults are assumed to be fully impermeable,
which is not necessarily the case in nature. Our method may account
for partially permeable faults by using different linear combinations
of the mirror sources. However, given the uncertainties on fault per-
meability, and the good fit with observations, we just considered
fully impermeable faults. This implies that the pore-pressure ac-
cumulation we compute near the boundaries represents a high-end
estimate.

(vi) The consideration of vertical impermeable boundaries (im-
age method) causes the loss of the coupling between pore-pressure
and deformation solutions (Section 3.1). This limitation implies that
only the pore-pressure variation, and not the stress, can be computed
next to the boundaries, which may influence the Coulomb stress
change computation. This problem cannot be easily overcome due
to the way how the POEL solutions are intrinsically calculated.
However, the pore-pressure change can be a good indicator of the
Coulomb stress change, especially when the magnitude of pore-
pressure variation is significantly larger than the shear stresses. The
latter is the case in our study, where the shear stress variation at
the bounding faults is up to 2 orders of magnitude smaller than the
pore-pressure variation. This is shown in Fig. 7, where we display
the time-series for the shear stress (green lines) and pore-pressure
variations (orange lines) relative to the unbounded case at the same
location (i.e. at the bounding faults, points A, B, C and D).

The application of the method of images becomes more com-
plicated when multiple boundaries are involved, since more image
sources are needed to prevent the flow diffusing from an image
source to penetrate another boundary. However, the approach de-
scribed here could be used in similar settings involving one or more
quasi-vertical sealing faults. A typical case is a gas or oil field
bounded by two quasi-parallel quasi-vertical faults (e.g. graben
structures). In general, when there are two parallel, laterally unlim-
ited boundaries, an infinite number of image sources is required. In
practice, however, the solution can be well approximated using a fi-
nite number of image sources since it is only necessary to add image
sources until the additional one would have a negligible influence on
the sum of all image-source effects (e.g. Ferris et al. 1962). The num-
ber of image sources required for the solution to converge depends
on various factors such as the time scale over which the solution
is required, the diffusion process velocity, and the source-boundary
distance. In Fig. S7, we provide an example of implementation of
two parallel boundaries performed using the previously calculated
pore-pressure solution for source SA in interval T1.

In the case of two intersecting boundaries, a solution can be found
by adding a finite number of image sources depending on the angle
between the boundaries. In particular, the most simple cases for the
construction of closed image systems occur when the angle between
the boundaries can be approximated to an aliquot part of 360◦—for
example, an angle of 45◦ would require seven image sources (Ferris
et al. 1962).

Potentially, by properly arranging the image sources, more com-
plex cases with more than two intersecting boundaries can also be
implemented (Ferris et al. 1962).

Our model for the spatiotemporal evolution of the pore-pressure
changes allows the study of the possible relation with recorded
seismic events in the area. We compared the observed seismicity
rates close to the UGS to the modelled seismicity rates based on
three different models. One model assumes the seismicity constant

in space and time (Poisson model) to test if the observed seismicity
could be explained simply as background seismicity. The other two
models assume a relation to the anthropogenic activity testing linear
(CM-type models) or non-linear (RS model) frictional behaviour.

In general, both CM and RS models have been applied to study
induced seismicity in different contexts (Dempsey & Suckale 2017;
Langenbruch et al. 2018; Norbeck & Rubinstein, 2018; Shapiro,
2018; Candela et al. 2019; Jiang et al. 2021). In our case, the
CMK/CMsub K and RS models can explain the observed microseis-
micity in the examined time period of 2.3 yr significantly better than
the Poisson and simple CM (i.e. without Kaiser effect) models. The
probability of seismicity increases during injection periods with a
nearly linear and instantaneous relation between pore-pressure in-
crease and seismicity rate. Since the previous stressing history and
nonlinear effects influence the seismicity, assuming a rate-and-state
relation slightly improves the results. The analysis of the spatial
distribution of the earthquakes suggests that the introduction of two
impermeable faults in the pore-pressure model improves the esti-
mation of the seismicity spatial distribution. Additionally, due to
the Kaiser effect, little seismicity is expected close to the injection
wells after the first injection cycle. A strong role of the Kaiser effect
has been observed also in the context of seismicity associated with
volcanic activity, such as at Kafla volcano (Heimisson et al. 2015).

Our seismicity model reproduces the observed seismicity rate
trend, but not its amplitude, large fluctuations, and detailed timing.
At least a part of this misfit can be ascribed to factors such as the
simplifications of the pore-pressure model (e.g. simplified geom-
etry, homogeneous material properties, impermeable boundaries),
the fact that the interactions between earthquakes (e.g. aftershocks)
are not implemented, and that the stressing history before the T1 pe-
riod is not considered. Nonetheless, our results about the temporal
and spatial seismicity distribution suggest that a part of the observed
seismic patterns could be related to the UGS activity and possibly
reveal different behaviours of the two bounding faults. More accu-
rate models—and longer data time-series—are needed to confirm
or reject this hypothesis.

The lower amount of seismicity that has been recorded beyond
the bounding faults or farther from the injection sources might
be related to additional triggering mechanism different from direct
pore-pressure diffusion, such as elastic and fully coupled poroelastic
stresses, that are able to transmit forces to great distances, well be-
yond the fluid pressure (e.g. Goebel et al. 2017; Goebel & Brodsky
2018; Segall & Lu 2015). Furthermore, based on the depth distri-
bution and magnitude of the observed microseismicity (M ≈ 1), in
our approach we only considered the pore-pressure change inside
the aquifer layer as triggering mechanism for the seismicity. Some
seismicity is however also observed at shallower and deeper depths
in the adjacent layers (Fig. 3a). Here the pore-pressure variations
are orders of magnitudes smaller, but the poroelastic stresses can
give an important contribution in triggering seismicity (e.g. Deng
et al. 2020; Jiang et al. 2021). The occurrence of seismicity just
across the F2 boundary could also be ascribed to a not complete
impermeability of the fault or the presence of a thick fault zone.
Finally, at least a portion of the observed seismicity is most likely
due to tectonic processes rather than human activities.

6 C O N C LU S I O N S

To study gas reservoirs embedded in poroelastic media, elaborated
and detailed numerical modelling techniques are often applied, such
as finite element models. Instead, we focused in this paper on the
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highly flexible and easily formulated POEL tool that can be applied
to similar cases. We show the potential and limitations of the POEL
code, that can be freely downloaded and is straightforward to use. Its
flexibility enables to deal with the presence of multiple sources and
impermeable boundaries. This method could also be used jointly
with and propaedeutically to more complex and detailed fully nu-
merical models to evaluate the effects of the involved parameters
and of the impermeable boundaries. Being a semi-analytical model,
it allows a better insight about the different factors contributing to
the pore-pressure diffusion process. Parametric studies with POEL
can provide useful prior knowledge for more realistic and complex
3-D models, and the coupling with seismicity models enables the
exploration of the aleatoric and epistemic uncertainties for seismic
hazard assessments.
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Figure S1. Effect of vu
Le value variation. (a) RMSE (colour-coded,

best fit as blue circle) is calculated between the modelled pore-
pressure and the measured pore-pressure at well WA for different
combinations of BLr and DLr . The open circles indicate the tested
parameters values combinations and the dashed contours delineate
permeability (kLr) values. (b) Observed (blue) and modelled (or-
ange and red) pore-pressure variation time-series in time interval
T1 (refer to Fig. 2 in the main text). The orange and red lines corre-
spond, respectively, to the best-fitting model for the case vu

Le = 0.3
and the respective model for the case vu

Le = 0.4. The bottom panels
show the injection (black) and extraction (gray) rate time-series.
Figure S2. Misfit results for source SB. RMSE (colour coded, best fit
as blue circle) is calculated between the modelled pore-pressure and
the measured pore-pressure at well WB for different combinations
of BLr , DLr and vu

Le. Open circles indicate the tested parameters
values combinations. Dashed contours delineate permeability (kLr )
values. (a) Results for the axisymmetric configuration (no bound-
aries). (b) Results for the two-boundaries configuration.
Figure S3. Snapshots (days 15, 81 and 123 of the T1 interval, see
Fig. 5 in the main text) of pore-pressure spatial distribution (colour-
coded and contoured) on a x–y plane right below the sources (z =
2325 m) in the configuration with two-sources (green circles) and
no-boundaries (the dashed lines indicate the boundaries position
as in Fig. 8 in the main text). The back arrows show the (inverse)
pore-pressure gradient.
Figure S4. Snapshots (days 130 and 235 of the T2 interval, see
blue vertical dotted lines in Fig. 2 of the main text) of pore-pressure
spatial distribution (colour-coded and contoured) on a x–y plane
right below the sources (z = 2325 m), in the configuration with
two-sources (green circles) and (a) no-boundaries (the dashed lines
indicate the boundaries position) and (b) two boundaries. The back
arrows show the (inverse) pore-pressure gradient.
Figure S5. Comparison of best-modelled and observed seismic-
ity rates for the model configuration without impermeable bound-
aries. The black vertical dashed line marks the starting epoch of the
time interval used for the seismicity model evaluation. The Poisson
model result and measured pressure at wells WA and WB are also
shown for reference.
Figure S6. Seismicity model results. Map view of the cumulated
modelled seismicity density (RS model) for the model configura-
tions (a) without and (b) with two impermeable boundaries. Gray
contour lines show the observed seismicity density smoothed for a
Gaussian location error with standard deviation of 2 km. The top
plots show the observed (orange) and modelled (red) seismicity rates
and the time-series of the estimated pore-pressure variation at the
three locations indicated in the map (triangles with corresponding
colours).
Figure S7. Example of two-parallel boundaries implementation.
We used the previously computed solution for source SA in interval
T1 to implement the effect of two parallel impermeable boundaries,
both at a distance of 2000 m from the source center. (a) Sketch of
the model implementation. The blue circles represent the cylindrical
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source, the shaded blue circles represent the image sources, and the
red lines represent the vertical impermeable boundaries F1 and F2.
(b) Results of pore-pressure variation time-series at the locations A
and B indicated in (a) and localized in the aquifer layer right below
the source (z = 2325 m). Each line corresponds to increasing number
of image sources as indicated in the legend. The results show that,
in this case, three couples of image sources are sufficient for the
solution to converge. The corresponding injection/production rate
time-series are also represented (black/gray lines).
Table S1. Parametric study results. Each table collects the pa-
rameters and RMSE values associated to the best-fitting re-
sults for different configurations. Bold font highlights the lowest
RMSE.

Table S1a. SA source, axisymmetric configuration (no boundaries).
Table S1b. SA source, two-boundaries configuration.
Table S1c. SB source, axisymmetric configuration (no boundaries).
Table S1d. SB source, two-boundaries configuration.
Table S1e. Configuration with both SA and SB sources. RMSE
calculated using pore-pressure time-series at both sources.
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