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--- ERRATUM --- 
to 
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and Fabrice Cotton1 
 
 
We found a typo in our python codes that affects 
the training of U-Net neural networks presented 
in Lilienkamp et al. (2022) but leaves the results 
and conclusions unaffected. As described in the 
article, we split our dataset according to both 
seismic stations (into five chunks) and events 
(training and validation events). We originally 
intended to use four out of five station chunks 
and the training events to train a U-Net and to 
use the remaining station chunk and validation 
events for validation during the training proce-
dure (to detect and avoid overfitting) and for the 
evaluation of results after completed training. In 
the actual implementation, validation during the 
training procedure is performed on the same 
four station chunks that are used for training 
(but using validation events). For the evaluation 
of the interpolation capabilities, we used the re-
tained station chunk as shown in Figure 13 c,d 
and Table 1 of the original article. All results and 
conclusions presented in the article are unaf-
fected by the typo and hold true for the models 
that we actually trained. With the originally in-
tended strategy, we aimed to avoid overfitting to 
training station locations that might potentially 
result in a reduced ability to generalize to new 
locations. However, the presented results indi-
cate that this ability is also given using the actu-
ally implemented training procedure, within the 
error-bounds that we provide. We conclude that 
this ability is predominantly achieved via the en-
semble averaging introduced on p. 1568, right 
side, line 1 in the original article Lilienkamp et al. 
(2022). 

The python code developed within the scope 
of this study is now available at https://git.gfz-
potsdam.de/lilienka/unetgmm. 

In the following, we provide revised formula-
tions concerning affected explanations in the ar-
ticle: 

Page 1568, left side, pp. 43–45: “3. One U-
Net is trained per station chunk, using the re-
spective station chunk and validation events for 
validation and all other station chunks and train-
ing events for training.” 

Revision: 3. One U-Net is trained per station 
chunk, in which the respective station chunk is 
excluded from the training procedure and the re-
maining four chunks are used for both training 
and validation on the training and validation 
events, respectively. The fifth chunk is then used 
to evaluate the capability to generalize to new lo-
cations after training. 

Page 1571, right side, ll.16–19: “Therefore, 
we also derive partial ensemble estimators Υ�𝑖𝑖, 
which only average over those respective 10 U-
Nets that share the same 𝑖𝑖th station chunk for 
validation.” 

Revision: Therefore, we also derive partial 
ensemble estimators Υ�𝑖𝑖, which only average over 
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those respective 10 U-Nets for which the same 
𝑖𝑖th station chunk was excluded from the training 
procedure and is used to evaluate the ability to 
interpolate spatially after training. 

Page 1572, right side, ll.15–18: “For this 
purpose, we use the partial ensemble estimators 
Υ�𝑖𝑖, for which the 𝑖𝑖th station chunk was used for 
validation only and can thus be used to evaluate 
interpolated predictions.” 

Revision: For this purpose, we use the partial 
ensemble estimators Υ�𝑖𝑖, for which the 𝑖𝑖th station 
chunk was excluded from training and can thus 
be used to evaluate interpolated predictions. 

Figure 9 caption: “Partial ensemble estima-
tors Υ�𝑖𝑖 are derived via averaging over those sub-
sets of U-Nets that share the same station valida-
tion chunk.” 

Revision: Partial ensemble estimators Υ�𝑖𝑖 are 
derived via averaging over those subsets of U-
Nets for which the same 𝑖𝑖th station chunk was 
excluded from training and can thus be used to 

evaluate interpolated predictions. 
In addition to these coding related issues, we 

want to take the opportunity and revise one of 
our statements that notably causes some confu-
sion among readers: 

Page 1573, l.1: “Each of the five Υ�𝑖𝑖 can be 
evaluated in four different categories:” 

Revision: Each of the five Υ�𝑖𝑖 can be compared 
with the observed data in four different catego-
ries. 
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