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ABSTRACT

Using first-principles calculations in combination with special quasirandom structure and occupation control matrix methods, we study the
magnetic ordering and the effect of pressure on manganese sulfide polymorphs. At ambient conditions, MnS is commonly observed in para-
magnetic rock salt structure, but as the temperature decreases at constant pressure, it becomes antiferromagnetic. On the other hand, at
room temperature, MnS has shown to undergo structural transformations as pressure increases. Here, we show that our approach involving
the ordering/disordering of the local magnetic moments in addition to the explicit control of the localization of the Mn d-electrons pro-
duces energy bandgaps and local magnetic moments in excellent agreement with those observed experimentally, particularly for paramag-
netic MnS. Finally, we focus on how MnS evolves under pressure, and from its enthalpy landscape, we identify at about 21 GPa, the
structural transformation from rock salt to orthorhombic MnP-type. This structural transformation resembles closely experimental results
in which a new stable but unidentified MnS phase was previously reported.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0080499

I. INTRODUCTION

Manganese sulfide has had a renew draw of attention due to a
number of its possible applications. For example, MnS, similarly to
Cd and Zn chalcogenides, is known to form a part of diluted mag-
netic semiconductors that possess attractive magneto-optical prop-
erties.1 Recently, various nanostructured polymorphs of MnS have
attracted wide interest as they have shown a combination of electro-
chemical properties that make them promising materials for appli-
cations in Li-ion and Li-S batteries as well as in supercapacitors.2–5

At room temperature (TR) and ambient pressure (0 GPa),
MnS is a paramagnetic (PM) insulator and it can be found crystal-
lized into face-centered cubic rock-salt (RS) or hexagonal wurtzite
(WZ) structures, with the former being the most common in
nature known as the mineral alabandite. RS-MnS, below its Néel
temperature (TN ¼ 150 K), exhibits antiferromagnetic (AFM)
ordering of the second kind (AFM-II), i.e., sheets of ferromagneti-
cally coupled magnetic moments stacked antiferromagnetically in
the [111] direction.6,7 This particular magnetic configuration in
RS-MnS leads to a slight distortion from the ideal cubic structure

toward a trigonal symmetry, making RS-MnS a magnetostrictive
material.8 On the other hand, WZ-MnS has a TN of 80 K9 and
displays an AFM ordering of the third kind (AFM-III) in which
two-thirds of the nearest neighbors are antiparallel and one-third
parallel while next-nearest neighbors are arranged in the opposite
way.6 As a transition metal (TM) compound, MnS is also a source
of active research among theorists and modelers in materials
science. The electronic structure of TM systems is notoriously chal-
lenging to describe and often requires resorting to specialized theo-
ries that go beyond the single-particle description. Thus, MnS, as
its oxide counterpart,10 is a fruitful and compelling TM system that
can be used to test whether or not a single-particle theory such as
density functional theory (DFT)11,12 can correctly determine the
system’s ground-state and other physical properties. Several works
have been carried out in that regard using various implementations
of DFT.1,13–18 Although some studies correctly predicted the
AFM-II configuration as the ground-state of RS-MnS, they showed
some discrepancy between their predicted local magnetic moment
(mloc) values of 4.921 and 4.082 μB17 and the neutron diffraction
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experimental measurement of mloc ¼ 4:54 μB at 4.2 K.19 On the
other hand, in order to study the PM phase of MnS, simulations
fall into two categories: (I) MnS is modeled as a non-magnetic
system, i.e., mloc ¼ 0; (II) MnS is modeled with finite but randomly
oriented local magnetic moments. Investigations employing the
non-magnetic approach have the shortcoming that within the
single-particle band theory, MnS is always expected to be metal-
lic,15,17 since the electron density is uniformly distributed over the
orbital states, thus leading to partially unfilled d-bands. The second
approach, more compatible with the actual behavior of the Mn
local magnetic moments, makes use of the one-electron energy
spectrum determined from the multiple-scattering theory, namely,
the Korringa–Kohn–Rostoker coherent potential approximation
(KKR-CPA) method.13 Within this picture, non-collinear paramag-
netism is achieved when the electron is treated as moving through
a medium of completely randomly oriented magnetic moments,
then the energy spectrum is obtained by the scattering events that
the electron experiences. This scheme, usually called disordered
local moments (DLM), is inherently better for modeling PM phases
than the non-magnetic approach described above, as it considers an
assembly of finite magnetic moments, which corresponds to the
experimentally observed PM state of MnS. However, as the CPA
effective potential is constructed in such a way as to represent an
average effect of an alloy of randomly oriented moments, the possi-
bility for individual magnetic moments to develop their own local
magnetic environments is excluded. Hence, this factor would con-
stitute a critical drawback in the modeling of PM MnS. An alterna-
tive way to modeling magnetic disorder, and the one employed in
this work, is the so-called method of special quasirandom structures
(SQS).20 Although collinear by construction, it offers an upper
hand over the CPA in that, a SQS is built to represent an average
quantity, in this case the net magnetization. This subtle difference
in the treatment of finite magnetic moments with respect to the
CPA has been shown to be a source of gapping in TM oxides and
perovskites,10,21 and we expect it to play an essential role in TM
sulphides as well. For a more detailed discussion on the difference
between DLM and SQS techniques, see e.g., Ref. 10 and references
therein. Besides the significance of MnS at ambient conditions,
there have been experimental and theoretical attempts to study the
effect of pressure on it. Using x-ray diffraction and diamond-anvil-
cell (DAC) experiments, a phase transition from RS (B1) to ortho-
rhombic GeS-type (B16) structure was reported at �7.2 GPa.22

However, a subsequent independent DAC experiment up to �21 GPa
did not confirm it,23 while another one also did not observe the
B1!B16 transformation and instead found a transition from RS to an
unknown phase at about 26 GPa that remained stable up to at least
46 GPa.24 More recent DAC experiments reported the fabrication of a
MnS quenchable high-pressure nanostructure, which was indexed as
orthorhombic MnP-type (B31).25 This B1!B31 transformation was
observed at the transition pressure (PT) of approximately 22 GPa,
which is in good agreement with the previous findings in bulk MnS,
thus shedding light on the nature of the unknown structure. However,
the same study identifying B31-MnS as a stable nanostructure upon
releasing pressure,25 noted that in bulk, B31 returned to rock salt
MnS. Hence, the question whether or not there is another structural
transition above 46GPa still remained unanswered. Finally, static DFT
simulations of the B1- and B31-MnS phases under pressure suggested

that the B31 phase was preferable at all pressures, including ambient
conditions.25 Though, this DFT study did not specify what magnetic
configuration was considered or under what scheme (non-magnetic or
disorder PM) the MnS phases were simulated.

Therefore, the purpose of our investigations is twofold. First,
we extend the work of Refs. 10 and 21 for TM oxides and perov-
skites to the case of TM sulphides. Our goal here is to show that
without resorting to specialized theories of highly correlated mate-
rials beyond on site corrections (DFT+U), the insulating PM phase
of MnS can be achieved by introducing magnetic disorder using
SQS’s and occupation matrix control methodologies to handle
localization of Mn d-states. In this way, we are able to produce
comparable physical properties such as lattice parameter, energy
gap, and local magnetic moment to those observed experimentally.
Second, using different PM MnS polymorphs’ ground states as can-
didates to high-pressure phases, we calculate their enthalpies as a
function of pressure in order to pinpoint possible structural trans-
formations of RS-MnS. Here, we emphasize that the PM MnS
polymorphs’ structures are constructed and optimized following
the SQS formalism previously described. Thus, in Sec. II, we define
the various methods and theoretical considerations used in our
work, then we present our results in Sec. III A on the AFM phases
of MnS in order to compare to previous studies employing different
approaches and to available experimental data. Similarly, in
Sec. III B, we report our findings for selected PM MnS polymorphs,
and then, in Sec. III D, we analyze the high-pressure enthalpy land-
scape of these polymorphs to evaluate the feasibility of structural
transformations as a function of pressure. Finally, we present our
summary and conclusions in Sec. IV.

II. COMPUTATIONAL METHODS

All our calculations were performed within DFT+U using the
projector-augmented plane wave method (PAW)27 as implemented
in the VASP (version 5.4.4) code.28,29 The valence configurations
were 4s13d6 for Mn and 3s23p4 for S, respectively. The exchange-
correlation (XC) term in the effective Kohn–Sham potential was
approximated according to the Perdew–Burke–Ernzerhof parame-
terization for solids (PBEsol) of the generalized gradient approxi-
mation (GGA).30 To treat the Coulomb repulsion of the Mn
d-electrons, we added the Hubbard-U correction31 within the rota-
tionally invariant Dudarev prescription,32

EU ¼ U
2

X
I,σ

X
i

λI,σi (1� λI,σi ): (1)

As it is well known, EU represents a penalty energy proportional to
U (here U represents the effective difference between the on-site
Coulomb and exchange interactions) for atom I and spin channel
σ. λI,σi are the eigenvalues (with values between 0 and 1) of the
occupation matrix (OM) nI,σm,m0 for an orthogonal set of localized
orbitals i, which, in general, are the linear combinations of the
atomic d-orbitals m. For all our simulations, we chose U ¼ 3 eV, as
it was already tested for the AFM B1-MnS phase at 0 GPa.18 We
also assessed the local density approximation (LDA)33 and the
standard PBE34 XC functionals +U , but we found that PBEsol+U
produced more accurate structural parameters when compared to
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available experimental values for both AFM and PM phases of
MnS. Therefore, we only present results within this scheme in the
remaining sections. Integration in the Brillouin zone was done on a
Γ-centered grid of uniformly distributed k-points with a spacing
of 2π � 0:3Å

�1
. The selected plane-wave kinetic energy cutoff

was 500 eV, and convergence of our structural optimizations was
assumed when the total energy changes were less than 10�8 eV and
the forces on each atom smaller than 10�3 eV/Å. To simulate mag-
netic ordering (AFM below TN ) and disordering (in PM phases at
TR), large enough supercells have to be built in order to accomo-
date the appropriate AFM orderings and to allow for multiple
relaxation patterns. These two features have been shown to lead to
gapping in TM oxides and perovskites.10,21 Overall, we considered
four MnS polymorphs, namely, RS (B1, Fm3m), wurtzite (WZ or
B4, P63mc), GeS-type (B16, Pnma), and MnP-type (B31, Pnma).

To model the structures below TN , we imposed the AFM-II
and AFM-III orderings observed experimentally in the B1 and B4
polymorphs, respectively.6 For the B16- and B31-MnS structures,
there is no experimental or computational data on their precise
magnetic ordering, except for one report stating that the B31 poly-
morph is PM above 5 K.25 Consequently, we tested several possible
AFM arrangements and adopted the lowest energy configurations
found. We optimized all MnS polymorphs using 64-atom 2� 2� 2

supercells, except for B4-MnS, for which a 36-atom 3� 3� 1 super-
cell was sufficient to realize the experimentally observed AFM-III
ordering.

On the other hand, to model the PM MnS polymorphs, we
constructed SQS supercells using the Alloy Theoretic Automated
Toolkit (ATAT) software package.35 These SQS supercells are spe-
cifically built to model disorder (e.g., of defects, magnetic
moments, etc.) in systems under two conditions: (1) there must be
a macroscopic property (e.g., in the PM case, the net magnetization
is zero) and (2) the elements introducing disorder (i.e., the atomic
magnetic moments) have to be kept spatially uncorrelated. This
SQS supercell technique has been shown to computationally model
disorder more efficiently than obtaining the statistical average of
conventional supercells with different atomic configurations (of
defects, magnetic moments, etc.) produced arbitrarily.20 Under this
scheme, the PM state is created as a disordered alloy of up " and
down # moments located at different sites. As the construction of a
SQS is based on the computation of the correlation function
between the species that constitute the alloy (" and # moments in
this case), the size of the supercell (number of atoms) used is
vitally important to obtain magnetic configurations whose compo-
nents are not spatially correlated among themselves. The SQS
degree of randomness is improved by the number of atomic figures

FIG. 1. AFM arrangements in the MnS polymorphs investigated in this work. (a) B1 with AFM-II ordering and (b) B4 with AFM-III ordering were observed experimentally;6

AFM configurations for the (c) B16 and (d) B31 polymorphs were generated in this study for comparison. S atoms are not shown for simplification. Structures are visualized
using VESTA.26
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(pairs, triplets, quadruplets, etc.) included in the calculation of the
correlation function and by the interaction distance between the
atoms in a given figure. For example, one could start by only con-
sidering nearest neighbors for atomic pairs, then gradually add
more pairs (increasing the interaction distance), and/or higher
order figures into consideration. The larger the interaction distance
and the more figures are considered, the larger the supercell
becomes to achieve total randomness, and the SQS generation
quickly becomes computationally demanding. Because the creation

of a SQS is purely configurational, in order to save resources, for
this study, we used a previously produced SQS supercell for the B1
structure of TM oxides10 with 64 atoms. For the B16- and
B31-MnS polymorphs, pairs and triplets were included to obtain
64-atom 2� 2� 2 SQS’s supercells. Similarly, for the B4 structure,
we proved 2� 2� 2, 3� 3� 2, and 4� 4� 1 supercells with 32,
72, and 64 atoms, respectively, resulting in ground state energy dif-
ferences among them of less than 10�3 eV per formula unit (f.u.);
thus, we took the 32-atom supercell. It is worth noticing that the
size of AFM and SQS supercells is similar, but their determination
is somewhat different. In the former, the supercell size depends
mostly on being able to accommodate a given ordered AFM config-
uration, while in the latter, the main goal is to reproduced observed
macroscopic properties resulting from disorder. Although larger
SQS supercells would improve the degree of disorder, the computa-
tional resources necessary would grow much faster than the
improvement over results obtained with a reasonably smaller SQS
supercell size.36 Therefore, with our stated criteria for convergence
and our available computational resources, we believe that both
AFM and SQS supercell sizes are sufficient in our study to produce
meaningful physical results.

FIG. 2. DFTþU partial density of states (DOS) for a Mn ion projected on the majority spin (positive) and minority spin (negative) channels with U ¼ 3 eV within AFM con-
figurations for (a) B1, (b) B4, (c) B16, and (d) B31 MnS polymorphs. The Fermi energy (EF ) level is represented by the dashed line at zero. The characters of the d-states
are interpreted through the group theory analysis of the corresponding crystal-field surroundings before the onset of the AFM ordering. This is done for the purpose of com-
parison with the PM case. AFM ordering lowers the symmetry as follows: in B1 Oh ! D3d , in B4 C6v ! C1h, in B16 D2h ! C2h, and in B31 D2h ! C2h.

TABLE I. Computed volume V per formula unit ( f.u.), energy gap Eg, and local
magnetic moment mloc of MnS polymorphs with AFM configurations.

Magnetic
Polymorph

Energy/f.u. V/f.u. Eg mloc

ordering (eV) (Å3) (eV) (μB)

AFM-II B1 −14.8216 34.58 2.0 4.45
AFM-III B4 −14.8000 43.76 2.4 4.43
AFM B16 −14.8210 34.66 2.1 4.45
AFM B31 −14.8950 34.38 1.6 4.42
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Finally, under pressure (P), we could not converge some
PM MnS structures to stable ground states. In order to deal with
this obstacle, it has been noticed that non-integer occupancies in
Eq. (1) may lead to local minima and not allow a system to
achieve its true ground state. Thus, by controlling orbital filling
explicitly in nI,σm,m0 , one can help a non-converging trapped
system circumvent a metastable OM ill-setup. This method was
shown to find stable states, previously unaccessible, for d and f
oxides.37 Therefore, in our collinear magnetism approach, to
keep the magnetic ordering as determined at 0 GPa, and at the
same time isolate energy changes due only to structural transfor-
mations for P . 0 GPa, we specified for a given Mn ion in all
polymorphs the same diagonal unitary occupation of its dm
orbitals (m ¼ �2, � 1, . . . , 2 ) 5� 5 matrices) using the
“occupation-matrix-control-in-VASP” algorithm.37 In this way,
our formerly problematic cases were able to converge.

III. RESULTS AND DISCUSSION

A. AFM ordering in MnS

First, our static DFT+U optimized MnS polymorphs with the
AFM ordering considered for each structure are shown in Fig. 1.
Our predicted lattice parameter a0 ¼ 5:172 Å for B1-MnS
[Fig. 1(a)] is only �0.8% smaller than its experimental counterpart

of 5.212 Å.6 As it was mentioned in Sec. I, the AFM-II onset in the
B1-MnS structure leads to a trigonal distortion, the degree of this
distortion can be estimated by the magnitude of the cube corner
angle given by π

2 þ Δ, where Δ measures the deviation from the
ideal cubic symmetry. In our relaxed B1-MnS polymorph, we find
Δ � 0:095�, which is in good agreement with the observed devia-
tion of 0:099� + 0:015�.8 For the hexagonal B4-MnS polymorph,
we obtain the lattice parameters a0 ¼ 3:963 Å and c0 ¼ 6:437 Å,
which are in excellent agreement with experimental values of
a0 ¼ 3:987 Å and c0 ¼ 6:438 Å.6 The optimized volumes per f.u.
for each MnS polymorph are listed in Table I for comparison and
show that B4-MnS is the least dense.

As it is well known, computed DFT bandgap energies (Eg) are
ordinarily underestimated, but from our simulations, we find all
MnS polymorphs clearly insulating, as can be seen from Eg values
in Table I. For B1-MnS, we obtain Eg ¼ 2:0 eV, which is to some
extent, in better agreement with the experimental value of about
3.1 eV38 than reports of Eg ¼ 1:36 eV as predicted from
KKR-CPA,13 �1 eV from Perdew–Wang (PW) GGA without U ,17

and �1.5 eV from GGA-PWþU, with U ¼ 3 eV.18 Overall, our
findings imply that the magnitude of Eg increases with V=f.u., with
the hexagonal B4-MnS polymorph having the largest energy
bandgap, while the orthorhombic B31-MnS structure the most
narrow (Table I).

FIG. 3. Generated SQS supercells representing the PM state of MnS polymorphs as an alloy of randomly distributed Mn " and # magnetic moments for (a) cubic B1, (b)
hexagonal B4, and orthorhombic (c) B16 and (d) B31 structures. S atoms are not shown for simplification. Structures are visualized using VESTA.26
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The projected density of states of Mn s and d orbitals for all
MnS polymorphs is shown in Fig. 2. The band characters are
assigned roughly by looking at the m, l orbital quantum numbers
and considering the crystal-field splitting observed for the point
group symmetries of the respective structures. For simplicity in
this symmetry analysis, we do not consider spin and magnetic
anti-unitary operator. Of course, one could do a complete formal
analysis using magnetic point groups and magnetic irreducible
co-representations39 if one were after a thorough understanding of
the bands, but for the purpose of our study, it is not necessary.

It should be noted, however, that the onset of the AFM ordering
lowers the site symmetry, leading to additional lifting of orbital
degeneracies. For example, the d-states of octahedrally coordinated
Mn2þ in B1-MnS split into two levels, a high energy doublet (e2g)
and a low energy triplet (t32g). Here, the bandgap is opened between
eg–majority and t2g–minority bands, Fig. 2(a). However, the onset
of AFM-II ordering lowers the symmetry from octahedral Oh to
rhombohedral D3d , resulting in additional splitting of the t2g states
into a singlet and a doublet. In B4-MnS, the hexagonal crystal field
splits the d-shell into a singlet A1 and two doublets E1 and E2.
According to our calculation, in this structure, the bandgap is
opened between the A1–majority singlet and the E2–minority
doublet, Fig. 2(b), while the AFM-III ordering lowers the original
C6v site symmetry to C1h. Finally, both B16- and B31-MnS struc-
tures belong to the same D2h point group. The orthorhombic
crystal field of this symmetry lifts the fivefold degeneracy of the
spherical d-shell leading to five singlets. Figures 2(c) and 2(d) show
that the bandgap is opened between B1g–majority and Ag–minority
bands in both phases.

Our calculated local magnetic moments of the four AFM-MnS
polymorphs are very similar in magnitude as one can see from
Table I. For RS-MnS, we find a mloc ¼ 4:45 μB, which is in much

FIG. 4. DFTþU partial density of states (DOS) for a Mn ion projected on the majority spin (positive) and minority spin (negative) channels with U ¼ 3 eV within PM
SQS’s for (a) B1, (b) B4, (c) B16, and (d) B31 MnS polymorphs. The Fermi energy (EF ) level is represented by the dashed line at zero.

TABLE II. Computed volume V per formula unit ( f.u.), energy gap Eg, and local
magnetic moment mloc of MnS polymorphs in the PM state.

Magnetic
Polymorph

Energy/f.u. V/f.u. Eg mloc

ordering (eV) (Å3) (eV) (μB)

PM B1 −14.7813 34.76 1.4 4.50
B4 −14.7800 44.06 2.3 4.44
B16 −14.7680 36.94 1.2 4.50
B31 −14.7672 34.94 0.9 4.46
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better correspondence with experimental observations of 4.54 μB19

than earlier calculations of 4.92 μB under a Hartree–Fock scheme,1

4.39 μB from KKR-CPA,13 and 4.082 μB within GGA-PW.17

B. Magnetically disordered PM MnS

Our converged MnS polymorphs in PM states as modeled by
the construction of SQS’s are shown in Fig. 3. Here, we emphasize
the fact that in our calculations, all degrees of freedom (lattice
parameters and ionic positions) were allowed to relax, unlike other
studies using SQS structures for TM oxides in which the symmetry
and volume were kept fixed.10 At first sight, these constrictions
may appear reasonable to apply, as experimentally, there is no
observable distortion from the cubic symmetry of the PM B1-MnS
polymorph. Yet, allowing full relaxations in ionic coordinates and
lattice parameters of our SQS structures and comparing to their
respective ideal symmetry could be a criterion to judge how well
the created SQS represents its polymorph. For example, for PM
B1-MnS [Fig. 3(a)] we find, as in the case when AFM ordering is
achieved, a small trigonal distortion. The computed deviation from
the ideal cubic angle for our 64-atom SQS supercell is Δ � 0:024�,
whereas for a 216-atom SQS supercell, we obtain Δ � 0:003�, one
order of magnitude smaller than for the 64-atom SQS supercell.
Using the B1 64-atom and 216-atom SQSs, we find lattice parame-
ters of a0 ¼ 5:181 and 5.1807 Å, respectively. These values are
somewhat underestimated, but still in good agreement, with respect
to measurements of 5.225,23 5.225,24 and 5.29 Å.25 However, we
should emphasize the huge improvement of our computed lattice
constant by modeling the PM phase as an array of disordered finite
magnetic moments, contrasting the predicted a0 of 4.7 Å for non-
magnetic MnS (i.e., with mloc ¼ 0).14 We also notice again that our
modeling is at 0 K; thus, further discrepancy of our result with
respect to experimental values should gradually disappear by incor-
porating thermal effects (phonon calculations) and increasing the
SQS supercell size. Similarly, the distortion angle should vanish in
the limit of an infinite SQS supercell.

Similar to the AFM-ordered MnS phases, we find all PM MnS
polymorphs to be insulators, although with smaller energy bandg-
aps (Table II) than their AFM counterparts (Table I). Our PM Eg
values (Table II) suggest, however, that magnetic disorder affects
the least the energy bandgap of the hexagonal B4-MnS polymorph
in comparison to its AFM analog, while B16-MnS shows the
largest Eg reduction. We particularly highlight the fact that, even
though for B1-MnS, our predicted Eg ¼ 1:4 eV is fairly underesti-
mated as compared to the observed values of 2.740 and 2.8 eV,38 we
obtain an insulating PM B1-MnS phase, unlike other calculations
in which it was found to be metallic.13,14

Finally, examining our calculated local magnetic moments in
the PM phases listed in Table II, we observe a slight increase in
magnitude when compared to the results in the AFM structures
(Table I). For the PM B1-MnS, our predicted value is 4.50 μB.

To understand better the decrease in the magnitude of the PM
energy bandgaps with respect to the AFM cases, we show in Fig. 4
the projected density of states of a Mn ion in the PM state of the
four MnS polymorphs. Our calculations show that the introduction
of magnetic disorder in the MnS polymorphs spreads and produces
new spin-majority and spin-minority states in the Eg range of the

AFM ordered phases (Fig. 2). Consequently, magnetic disorder
exclusively (as the occupation matrix is constrained) forces a shift
of the Fermi energy level in reference to the ordered AFM cases,
but in such a way that the resulting PM MnS phases remain insu-
lating and hence with smaller energy bandgaps. In principle, differ-
ent magnetic disorder given by distinct SQS’s would give rise to
different energy bandgap openings; this effect was reported in the
context of NbMnSb by disordering Mn and Ni with respect to the
sites they occupy in the ordered phase.41 Additionally, in Figs. 4(a)
and 4(c), we can see that for PM B1- and B31-MnS phases, the
energy bandgap opens, as in their AFM analogs, between the
eg–majority and the t2g–minority bands and between B1g–majority
and Ag–minority, respectively. However, for PM B4- and B16-MnS
phases, magnetic disorder changes the character of the bandgap
openings in reference to their AFM counterparts to be between
A1–majority and A1–minority [Fig. 4(b)] and Ag–majority and
B1–minority [Fig. 4(d)], respectively.

C. AFM to PM evolution of the bandgap

In order to gain more insights into the narrowing of the
bandgap of MnS in going from an AFM ordered phase to its mag-
netically disordered PM one above its TN , we gradually introduce
disorder in steps. We accomplish this task by studying in more

FIG. 5. Representation of slight deviations from the AFM-II ordering. Blue-up
and red-down arrows are Mn atoms with "- or #-magnetic moment, and yellow
balls are S atoms. The violet lines indicate two cases of introducing “magnetic
disorder” by swapping Mn atoms of opposite magnetic moments. In the text, a
structure with D1-disorder corresponds to having only one pair of Mn-" and
Mn-# swapped (S1), whereas a structure with D2-disorder has swaps S1 and
S2 as indicated. Half-solid-half-dashed loops depict p-d hybridized orbitals.
When two Mn atoms with parallel magnetic moments are coupled through a
180� Mn"-S-Mn" bond, an additional coupling between d-derived orbitals also
occurs ~d

y
i"~d j".

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 131, 115904 (2022); doi: 10.1063/5.0080499 131, 115904-7

Published under an exclusive license by AIP Publishing

https://aip.scitation.org/journal/jap


detail the projected Mn DOS for a couple of configurations slightly
departing from the original AFM ordering. First, we recall that the
most general non-interacting Hamiltonian within the DFT+U
scheme is given by Refs. 42 and 43,

Ĥ ¼
X

i,j,m,m0 ,σ

tm,m0
i,j,σ cyim,σc jm0 ,σ þ h:c:

� �
þ U

X
i,m00

nim00σ , nim00�σ . ,

(2)

where cyim,σ and c jm0 ,σ create and destroy an electron with spin σ
on site i, orbital m, and site j, orbital m0, respectively. tm,m0

i,j,σ are the
hybridization integrals, which one can assume to follow the two-
center Slater–Koster (SK) approximation44 as tm,m0

i,j,σ � Em,m0
i,j,σ , i.e.,

hybridization between orbital m of character pi and orbital m0 of
character dj. The last term in Eq. (2) represents the mean-field
decoupling of the Hubbard interaction term and only acts on the
d-states of the same site (m00 runs only through d-orbitals), with

nim00σ being the number operator (cyi ci) and , nim00�σ . being the
average occupation of the respective orbital and spin (in our work,
these quantities are fixed in the DFT cycle using the OMC).

Below we present our results focused solely on the B1-MnS
structure, although for the other three polymorphs a similar analy-
sis would also apply. Thus, we slightly disorder the AFM-II
64-atom supercell of B1-MnS and investigate two cases before
achieving a fully disordered PM structure. First, we consider a
structure in which in a 180� chain, we swap a couple of Mn atoms
with antiparallel magnetic moments (D1-disorder) and then a
structure with two of such swaps (D2-disorder), as shown in Fig. 5.
For simplification, we exclude long range interaction effects
between neighboring unit-cells. To isolate the system’s reaction to
disorder, we also suppress all relaxation effects and we only use the
Γ-point in the self-consistent calculation cycle. Taking the con-
verged ground state for the AFM-II B1-MnS phase as the reference
state, in which the largest non-zero hybridization integrals in
Eq. (2) arise between Mn d-orbitals, and s- and p-orbitals of S

FIG. 6. Orbital-projected density of states on the majority spin (positive) and minority spin (negative) channels with U ¼ 3 eV of four different configurations of the B1-MnS
with increasing level of disorder. The magnitude of the p-states is magnified by a factor of three for visibility. (a) The DOS of the AFM state is largely determined by the
p-d and s-d hybridizations between S- and Mn-centered orbitals. (b) and (c) The shrinkage of the bandgap in the spin-majority channel is mainly caused by the formation
of a 180� Mn-"-S-Mn-" chain that is absent in the AFM case. Additionally, there is also splitting in the t2g-derived states. This is mostly determined by the overall number
of Mn atoms with parallel magnetic moment in a given plane. For example, the structure D2 has the same number of Mn-" atoms in xy and yz planes which is why we
observe degeneracy in these states, while this number is different in all planes in D1. (d) The fully random SQS structure exhibits the features of D1 in the eg splitting
while retaining the xy þ yz degeneracy shown in D2.
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[Fig. 6(a)], we observe that upon introducing D1-disorder (i.e.,
after the creation of a FM coupling in one of the 180� chains,
Fig. 5), there is now a possibility of additional combination
between p-d hybridized orbitals of neighboring Mn sites with par-
allel magnetic moments. This re-hybridization seems to greatly con-
tribute to the lift of the degeneracy of the t2g- and eg-derived states
and the spreading and pushing of the latter at the top of the
valence band, effectively shrinking the energy gap as shown in
Fig. 6(b). The effect of this re-hybridization in the shift of eg states
is more pronounced when D2-disorder (with S1 and S2 swaps) is
considered [Fig. 6(c)]. However, once that a number of swaps
occurs randomly and the PM state is reached in the SQS of
B1-MnS, the energy bandgap reaches its final magnitude. Another
possible mechanism of re-hybridization, also partially responsible
for the lift of the t2g degeneracy, can take place within planes. In the
AFM-II Mn d-orbitals hybridize with p-orbitals of S ions located at
90°. That is, according to SK rules, in octahedral geometry, dxy orbit-
als hybridize only with px and py in the (010) and (100) directions,
as shown in Fig. 7(a). However, when the nearest Mn neighbors have
parallel magnetic moments, there is an additional coupling between
the p-d hybridized orbitals as depicted in Fig. 7(b). Such
re-hybridization is made possible through the admixture of p-states
that provide the necessary spatial extension of the otherwise highly
localized d-states. These re-hybridized ~d-orbitals centered on the Mn
atoms can further mix with each other provided there is enough
spatial overlap between them. In such a case, the t2g degeneracy is
predominantly determined by the number of Mn atoms with parallel
magnetic moments in xy, yz, and xz planes, i.e., if this number is dif-
ferent for two given planes, the degeneracy between the respective
orbitals is lifted, Figs. 6(b) and 6(c).

A similar model and analysis should hold for the other MnS
polymorphs. The main difference lies in the application of the SK
rules to estimate the hybridization integrals as they are dependent
on the crystal symmetry, and Mn atoms are not octahedrally coor-
dinated in all polymorphs. Nevertheless, the modification in the
DOS of B4-, B16-, and B31-MnS going from AFM to PM states
will result from, as in the case of B1-MnS, the change in the
number of nearest d-orbitals with the same spin. An increase of
them will allow additional hybridizations between ~d-orbitals on
neighboring Mn sites. Here, we notice that B4-MnS undergoes
the smallest bandgap decrease, from 2.4 eV in the AFM to 2.3 eV
in the PM state. This minimal change in Eg could be understood
from the adjustment in the arrangement of the Mn magnetic
moments in AFM-B4 and PM-B4 [Figs. 1(b) and 3(b)]. The SQS
randomness built for the PM state seems to have left almost
unaffected the local surrounding of individual mloc, while achiev-
ing disorder through triplets of moments, therefore, effectively
modifying the overall DOS but leaving a virtually unchanged
bandgap in the transition from ordered AFM B4-MnS to its
PM state.

D. High-pressure landscape of MnS polymorphs

As discussed in the Introduction, room temperature experi-
mental studies of the stability of the B1-MnS polymorph under
pressure have reported a structural change to a new phase.
However, the results were not conclusive as the transition pressure

and the new phase were not uniquely determined.22–24 Therefore,
in order to examine the likelihood of a pressure-induced structural
phase transformation of B1-MnS, for each MnS polymorph,
we computed the enthalpy (H) as a function of pressure (P),

FIG. 7. Schematic coupling between d-derived orbitals of neighboring Mn sites.
(a) In AFM-II B1-MnS, d-orbitals hybridize with p-orbitals of sulfur ions Sa and
Sb in the (010) and (100) directions, respectively. (b) Nearest Mn neighbors with
parallel magnetic moments allow for an additional coupling between p-d hybrid-
ized orbitals (~di"~d j"). When the number of Mn atoms with parallel magnetic
moment in the xy-, yz-, or xz-plane is changed through disorder, the respective
orbital degeneracy is lifted.
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volume (V), and internal energy (E), i.e.,

H(P) ¼ E[V(P)]þ PV(P): (3)

In Fig. 8, we show the relative enthalpy ΔH per f.u. of the MnS
polymorphs studied here with respect to the B1-MnS structure,
i.e., ΔH ¼ H(MnS� phase)� H(B1), as a function of pressure
between 0 and 60 GPa. Although high-pressure experiments at TR

deal with the PM phases of MnS, we present results for both AFM
and PM polymorphs. On one hand, our static ΔH values suggest
that if we were at a sufficiently low temperature to achieve AFM
ordering for all MnS polymorphs, B31-MnS would be the most
stable phase at 0 GPa, and it would remain so up to 60 GPa,
Fig. 8(a). On the other hand, from our static calculations of the
enthalpy in PM phases of MnS, Fig. 8(b), we conclude that the RS
structure B1-MnS is the most stable phase at ambient conditions,
but as pressure increases, it undergoes a transformation to the
orthorhombic B31-MnS polymorph at PT � 21 GPa, as illustrated
for clarity by the inset in Fig. 8(b). Our predicted PT in bulk
B1-MnS is in close agreement with the experimentally observed
structural transformation of B1-MnS to an unidentified phase with
lower symmetry than hexagonal (B4-MnS) at �26 GPa.24 Our
determined B1!B31 transformation was also established at about
22.3 GPa in experiments synthesizing high-pressure MnS

nanorods,25 in which these B31-MnS nanorods were quenchable to
0 GPa. Furthermore, static LDA+U DFT calculations (with an
effective U ¼ 5:13 eV) performed alongside the experimental study
found that, although the B1- and B31-MnS polymorphs are ener-
getically very close below 8 GPa, B31 is the most stable at all pres-
sures between 0 and 40 GPa. However, unlike in our static PBEsol
calculations using the constructed magnetically disorder SQS PM
states of MnS, the former LDA+U modeling25 does not specify
how the PM was simulated. We notice as well that our four PM
polymorphs considered here, at the level of our calculations, are
remarkably close in energy at 0 GPa, but the B1 possesses the abso-
lute lowest energy per f.u., and as pressure increases, B16 and B31
enthalpies increase slightly and then decrease to start competing
for stability against the B1-MnS structure, with B31-MnS eventually
becoming more stable at PT � 21 GPa. We also do not observe any
other further transformation up to 60 GPa. The predicted behavior
from our computations for the AFM MnS polymorphs’ enthalpy
trends are surprisingly in qualitative agreement with the LDA+U
modeling of the B1- and B31-MnS phases.25

In Fig. 9, we show our predicted change in volume per f.u. as
pressure increases for the PM MnS structures modeled in this

FIG. 8. Static PBE+U relative enthalpy ΔH per f.u. between different (a) AFM
and (b) PM states of MnS polymorphs. All results are given in reference to the
B1 structure.

FIG. 9. Pressure dependence of volume per f.u. for all PM MnS polymorphs as
predicted by our computations. We compare our PM MnS results [w] to experi-
mental values: EXP91,23 EXP93,24 and EXP15.25 The dashed line indicates our
predicted transition pressure (PT ¼ 21 GPa) at which B1!B31. Solid lines are
fits of the third order Birch–Murnaghan’s equation of state to our calculated
volumes.
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study. We can see that experimental volumes for cubic B1-MnS23,24

are exceptionally consistent with our findings. The largest deviation
from our computed V=f.u. occurs for B31-MnS with respect to
measurements provided from high-pressure experiments on MnS
nanorods.25 As a consequence of the B1!B31 structural transfor-
mation, from our calculated trends we obtain a decrease in volume
of MnS of only approximately 2% at PT . This volume reduction,
however, is one order of magnitude smaller in contrast to the one
observed in the B31 nanorods.25

A closer look at the pressure dependance of our predicted
lattice parameters for the B1-MnS shows that our calculated values
are in excellent agreement with available experimental data,23–25 as
can be seen in Fig. 10. In the case of B31-MnS, our calculated a, b,
and c lattice constants are systematically overestimated by about
�10%, �5%, and �4%, respectively, in comparison to experimen-
tal values at high pressures.25 At 0 GPa, the agreement between our
results and the experimental values becomes much better for a0
and b0, but curiously our c0 magnitude is �8% larger than the only
measurement reported up to date.25

Finally, we obtain the bulk modulus at 0 GPa (K0) from
Birch–Murnaghan’s third order equation of state (EOS) fittings to
our P � V data between 0 and 60 GPa. Our predicted K0 � 92 GPa
(with its pressure derivative K 0

0 ¼ 3) for PM B1-MnS is in reasonable
agreement with the experimental value reported of 88+ 6 GPa as fit
with a variable K 0

0.
24 Our result is, however, overestimated by almost

20%, when the experimental data are fit using a constant K 0
0 ¼ 4. A

comparison between our computed bulk moduli indicates that B1-,
B16-, and B31-MnS polymorphs oppose almost indistinguishable
resistance against volume compression under hydrostatic pressure,
while B4 is the easiest to compress with a K0 � 57 GPa.

IV. CONCLUSIONS

In summary, we carried out static first-principles calculations
to model the AFM and PM states of four MnS polymorphs. We
demonstrated that the combination of PBE+U with the construc-
tion of SQS supercells and localization of the Mn d-electrons
through occupation matrix control methods allowed us to achieve
not only convergence and accuracy of structural optimizations but
was vitally crucial to obtain finite energy bandgaps and local mag-
netic moments in the PM phases. This result was particularly
important in the case of the PM rock salt B1-MnS polymorph,
which experimentally has been observed to be an insulator, but was
predicted to be metallic by multiple simulations. In our study, we
also showed that with our approach, we were able to isolate energy
changes as a function of pressure due purely to ionic and lattice
parameters relaxation under hydrostatic compression. In this
manner, we computed the enthalpies of the PM MnS polymorphs
in order to explore their high-pressure landscape to detect struc-
tural transformations, and indeed, we determined the cubic
B1-MnS structure to be the most stable at ambient pressure and up
to approximately 21 GPa, pressure at which B1 undergoes a struc-
tural transformation to the orthorhombic B31-MnS phase. The
overall qualitative trends in the electronic structure as well as
enthalpy are expected to hold for finite U values within physical
limits. For U ¼ 0, similar behavior is foreseen as long as the
correct ground state under study is achieved (for example, in the
case of PM MnS, an insulating vs a metallic state). And although,
some DFT+U partitioners determine the value of U following a
self-consistent prescription,45 the chosen value in our work was
supported by the close agreement to experimental structural
parameters. Our predicted B1!B31 transformation, in the context
of all our modeling considerations, is rather meaningful as it
closely resembles a structural phase transition observed from x-ray
diffraction and high-pressure experiments performed on B1-MnS,
in which the new but unidentified phase was reported at about 26
GPa. Overall, our approach proved to be accurate in the modeling
of manganese sulphide polymorphs; thus, we plan to extend it in
the future to the investigation of other TM compounds.
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