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S U M M A R Y
Despite advanced seismological techniques, automatic source characterization for microseis-
mic earthquakes remains difficult and challenging since current inversion and modelling of
high-frequency signals are complex and time consuming. For real-time applications such as
induced seismicity monitoring, the application of standard methods is often not fast enough for
true complete real-time information on seismic sources. In this paper, we present an alterna-
tive approach based on recent advances in deep learning for rapid source-parameter estimation
of microseismic earthquakes. The seismic inversion is represented in compact form by two
convolutional neural networks, with individual feature extraction, and a fully connected neural
network, for feature aggregation, to simultaneously obtain full moment tensor and spatial lo-
cation of microseismic sources. Specifically, a multibranch neural network algorithm is trained
to encapsulate the information about the relationship between seismic waveforms and underly-
ing point-source mechanisms and locations. The learning-based model allows rapid inversion
(within a fraction of second) once input data are available. A key advantage of the algorithm is
that it can be trained using synthetic seismic data only, so it is directly applicable to scenarios
where there are insufficient real data for training. Moreover, we find that the method is robust
with respect to perturbations such as observational noise and data incompleteness (missing
stations). We apply the new approach on synthesized and example recorded small magnitude
(M ≤ 1.6) earthquakes at the Hellisheiði geothermal field in the Hengill area, Iceland. For the
examined events, the model achieves excellent performance and shows very good agreement
with the inverted solutions determined through standard methodology. In this study, we seek
to demonstrate that this approach is viable for microseismicity real-time estimation of source
parameters and can be integrated into advanced decision-support tools for controlling induced
seismicity.

Key words: Neural networks, fuzzy logic; Computational seismology; Induced seismicity;
Earthquake source observations.

1 I N T RO D U C T I O N

Deep learning is now widely used in the automation of many scientific and non-scientific operations that, only a few years ago, would have
been considered impossible without human intervention. Tasks such as speech, face and object recognition (e.g. Google Images and Google
Assistant), recommending the best video to watch to hundreds of millions of users every day (e.g. YouTube and Netflix) or defeating the
best human players at the ancient game of Go (Silver et al. 2017) can now be easily performed by increasingly more powerful machines.
Deep Learning techniques have started to become popular also within the seismological community (Marone 2018; Bergen et al. 2019) with
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applications ranging from rapid earthquake characterization (Lomax et al. 2019; Jozinović et al. 2020; van den Ende & Ampuero 2020),
seismic-phase picking (Ross et al. 2018; Zhu & Beroza 2019; Woollam et al. 2020; Mousavi et al. 2020), seismic-signal classification (Kong
et al. 2019; Meier et al. 2019), earthquake-magnitude estimation (Mousavi & Beroza 2020; Münchmeyer et al. 2021), seismic-event detection
and localization (Perol et al. 2018; Kriegerowski et al. 2018; Mosher & Audet 2020), fault-plane determination (Uchide 2020; Kuang et al.
2021) and ground-motion modelling (Esfahani et al. 2021), to mention but a few.

Among the many seismological applications that would greatly benefit from the use of deep learning techniques, induced seismicity
monitoring and characterization is probably one of the highest ranked since it deals with massive seismicity data sets that are too large to be
manually analysed. The recent cases of felt earthquakes associated with underground industrial operations such as Basel (Majer et al. 2007;
Deichmann et al. 2014), Castor (Cesca et al. 2014) and Pohang (Grigoli et al. 2018; Ellsworth et al. 2019), to cite a few, highlighted the
limitation of the current tools to characterize induced seismicity and the need for new paradigms for managing the risk that these activities
pose for the local communities living close to such industrial sites (Edwards et al. 2015; Mignan et al. 2015; Lee et al. 2019; Schultz et al.
2021). New risk-based induced seismicity management tools like the Adaptive Traffic-Light System (ATLS) overcome the limitations of
the traditional systems that have no capability to forecast the seismicity produced by a specific injection protocol, thus proving ineffective
in preventing felt induced earthquakes (Wiemer et al. 2015; Mignan et al. 2017). On the other hand, the ATLS combines seismic data
and geomechanical models in real-time to forecast induced seismicity and calculates risk scenarios, providing a framework for effective
decision making. However, this requires robust and rapid information on microseismic sources obtained in (quasi-) real-time and in a
highly automated way. While this may be achievable for seismic-event locations, the real-time determination of seismic moment tensors for
weak earthquakes is extremely challenging both from a computational and methodological point of view. In the hydraulic stimulation of a
geothermal well on Geldinganes, Iceland (Broccardo et al. 2020), for example, the Bayesian full-waveform moment tensors estimated took
many hours to be calculated (Hofmann et al. 2021) and therefore this information could not be used within the ATLS system, reducing its
performance.

Real-time analysis of microseismicity is extremely important not only for managing the risk related to induced earthquakes but also for
the geomechanical characterization of the reservoir (e.g. cap rock integrity) and last but not least to optimize hydraulic stimulation operations
performed during the creation of Enhanced Geothermal Systems (EGS). For instance, precise locations of induced seismicity yield important
information on the geometry of the fractures (Phillips et al. 2002; Rutledge et al. 2004), and their source mechanisms are fundamental
for understanding the state of the subsurface stress-field (Bohnhoff et al. 2004; Song et al. 2014) and, in particular, to monitor the stress
changes within the reservoir as a consequence of fluid injection/withdrawal operations (Zoback 2010; Terakawa et al. 2020). However, source
moment tensor determination of microseismic events still remains challenging, since they require the modelling of high frequency waveforms
and reliable source locations. The combination of computational demand and the degree of human intervention required means that some
important source information is not available in real-time.

A promising alternative to the current methods for rapid source-parameter estimation is to use supervised deep learning (SDL) and build
a predictive model from existing labelled data, that is seismic waveforms (as features) accompanied by their corresponding source parameters
(as labels). Such data-driven models, once trained, can compute source parameters of new microseismic events almost instantaneously.
However, SDL is only applicable where there is enough good quality labelled data that captures the entirety of possible scenarios. In many
SDL applications in seismological fields, such a data set is hard to collect and time consuming to label (i.e. to obtain manual solutions with
low uncertainties). It may also be that at the early stages of an engineering project, previous potential data are simply not available (e.g. no
previous induced events).

The aims of this paper are twofold: firstly, to develop a SDL model that can be used for rapid inversion of microseismic source
parameters; and secondly, to demonstrate the use of synthetically generated data for the purpose of training SDL algorithms on such tasks.
In our approach, the inverse problem is represented in compact form by parallel convolutional neural networks which yields the full moment
tensors and spatial locations of seismic events. In essence, we train a neural network (NN) that can be evaluated rapidly and with moderate
computational requirements, yielding seismic moment tensor and location results within a small fraction of a second once seismic waveforms
are available. This makes our approach suitable for automated and real-time processing like microseismicity source characterization in a
geothermal context. Another attractive feature of our approach is that the NN is trained entirely on synthesized data (this is known as ‘sim-
to-real’ in the deep-learning community; Tobin et al. 2017; Peng et al. 2018; James et al. 2019). Our training set captures the physics of wave
propagation with sufficient accuracy (see Section 2.3), consists of random sources uniformly distributed in location and moment-tensor space,
and reflects important perturbations presented in real-world data, such as observational noise and missing stations. Therefore, it is directly
applicable to regions for which there is insufficient real data including temporary seismic networks and hydraulic stimulation experiments,
for example. In this study, we seek to demonstrate that our approach can provide moment tensor in near real-time and can be viably integrated
into decision-support frameworks like ATLS. We also discuss the robustness of synthetic data results and suggest important considerations
for ensuring good NN generalization when training with synthetic data. As a demonstration test, we apply the method to real data from
three small magnitude earthquakes that occurred at the geothermal field system in the Hengill area, Iceland. This is the demonstration site in
the EU-GEOTHERMICA project COSEISMIQ (COntrol SEISmicity and Manage Induced earthQuakes; http://www.coseismiq.ethz.ch), the
core objective of which is to implement innovative tools for real-time control, decision support and risk management of induced seismicity
following geothermal operations.
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2 M E T H O D O L O G Y

2.1 The inverse problem

In science and engineering inverse problems, the goal is—broadly speaking—to estimate physical parameters that characterize a model,
m, given some set of data, d. In these problems, where the physics is adequately understood, the parameter estimation is approached
by evaluating a forward operator G that relates m and d such that d = G(m) minimizing a residual norm. In our case, G can be a
wave-propagation code that calculates synthetic seismograms given a source–receiver geometry and earthquake rupture model. For a
real-time application like induced seismicity monitoring, this approach remains challenging because it requires repeated evaluation of
the often computationally expensive forward operation G(m). Moreover, because of the low amplitude and high frequency content of
the recorded microseismic signals, routine inversion procedures can become unstable and manual parameter tuning is often required,
which can be both cumbersome and time consuming. In a practical setting where m is required with urgency, this may be a limiting
factor.

A second class of algorithms is based on a direct approximation of the inverse mapping G−1(d). This can be achieved via means of a
predictive model that is calibrated using a data set of past and/or possible future observations. These data-driven models, once trained, are
computationally cheap at evaluation time and thus offer great potential for rapid real-time information on seismic source parameters in a
monitoring context. Our approach belongs to this group of methods. In this paper, we introduce a deep learning-based inversion algorithm
that forms a regression model to estimate seismic-source parameters rapidly. In other words, a NN algorithm is trained to encapsulate the
information about the relationship between seismic observations and underlying point-source models. The learning-based inversion model
is calibrated using a synthetic data set giving us full control over all aspects of the data environment and the noise model to help better
understand the capabilities of the approach.

2.2 Supervised deep-learning model

The deep learning method used in this study is a supervised learning technique, which uses a set of labelled data for building a predictive
model that relates observable seismic waveforms with microseismic source parameters. Specifically, we utilize convolutional neural networks
(ConvNets; LeCun et al. 2015) to achieve this. This is a class of deep NNs most commonly applied to analysing visual imagery. ConvNets
apply repeated convolutional and pooling (down-sampling) operations organized in sequential layers to the input images, resulting in a
set of learnable filters that automatically engineer the appropriate features for invariant pattern recognition. The core idea is then to treat
the seismic inverse problem as an image recognition task. In this study, we present a multibranch, multitarget regression ConvNet to
estimate the source parameters of microseismic earthquakes recorded by a seismic network (Fig. 1). The NN is designed as a multibranch
model that includes two parallel ConvNets for earthquake moment tensor and location estimation, respectively. Convolution operations
within the two ConvNets are performed on different types of descriptors (input images) for feature extraction. The extracted high-level
features are then flattened and fused as an input of a subsequent fully connected network. The idea of designing a multibranch NN in this
paper has been motivated by the application of a combination of different input data in Grond software tool (Heimann et al. 2018; Kühn
et al. 2020), that is a robust inversion algorithm for earthquake source characterization. Kühn et al. (2020) showed that it is beneficial to
combine time-domain waveforms with other input data types and perform joint inversion of waveform attributes to improve the stability of
solutions.

As input data, the moment-tensor branch of the model takes in three-component seismic waveforms, that are recorded by a dense station
network, in the form of a RGB colour model. In computer image-recognition problems, the input of a colour image is represented by the
intensity values of the image in three primary colours of red, green and blue. In a similar fashion, we map the three-component seismic data
(two horizontal and one vertical) to the three primary colours, where seismic amplitudes represent pixel values. This has the advantage that the
rich information content on the source type and rupture mechanism conveyed by the waveform shape is preserved. The resultant input data,
denoted by dM ∈ R

3×Nr ×Nt , form a 3-D numerical array of seismic-waveform amplitudes the size of which is the number of seismometer
components (3) by receivers (Nr) by time samples (Nt). For the hypocentre-location branch, however, we take a different approach to provide
it with a descriptor that is more appropriate for waveform-based earthquake localization. Instead of using time-domain seismograms, we
perform a signal transformation for each individual record and construct characteristic functions (CFs) based on kurtosis, the fourth moment
of local amplitude distribution (Langet et al. 2014; Poiata et al. 2016). Transient changes in the non-stationary statistics of the signal, like
phase arrivals associated with seismic source, generates sharp increases in the values of the kurtosis function, making it an efficient CF to
highlight the onset of direct phase arrivals (Saragiotis et al. 2002). Moreover, a comparative study conducted by Beskardes et al. (2018)
showed that, compared to other CFs such as short-term average over long-term average (STA/LTA) and envelope, kurtosis CF is robust in the
presence of all types of noise and provides significantly better results under conditions of low signal-to-noise ratio (SNR). We obtain kurtosis
waveforms using a recursive scheme (Poiata et al. 2016) and then stack them along channels to create a waveform stack for each station.
The resultant data, denoted by dX ∈ R

Nr ×Nt , span a 2-D numerical array of stacked kurtosis-waveform amplitudes and corresponds closely
to single-channel grey-scale images in visual imagery algorithms.

As mentioned earlier, this study implements a supervised deep-learning methodology that infers the relationship between seismic
observations (input features) and underlying point-source models (desired outputs). Accordingly, the input features for training are labelled
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Figure 1. Schematic diagram of the overall work-flow, showing the inputs, feature extraction, feature fusion and the outputs. For simplicity, neural-
network layers and their sizes are not shown. The network is designed as a multibranch model that carries out parallel ConvNets. Top branch takes
in three-component seismic waveforms and is trained to extract moment-tensor features. Bottom branch is fed by stacked kurtosis waveforms and
learns hypocentre-location features during the training step. The extracted features by each branch are then flattened and, combined with the logarithm
of the peak amplitude, are used as inputs to the fully-connected network. For the exact number of layers and the size of each layer, please refer to
Table 1.

with the seismic-source parameters, that are moment-tensor parameters, mM ∈ R
6, and hypocentre spatial location, mX ∈ R

3. The output of
the NN is organized into a vector as:

m = [mM, mX ]T ∈ R
9. (1)

The task addressed here is then a multitarget regression, that is a type of structured output where the output space consists of multiple
quantitative values. Our training data set therefore consists of many ({dM, dX }, m) samples, taken from an appropriate data set of seismic
waveforms and corresponding point sources. We will discuss how these samples are constructed in the following sections.

2.3 Building a training data set

Our approach builds a training data set by calculating synthetic velocity seismograms from a population of randomly generated micro-
seismic sources. The NN learns the essential characteristics of the seismic wave field radiated by a point source from this synthetic
data, so that this knowledge can be transferred to real data. This approach is helpful in scenarios with little data availability of suf-
ficient quality, variety and abundance for building a training data set. This includes, for instance, regions with a low seismicity rate,
data sets that do not capture the entirety of possible source mechanisms, or short duration temporary seismic networks. The generation
of a high-quality training data set based on forward modelling reduces or even removes the dependence on manually labelled training
data.

In our approach, the seismic sources are uniformly distributed in the space of all moment tensors of unit norm, M̂, and located throughout
a particular monitoring volume, V̂, which must be determined in advance. As introduced by Tape & Tape (2015), the notion of a set of moment
tensors being uniformly distributed is that equal volumes in the moment-tensor space M̂ contain approximately equal numbers of moment
tensors (in other words, equal volumes are equally likely). In this paper, we apply the method described by Stähler & Sigloch (2014) to
generate a uniform population of unit moment tensors. By definition, a unit 5-sphere, S5, is the set of points ŷ = (ŷ1, . . . , ŷ6) ∈ R

6 with
‖ŷ‖ = 1. Stähler & Sigloch (2014) identified ŷi with the components of unit moment tensor and used the transformation method of Tashiro
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Figure 2. Map view of the station configuration used and the source region defined (shaded rectangle area) in the Hengill geothermal area, southwest Iceland.
The source region spans a surface area of 50 km2 and extends from 0 to 7 km in depth. The triangles show the positions of seismic stations and the ‘+’ symbol
indicates the local reference location. The scattered dots denote the seismicity locations between December 2018 and January 2021 provided by the Iceland
GeoSurvey (ÍSOR) bulletin data.

(1977) to generate uniform random points on the surface of the S
5 as follows:

ŷ = (ŷ1, . . . , ŷ6) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝
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where xi is drawn from a uniform distribution on the interval [0, 1]. The function f defined by

f (ŷ) = f (ŷ1, . . . , ŷ6) =

⎛
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2
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ŷ4 ŷ2
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2

ŷ5
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ŷ5 ŷ3

⎞
⎟⎠, (3)

is then applied as a bijective map between S
5 and the space of 3 × 3 symmetric matrices that preserves norms (Silver & Jordan 1982;

Tape & Tape 2015; Ford et al. 2020). In other words, the function f maps S
5 onto the space M̂ of unit moment tensors, and thus S

5 is
essentially M̂ (i.e. they are isomorphic). Uniformly distributed moment tensors generated in this way have uniformly distributed orientations
but their source types become sparse toward the boundary of the fundamental Lune source-type plot (see fig. 10 of Tape & Tape 2019). This
characterization is anticipated for an appropriate population of synthetic moment tensors with homogeneous probability (Ford et al. 2010;
Chapman & Leaney 2012; Tape & Tape 2015). Magnitudes of the random moment-tensor sources can be drawn from the Gutenberg–Richter
(GR) model (Gutenberg & Richter 1944) fitted to the frequency–magnitude distribution observed in a real seismicity catalogue, from the area
of interest if it is available, or following a well established law, if not. Details on parameter estimation for the GR model and the earthquake
catalogue used in this study are given in Section 2.4.

As monitoring volume, V̂, we choose a rectangular region in the Hengill geothermal area in southwest Iceland, that is the demonstration
site in the project COSEISMIQ. The selected region also hosts the two largest geothermal power plants in Iceland, the Nesjavellir and the
Hellisheiði. The latter is also the third-largest geothermal power station in the world. In addition the study region covers an area where
significant seismicity, both natural and induced, has been seen according to an existing local earthquake catalogue (Fig. 2). The volume
extends from surface to 7 km in depth, and spans a surface area of ∼50 km2. For our demonstration test, we generated a total of 25 000
seismic sources uniformly distributed in the space of M̂ and volume of V̂ defined as above. It should be noted that, once trained on a certain
monitoring volume, the NN is specific to that region. Therefore, parameter estimation for seismic sources that locate outside the prior spatial
range is likely to be pointless because the trained NN would be required to extrapolate to regions that are not seen previously. Although we
have not addressed this in the present study, our method has the potential to be extended to larger seismically active regions for monitoring
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Figure 3. Layered P- and S-wave velocity models (Vp and Vs, respectively) used to calculate synthetic waveforms (modified from Tryggvason et al. 2002).

applications. This can be achieved by increasing the size of the generated training data set and the time duration of the modelled seismic
waveforms when the size of the monitoring volume increases.

Having chosen the prior distributions of the source mechanisms and locations, we then calculate a set of three-component velocity
seismograms for every source recorded at a network of receivers. We use a subset (24 stations) of a dense seismic network deployed in the
Hengill geothermal area consisting of combined permanent stations of Reykjavı́k Energy (OR), that are operated by the Iceland GeoSurvey
(ÍSOR), and temporary short period and broadband sensors installed within the framework of the COSEISMIQ project. Fig. 2 shows
an overview of the station configuration and source region. Seismic-waveform modelling is performed through the use of pre-computed
data bases of Green’s functions based on a reflectivity-type wavenumber integration method (QSEIS code, Wang 1999) provided by the
Pyrocko-GF framework (Heimann et al. 2019). We assume a half-sinusoid source–time rate function of duration of 30 ms. The synthetic
waveforms contain body-wave phases and include near- and far-field wave components. We simulate the wave propagation with a sampling
rate of 200 Hz and considering a crustal P- and S-wave velocity model of southwest Iceland derived by Tryggvason et al. (2002). The layered
velocity model is shown in Fig. 3.

2.4 Ambient-noise modelling and adding procedure

In realistic measurement conditions, noise is a constant feature in seismic data that interferes with the waveforms radiated from seismic
sources and contaminates the original signals. Particularly in microseismic monitoring, noise commonly obscures microseismic events and
so makes the determination of accurate source parameters challenging. Therefore, to provide a more realistic training set, we develop a
work-flow to incorporate realistic noise within the synthetic seismic data.

Here, we apply a statistical modelling method to obtain a more accurate characterization of real seismic noise and use field noise
recorded on the COSEISMIQ seismic network in the Hengill area. The modelling technique is based on the statistical covariance method, in
which the background noise is considered as a multivariate Gaussian random field (Gouveia & Scales 1998). Such a multivariate distribution
is described by its covariance matrix and mean vector, that are derived to be similar to that of the observed noise. To compute the noise
covariance matrix and mean vector, Ne time segments each of length Nt samples are selected from time windows of recorded noise, within
which no earthquake-generated signals have been recorded. These segments of noise data are assumed to be realizations of the probability
distribution that characterizes the ambient noise. The data are then concatenated to form a noise data matrix, A, of size Nt by Ne (Fig. 4). The
noise mean vector, μ ∈ R

Nt , is computed across the Ne traces and removed from each column of the matrix A, resulting in the reduced matrix
Â. The noise covariance matrix, C, is calculated using (Priestley 1981)

C = ÂÂT

Ne
, (4)

where ÂT denotes the transpose of the matrix Â. Knowing the mean and covariance matrix of noise—as a multivariate Gaussian distribution—
we can readily generate noise records that are realizations of the observed noise as follows (Aster et al. 2019):

(i) Compute the Cholesky decomposition C = LLT , where L is a lower-triangular matrix.
(ii) Generate a vector of Gaussian white noise, w, with zero mean and unit standard deviation.
(iii) Let z = Lw + μ.
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Figure 4. Noise data matrix constructed from Ne time segments of ambient noise in the seismic traces. These time segments are assumed to be realizations of
the multivariate Gaussian distribution that characterizes the noise field over a finite time window, Nt.

Figure 5. (a) Covariance matrix (left-hand panel) and mean vector (right-hand panel) calculated from noise traces recorded at example station 2C.NUP27
(with short-period response band). They represent the statistical properties of noise as a multivariate Gaussian field at this station. (b) Power spec-
tral density (PSD) quality check. Red curve is the PSD of a synthetic noise trace created by drawing a random realization from the mean and co-
variance matrix shown in (a). Blue curve shows the PSD of an observed noise record. (c, d) Same as (a) and (b) but for example high broad-band
station 2C.REY09. The sampling rate of synthetic and observed noise data in both examples is 200 Hz, and the interstation distance in this case
is ∼6.6 km.

This procedure produces a modelled noise record, z, with the same statistics as the observed noise field. The steps (ii) and
(iii) above can be repeated to generate as many noise records as the number of synthetic waveforms available. Figs 5(a) and (c) il-
lustrate the mean and covariance matrix calculated for two example stations deployed in the COSEISMIQ seismic network in the
Hengill area. Essentially, each covariance matrix has a main diagonal band with a width showing the degree of temporal correlation
of the ambient noise. Comparison of power spectral densities (PSDs) of observed and synthetic noise depicts a good agreement be-
tween them and indicates that noise traces modelled by the statistical approach have characteristics close to the field measurements
(Figs 5b and d).

To obtain a good approximation of the statistics of the observed noise, we choose a minimum number of noise segments, Ne, of 2400. In
cases where this criterion is not met—for example, due to data gaps/incompleteness—we alternatively use the convolution-based modelling
method, where a randomly chosen time segment of recorded noise is convolved with a random Gaussian noise to create a modelled noise
trace. The number of stations for which we used the convolution-based noise modelling varied between one and four (out of 24 stations)
depending on the time period for which we analysed the noise records.

In this study, we assume that the level of noise varies with time across the seismic network—mostly due to general weather conditions
and seasonal changes. Therefore, the observed noise data are first divided into half-month intervals. Then, for each subset, the statistical noise
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Figure 6. Analysis of frequency–magnitude distribution (FMD) of seismicity in the Hengill area between December 2018 and January 2021. The magnitudes
of earthquakes have been provided by the Iceland GeoSurvey (ÍSOR) bulletin data. Diamonds and circles are the absolute and cumulative FMDs, respectively,
and the dashed line is the estimated Gutenberg–Richter law. The inference for b-value and cut-off magnitude, Mc, are indicated in the figure. Magnitude bin-size
of 0.1 was used to estimate the b-value and Mc.

modelling described above is performed for every station in the seismic network independently. The derived statistical noise models are thus
functions of station location and half-month of the year. The origin times of the seismic events in our synthesized training set are uniformly
distributed in time. For each event, we select the noise models corresponding to the event origin time for all available stations and, finally, add
noise to the synthetic waveforms for each station separately.

A realistic earthquake-magnitude distribution is of considerable importance when incorporating noise into the synthetic seismic data
because the SNR tends to decrease as seismic events become smaller in magnitude. We consider the GR magnitude distribution of seismic
activity in the Hengill area to draw the magnitudes of the events for the training data set. We fit the GR model (Gutenberg & Richter
1944) to the observed frequency–magnitude distribution of seismicity in the Hengill area between December 2018 and January 2021
provided by the Iceland GeoSurvey (ÍSOR) bulletin data. The cut-off magnitude, Mc, is computed by using the maximum-curvature
technique of Wiemer & Wyss (2000) with an upward adjustment of 0.2 magnitude units suggested by Woessner & Wiemer (2005). The
b-value is estimated by using the maximum-likelihood method of Aki (1965). The estimated distribution and corresponding values are
shown in Fig. 6. It should be noted that, because of our choice of the GR model to draw magnitudes, rather than a uniform magnitude
distribution, the trained NN would be indirectly limited to small magnitude range (M ≤ 2). Note that, in this study, seismic data from a
very local seismic network is simulated and a realistic noise honouring the statistics and the SNRs of field noise recordings is added to
build the training data set. By choosing uniform magnitudes as relatively large, one would end up with a training set in which the overall
SNR is unrealistically high since there will be too many clean, almost noise-free seismic records in the synthesized data set. This can
lead to NN predictions that are biased in different ways. Therefore, we suggest to train additional specific NNs for selective magnitude
ranges.

2.5 Parametrization of point sources

Seismic sources in our training data set are determined by a point in 3-D space and a second-order tensor—the moment tensor. The
spatial location of each source, given by mX = (�x,�y, �z), is expressed by Cartesian offsets from a reference point on the Earth’s
surface in east, north and depth directions. We choose the centre of the surface area spanned by our pre-defined monitoring vol-
ume as the reference location and transformed all geographical locations to Cartesian coordinates relative to this local origin (Fig. 2).
To parametrize the moment tensor, rather than using the six components as independent parameters directly, we follow the approach
of Kikuchi & Kanamori (1991) and express the full moment tensor in the form of linear combination of a set of basis tensors,
Ml :

M =
6∑

l=1

alM
l , (5)
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Rapid microseismic source inversion using NN 1007

Figure 7. Six basis mechanisms, Ml , used to parametrize full moment tensors (Křı́žová et al. 2013; Mustać & Tkalčić 2016). An arbitrary moment tensor is
represented as a linear combination of Ml .

where al are the scalar coefficients. In this study, we used the following set of six elementary moment tensors as basis tensors (Křı́žová et al.
2013; Mustać & Tkalčić 2016):

M1 =

⎛
⎜⎝ 0 1 0

1 0 0
0 0 0

⎞
⎟⎠ M2 =

⎛
⎜⎝ 0 0 1

0 0 0
1 0 0

⎞
⎟⎠ M3 =

⎛
⎜⎝ 0 0 0

0 0 −1
0 −1 0

⎞
⎟⎠

M4 =

⎛
⎜⎝−1 0 0

0 0 0
0 0 1

⎞
⎟⎠ M5 =

⎛
⎜⎝ 0 0 0

0 −1 0
0 0 1

⎞
⎟⎠ M6 =

⎛
⎜⎝ 1 0 0

0 1 0
0 0 1

⎞
⎟⎠.

(6)

The mechanism diagrams for these basis tensors are shown in Fig. 7. The deviatoric part of the full moment–tensor solution is determined
by the first five tensors, while the isotropic part is represented by the sixth tensor. The six independent components of the full moment tensor
are given by the al coefficients:

M =

⎛
⎜⎝−a4 + a6 a1 a2

a1 −a5 + a6 −a3

a2 −a3 a4 + a5 + a6

⎞
⎟⎠. (7)

The problem is then recast into determining al coefficients, so that the source mechanism of an example event in our training data set is
represented by mM = (a1, . . . , a6). One advantage of this parametrization is that it provides a unique relation between al coefficients and
the full moment tensor. Moreover, any arbitrary moment tensor can be represented by a linear combination of the basis tensors and specific
solutions, such as pure deviatoric or double-couple, can be obtained through different subgroups of Ml . Therefore, our NN model is required
to learn the contribution level of different basis source mechanisms to the full moment tensor. Furthermore, numerically speaking, the prior
distribution of the coefficients al are unimodal and symmetric around zero and this large degree of symmetry in the final layer is welcome
and desired by the NN regression model. Our numerical tests showed that this makes the learning process in our NN model faster and the
network converges to a regression behaviour with higher accuracy after sufficient training iterations.

3 N N T R A I N I N G A N D I N F E R E N C E

3.1 Data pre-processing and preparation

Several pre-processing steps are required to use the generated data set for NN training and evaluation. In essence, three-component velocity
seismograms at all receivers are bandpass filtered, downsampled to the Nyquist sampling rate, windowed and tapered. A seismic record
section of T s is cut for every event starting 0.2 s before the first break point of the event at the very first recording station that detects the
event. To account for uncertainty in the starting time of the waveform cut, that arises from detection-time uncertainty, in the training data
set we used each seismic-record section three times with different random shifts between −0.1 and +0.1 s applied to the starting time. This
data augmentation also expanded the training data set by a factor of three. To avoid scaling issues, each 3-D raster is normalized by the
maximum absolute (peak) amplitude over all records, resulting in pixel intensities in the range of [− 1, 1]. The resultant time-domain data are
directly used as inputs to the moment–tensor branch of our deep-learning model. To feed the hypocentre-location branch, however, they are
transformed into kurtosis CFs and stacked along channels. Each waveform stack is normalized by division through the maximum, so that the
grey-scale range is [0, 1]. Since data normalizations mentioned above discard information on event magnitude and hence the scalar seismic
moment, we therefore store the logarithm of the peak amplitude—the normalization factor—for each example and it is provided as a further
input to the fully connected network (Fig. 1). It should be noted that channels and stations can be in any order as long as the order is retained
through the entire data set. In our data set, the channels and stations are sorted alphabetically and by latitude, respectively. In this study, we
prepare the waveforms for our application by bandpass filtering between 1.5 and 6 Hz, downsampling from 200 sample per seconds (sps) to
50 sps, and cutting time windows of T = 8 s lengths for each event. We also randomly split our data into training and test sets, where the
training batch contained 80 per cent of the data. The test set is used as a hold-out set; that is, a subset of the data is held back from the training
of the model, and then this hold-out set is used to check the model generalization performance.
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Table 1. NN architecture used for the training process. Each pooling step is to down-
sample a feature map by taking the maximum value over windows of size 2 × 2. The
kernel size specifies the height and width of the 2-D convolution windows.

Block Layer Stage No. of filters Kernel size

Feature extraction
(parallel ConvNets)

1 C→B→P 32 1 × 21
2 C→B→P 32 1 × 11
3 C→B→P 64 3 × 3
4 C→B→P 64 3 × 3
5 C→B→P 128 3 × 3

Feature fusion 1 F 512 -
2 F 10 -

Note. C, convolution; B, batch normalization; P, pooling; F, fully connected.

3.2 NN architecture and hyper-parameters

Table 1 summarizes the topology of the NN model used for the training process. We design the moment-tensor and location branches—parallel
ConvNets—with identical architectures. In each branch, the first two convolutional layers are comprised of 1-D kernels that slide over the
time dimension, so these layers extract features that are relevant over time and recognize the temporal patterns in input data. The following
three convolutional layers in each branch consist of 2-D kernels, that are designed such that they extract features over seismic stations. The
number of kernels in our NN increases as the NN gets deeper. As we move forward in the layers, the patterns get more complex, hence there
are more combinations of patterns to capture. By increasing the number of kernels in subsequent layers, we enable the NN to capture as many
combinations as possible.

To fine-tune the model parameters, we use the training data available after the split (i.e. 80 per cent of the total data) and split it again
into training/validation parts with another 80/20 ratio. When tuning the hyperparameters, we fit the model to the training split and evaluate
its performance on the validation part. The validation part is also held back from the training of the model, but is instead used to obtain an
unbiased evaluation of the model fit on the training part when selecting model parameters. After all of the training experiments are concluded
(i.e. optimal model parameters are chosen), we fit (train) the final model on the aggregate of the training and validation parts (i.e. 80 per cent
of our total data). The training is performed using the stochastic optimisation algorithm Adam (Kingma & Ba 2015), that is based on adaptive
moment estimation, with a learning rate of 3 × 10−4. By varying the learning rate over the range of 10−4 and 10−3, we found that the
chosen value produced the best results when the model performance was assessed against the hold-out validation set. Network regularization
is provided through batch normalization (Ioffe & Szegedy 2015) applied to all of the convolutional layers. During the training phase, we
perform 150 epochs of learning, where an epoch is one iteration over the training set. We select the model at epoch 150 as the final model.
The training process took about 50 min using a single NVIDIA Tesla P100 graphics processing unit (GPU, 4.7 TFLOPS at double precision).

3.3 Training with station dropout

One important characteristic of the method presented in this study is that it requires a predetermined seismic network configuration, so the
number of stations to be included in each training sample is fixed. In fact, the geometry of the seismic network is learned implicitly by the
NN during the training phase. This makes the proposed method suitable for monitoring and real-time applications. However, in a realistic
seismic-monitoring scenario, it may well be the case that a fraction of stations comprising the seismic network are temporarily non-operational,
for instance due to extreme weather conditions in winter (particularly in our case study in Iceland), failure of power supply, or water damage.
This leads to gaps in the fixed data structure. To address this issue and to further improve the generalization performance and robustness of
our NN model, we apply a technique that is similar to that of Kriegerowski et al. (2018) and can be referred to as station dropout. During the
training phase, a fraction of stations in each example is randomly removed (i.e. zeroed out) at every iteration with probability p using samples
drawn from a Bernoulli distribution (Fig. 8). This implies that every station has probability p of being temporarily unavailable, meaning that
it will be entirely removed during the current training step, but it may be available during the next step. The effect of this random dropout is
that the NN cannot rely on data from any given set of seismic stations, since some of them might be unavailable at any time during training.
Therefore, the NN is forced to learn more general patterns from the data leading to a more robustly trained network that generalizes better.
Moreover, Jozinović et al. (2020) showed that this strategy is valid as their ConvNet model was capable of predicting intensity measurements
at stations with missing data. In this study, we consider a dropout probability of 0.1 for the seismic stations used. In the realm of practical deep
learning, dropout is a popular and highly successful technique for regularizing deep NNs to avoid overfitting (Hinton et al. 2012; Srivastava
et al. 2014). Deep-learning practitioners often implement dropout on hidden layers, while here it is applied to the input layer.

3.4 Uncertainty propagation by Monte Carlo station dropout

The NN model trained for source parameter estimation can be seen as a deterministic function that only returns point predictions. In other
words, the deep learning-based inversion algorithm does not incorporate uncertainty information into its predictions by default. Considering
that noise is an ever-present obstacle in all seismic data recordings, it becomes necessary to quantify uncertainty in predictions made by
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Rapid microseismic source inversion using NN 1009

Figure 8. Schematic illustration of random station dropout. Some of the stations in each example are randomly dropped out (by setting waveform amplitudes
to zero) with a given probability p using samples that are independently drawn from a Bernoulli distribution. The randomization is applied at each training
iteration.

Figure 9. Uncertainty propagation by Monte Carlo station dropout for an example event. (a)–(d) Distributions and corresponding Gaussian kernel density
estimates of 2500 random solutions for hypocentre location and seismic magnitude. For each distribution, the vertical solid line indicates the median value
and the vertical dashed lines show the shortest interval that contains 95 per cent of the distribution density (also referred to as 95 per cent credible interval).
(e) Fuzzy moment tensor illustrating the solution uncertainty (the smaller the variability of ensemble solutions, the clearer the separation between regions of
compressional and dilatational motions). The projection shows ensemble of 2500 mechanisms (radiation patterns). Nodal planes of the median solution are
indicated in red.

the trained model since the actual outcome can be influenced by noisy observations. A measure of prediction uncertainty provides valuable
information that can be used in systems that make decisions. However, for non-linear and algorithmic techniques, such as deep NNs, there
is typically no analytical way to propagate uncertainties in the data to uncertainties in the estimated (predicted) parameters. In such cases,
Monte Carlo methods for uncertainty propagation can be applied, in which the parameter-estimation problem is re-solved many times for
independent noise realisations (Aster et al. 2019). The resulting ensemble of solutions is then binned and statistically examined to quantify
uncertainties in the estimated parameters arising from uncertainties in the data. The Monte Carlo analysis clearly yields empirical uncertainty
estimates.

In this paper, to derive predictive uncertainty along with point parameter estimates of our trained model, we simply apply the station
dropout at inference time—the process of running the trained model on new data—and generate model predictions in a stochastic way. By
running multiple forward passes through the trained model with a different set of dropped stations each time, we obtain an ensemble of results,
whose distributions can be used to present point estimates and corresponding uncertainties (Fig. 9). We refer to this analysis as Monte Carlo
station dropout. A similar approach was used by Mousavi et al. (2020), where they implemented a channel dropout after every layer of their
NN and used it during both training and prediction. It should be pointed out that, by randomly dropping (i.e. zeroing out) some stations in an
example, we effectively add an impulse type of noise (more specifically, pepper noise) to the input image of the ConvNet (Boncelet 2009).
This is a type of image noise that is caused by dead or damaged pixels (i.e. pixels that contain no information about the true image). Station
dropout clearly has a similar effect and results in input images with missing pixels, hence it is considered as noise on inputs.
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Figure 10. Scatter plots of the NN predictions against ground-truth values for 5000 microseismic events in the synthetic test set. Symbols are colour-coded by
the magnitudes of seismic events.

4 R E S U LT S A N D D I S C U S S I O N

4.1 Evaluation of the NN predictive performance on synthetic test data

Once the NN is trained, we evaluate its predictive performance on the hold-out test set consisting of 5000 synthetically generated ex-
amples. This data set is similar to unknown data, because the model has not seen it before. Fig. 10 shows the predicted location co-
ordinates and moment-tensor coefficients obtained from the trained NN versus the ground-truth values. The linear correlations for all
parameters reveal that the trained NN has precisely learned the essential characteristics of seismic waves excited by a moment-tensor
source, so it is capable of providing full information on the spatial location as well as the mechanisms of microseismic sources. In or-
der to more easily interpret Fig. 10, we plot the distributions of differences between ground-truth and NN-predicted source parameters
of the events in the synthetic test set. Location differences in the direction of the three Cartesian coordinate system axes are shown in
Figs 11(a)–(c). It can be seen that there is no systematic trend in predicted localizations as indicated by the high degree of symmetry of the
distributions.

To measure the differences between ground-truth, M, and predicted, M̂ , moment tensors, we calculate the distances between them in the
space of 3 × 3 matrices (Tape & Tape 2019). That is, M and M̂ are treated as elements of R9 and the normalized distance between them is
then related to angular distance χ = ∠(M, M̂) and calculated by:

d(M, M̂) = sin
χ

2
=

[
1

2
(1 − cos χ )

] 1
2

=
[

1

2

(
1 − M · M̂

‖M‖‖M̂‖

)] 1
2

, (8)

where M · M̂ is the Euclidean inner product of M and M̂ in R
9 and ‖.‖ denotes the matrix norm. Distances calculated by using eq. (8)

range between 0 and 1, that correspond to identical and opposite seismic radiation patterns between the two compared moment tensors,
respectively. The histogram of distances between true and predicted moment-tensors is shown in Fig. 11(d). From this, we find that 95
per cent of the distances are below 0.1, denoting a high degree of similarity between predicted and true moment-tensors in both source
type and orientation. Visual comparison of resulting source mechanisms corresponding to a random batch of outputs is given in Fig. 12.
Corresponding focal-mechanism plots match almost perfectly well, indicating that the NN is able to satisfactory invert for seismic moment
tensor.
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Figure 11. (a)–(c) Differences between ground-truth and NN-predicted locations for 5000 events in the test set in easting, northing, and vertical directions,
respectively. Mean values, μ, and standard deviations, σ , of the underlying distributions are indicated on each subplot. (d) Distances between ground-truth, M,
and NN-predicted, M̂ , moment tensors for 5000 events in the test set.

Figure 12. Focal-mechanism plots for 10 randomly chosen seismic events in the hold-out test set: (top panel) ground-truth (GT) mechanisms for the
microseismic events generated using forward modelling, and (bottom panel) mechanisms for the same events predicted by the NN.

Table 2. Manually estimated source parameters for three microseismic events in the Hengill geothermal
field, southwest Iceland, for which manual moment-tensor solutions are available.

ID Date Time Lat. (◦) Lon. (◦) Depth (km) Mag.

1 2018-12-23 18:52:49.438 64.04279 –21.39984 2.14 1.21

2 2019-01-14 15:27:20.821 64.05262 –21.39498 2.85 1.25

3 2019-01-29 19:16:41.969 64.05427 –21.39013 2.09 1.60

4.2 Application to example recorded events

Next, we invert waveform data from three small-magnitude microseismic events in the Hengill geothermal area that occurred inside our
monitoring volume. We chose these events because ‘manual’ moment-tensor solutions are already available for them (Tables 2 and 3; the
manual moment-tensor solutions obtained by using the inversion tool Grond (Heimann et al. 2018; Kühn et al. 2020) and provided by C.
Rossi and S. Cesca as personal communication, 2020). Moreover, these events have been recorded by all but two seismic stations used for
training, providing a chance to test the trained NN for the case where data from some stations are not available. We processed data for the
same events with our trained NN to estimate the point-source parameters in a real-time fashion (at this stage, we can presume that these events
have already been identified by an existing automatic detection algorithm). Then, following the instrument response corrections, the data are
pre-processed in the manner explained in Section 3.1 and fed into the trained NN. The NN solutions are summarized and shown in Table 3.
The comparison shows that the NN results are a very good match to the manual inversion solutions. Differences in the hypocentre locations
are just in the order of a few hundred meters in both horizontal position and depth. For all three solutions, we find that the NN has predicted
shallower depths. This could be related to differences in the velocity models used by the two methods to calculate the Green’s functions.
Regarding the focal mechanisms, the solutions predicted by the NN show very similar patterns in both source type and orientation to the
manual inversion solutions. Overall, the performances of the NN is very consistent with standard techniques, but with the big advantage of
providing rapid solutions. While those manual solutions were obtained in a time frame of tens of minutes per event, our trained NN is able
to produce similar results within a fraction of a second. Moreover, time required to obtain manual solutions is an estimate only after having
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Table 3. Focal mechanism comparisons and differences in hypocentre locations between NN
predictions and manually inverted solutions (the manual moment-tensor solutions obtained by
using the inversion tool Grond (Heimann et al. 2018; Kühn et al. 2020) and provided by C.
Rossi and S. Cesca as a personal communication, 2020). Location differences are given as offset
positions of the NN-based location relative to the manual location. The depth column indicates
the median depth value and its 95 per cent credible interval (CI) predicted by the NN.

Location differences (m) Depth (km) Focal mechanisms
ID �lon. �lat. �depth Median 95% CI Neural Net. Manual

1 –238 21 –572 1.57 [1.38, 1.70]

2 115 241 –702 2.15 [1.92, 2.34]

3 –583 261 –530 1.56 [1.38, 1.71]

Figure 13. Histograms of test errors for (a,b) the NN trained on synthetic seismic data with added noise and (c,d) the NN trained on exact noise-free synthetic
seismic data. In (a) and (c), the NNs are tested against noise-free synthetic seismic data, and in (b) and (d) they are tested on synthetic seismic data with added
noise. Each test set contains 5000 seismic events. The errors are measured by the L2-norm misfit (Euclidean distance) between vectors of ground-truth values
and the NN predictions.

tuned the input parameters and found the best settings, whereas when applying the NN setting adjustments and manual pre-processing are
not required and the solutions are obtained automatically. These features offer the potential for automatic and rapid real-time information
on microseismic sources in a deep geothermal context, which renders the system suitable for seismic monitoring applications. It should be
noted that, currently, a database of microseismic earthquakes in the Hengill geothermal field that has manual moment-tensor solutions is not
available and the above is just a preliminary demonstration of application of the method on real data. We are currently constructing a ‘manual’
catalogue of stable moment-tensor solutions for seismic events in this region and will present the inversion result comparisons with the NN
approach for a larger data set in a follow-on study.

4.3 The importance of adding noise to the training data

When training with synthetic seismic data, an important question is to investigate the implications of adding noise to the training data set
for the generalization performance of the trained NN. We wish to derive a NN approximation to the inverse mapping G−1(d) that performs
well on previously unobserved data, not necessarily those on which it was trained. To ensure that the NN has not picked up and learned the
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Rapid microseismic source inversion using NN 1013

Figure 14. Scatter plots of ground-truth values against NN predictions for 5000 examples in the synthetic test set. Here, the NN is trained on exact noise-free
synthetic seismic data and is applied on seismic data with added noise. Symbols are colour-coded by the magnitudes of seismic events.

seismic noise added to the training data as patterns, we test our trained model on both exact noise-free and noisy synthetic seismic data. The
histograms of test errors are shown in Figs 13(a) and (b). Here we measure the test errors as the L2-norm differences (Euclidean distances)
between the ground-truth values and the NN predictions. Our NN, trained in the presence of noise, has a remarkably high noise tolerance and
its inverse-mapping structure has low sensitivity to the presence of noise in seismic traces. It should be pointed out that the noise is drawn
from a statistical model conditioned by field data, so the NN does not encounter precisely the same noise data in training and test steps.

Additionally, in order to assess the importance and effects of adding noise to the synthetic seismic data on the generalization performance
of the NN, we consider a second NN trained on exact noise-free seismic data and examine its performance using similar hold-out test sets
mentioned above. Fig. 13(c) demonstrates that the predictions of this network for the noise-free synthetic data is very good as indicated
by small errors. However, when it is applied to synthetic seismic data with added noise, its generalization performance becomes very poor
(Fig. 13d). This indicates that a NN trained on noise-free synthetic seismic data approximates the exact inverse mapping well but performs
badly on seismic data contaminated by noise. In fact, such a model falsely associates ‘field’ noise as coming from variations in the microseismic
source parameters leading to erroneous predictions (Fig. 14). Another interesting feature can be observed by looking at the magnitudes of
seismic events when such a NN is applied on the noisy data. It can be seen that, as the seismic events become smaller in magnitude, the
predictions become biased and the model performance deteriorates (Fig. 14). We thus conclude that without incorporating noise, a NN trained
on noise-free synthetic seismic data may not be able to provide stable results when inverting for source parameters of small earthquakes that
are within the microseismic range (M ≤ 2) and its application will be limited to moderate and large seismic events with high SNRs.

5 C O N C LU S I O N

We have demonstrated how a supervised deep-learning model can be used to rapidly invert for point-source parameters. The deep-learning
model consists of two convolutional NN branches with individual feature extraction, where one branch distils information relevant to the
seismic moment tensor from time-domain seismic data, while the other branch learns hypocentre-location features from kurtosis-waveform
characteristic functions. Combining extracted high-level features, the proposed model simultaneously yields full moment tensor and spatial
location of seismic sources. Once the NN model is trained, a single inversion can be executed within a fraction of a second.

The NN can be trained using synthetic seismic waveform data only and can therefore be easily applied to cases that lack large amounts
of labelled training data, such as temporary seismic networks and down-hole monitoring arrays used for hydraulic stimulation experiments
or regions with low seismic activity. Within our parametrization, we are able to obtain well-sampled uniformly distributed seismic sources, in
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both moment-tensor and location space, making the presented work-flow (from building a training set to training the model) computationally
efficient. A key finding when using synthetic data as a training set for the NN is to incorporate noise that honours the expected field conditions
for real seismic data.

The trained NN is specific to a pre-defined monitoring volume and also a certain frequency range. However, the method can be easily
extended to larger regions for monitoring applications, that can be achieved by increasing the size of the generated training set and the time
duration of the modelled seismic waveforms. Since the frequency band of the trained NN is not adjustable, our recommendation is to create
a bank of NNs each trained on a different frequency range.

The method is robust with respect to perturbations such as observational noise and missing data. It has been shown to achieve excellent
performance on the test set and a very good agreement with the inverted locations and moment tensors of example real events. This approach
offers great potential for rapid real-time information on seismic sources in a deep geothermal context and can be viably used for microseismic
monitoring tasks in general.
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1 Training and validation average losses (also called learning curves) for 150 epochs of learning, where an epoch is a complete
pass (iteration) over the training set. As the number of epoch increases, the training loss smoothly decreases and stabilizes. Meanwhile, the
validation loss follows a similar decreasing pattern. After 150 iterations, both training and validation losses become stable. Both converged
loss functions demonstrate that the NN is well trained.
Figure S2 Testing with only time-domain waveform branch (red) and after adding the kurtosis branch (blue): (a-c) differences between
ground-truth and NN-predicted locations of 5000 test events in easting, northing and vertical directions, respectively. (d) Distances between
ground-truth and NN-predicted moment tensors for the aforementioned test events. After adding the kurtosis branch, the location standard
deviation errors reduced by 43, 35 and 34 percent in the east–west, north–south and vertical directions, respectively. Kurtosis waveforms can
especially sharpen P- and S-phase arrivals, thus help constrain locations.
Figure S3 Testing with exact noise records (red) and modelled noise (blue). In the former, we used observed noise records and in the latter
we used modelled noise to add to the synthetic waveforms in the test data set, and applied the trained NN on both test sets. The results do not
show any biased predictions, confirming the noise-modelling procedure. Panel labelling is as in Fig. S2.
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