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S U M M A R Y
Robustness of source parameter estimates is a fundamental issue in understanding the rela-
tionships between small and large events; however, it is difficult to assess how much of the
variability of the source parameters can be attributed to the physical source characteristics or
to the uncertainties of the methods and data used to estimate the values. In this study, we apply
the coda method by Mayeda et al. using the coda calibration tool (CCT), a freely available
Java-based code (https://github.com/LLNL/coda-calibration-tool) to obtain a regional calibra-
tion for Central Italy for estimating stable source parameters. We demonstrate the power of
the coda technique in this region and show that it provides the same robustness in source pa-
rameter estimation as a data-driven methodology [generalized inversion technique (GIT)], but
with much fewer calibration events and stations. The Central Italy region is ideal for both GIT
and coda approaches as it is characterized by high-quality data, including recent well-recorded
seismic sequences such as L’Aquila (2009) and Amatrice–Norcia–Visso (2016–2017). This
allows us to apply data-driven methods such as GIT and coda-based methods that require
few, but high-quality data. The data set for GIT analysis includes ∼5000 earthquakes and
more than 600 stations, while for coda analysis we used a small subset of 39 events spanning
3.5 < Mw < 6.33 and 14 well-distributed broad-band stations. For the common calibration
events, as well as an additional 247 events (∼1.7 < Mw < ∼5.0) not used in either calibra-
tion, we find excellent agreement between GIT-derived and CCT-derived source spectra. This
confirms the ability of the coda approach to obtain stable source parameters even with few
calibration events and stations. Even reducing the coda calibration data set by 75 per cent,
we found no appreciable degradation in performance. This validation of the coda calibration
approach over a broad range of event size demonstrates that this procedure, once extended
to other regions, represents a powerful tool for future routine applications to homogeneously
evaluate robust source parameters on a national scale. Furthermore, the coda calibration pro-
cedure can homogenize the Mw estimates for small and large events without the necessity
of introducing any conversion scale between narrow-band measures such as local magnitude
(ML) and Mw, which has been shown to introduce significant bias.

Key words: Coda waves; Earthquake ground motions; Earthquake source observations;
Apparent stress; Source parameters.
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1 I N T RO D U C T I O N

Many approaches have been proposed throughout the years to esti-
mate source parameters (e.g. seismic moment, corner frequency, ra-
diated energy and apparent stress), such as borehole measurements
to avoid near-surface attenuation (Abercrombie 1995; Prejean &
Ellsworth 2001), empirical Green’s function analysis based on di-
rect waves to remove path and site effects (Ide et al. 2003; Prieto
et al. 2004; Abercrombie 2015) or coda waves (Mayeda & Walter
1996; Mayeda et al. 2003, 2007; Walter et al. 2017) and data-driven
spectral amplitude decomposition approaches (e.g. Andrews 1986;
Castro et al. 1990; Boatwright et al. 1991; Edwards et al. 2008;
Malagnini et al. 2011; Oth et al. 2011; Picozzi et al. 2017; Trug-
man & Shearer 2017). Despite so many different novel approaches,
it is rare that results from different methods focusing on the same
data set yield similar results, and as such, the question of absolute
stress drop and its scaling remains quite ambiguous, especially over
a broad range of magnitudes (Shearer et al. 2019; Kemna et al.
2021).

In recent years, methods based on coda envelope measurements
have been widely applied in different, complicated tectonic regions
(e.g. Eken et al. 2004; Morasca et al. 2005a, b; Yoo & Mayeda 2013;
Gök et al. 2016; Holt et al. 2021; Shelly et al. 2021) demonstrating
the ability to obtain stable source measurements over a large fre-
quency range thanks to the stable properties of coda waves (e.g. Aki
1969; Aki & Chouet 1975; Mayeda & Malagnini 2010). The low
sensitivity to source and path heterogeneity of coda waves, in fact,
allows the assumption of simple 1-D models to adequately describe
a region using local to regional events recorded from as few as one
station (Mayeda et al. 2003). This implies that a limited number of
well-recorded events provide stable amplitude measurements over
a broad range in magnitudes, for different stations, distances and
azimuths when coda waves are used for the analysis.

In this study, we apply the coda calibration technique developed
by Mayeda et al. (2003) to a calibration data set in Central Italy,
composed of 39 events (3.5 < Mw < 6.33) and 14 stations. We
use a recently developed Java-based code [coda calibration tool
(CCT), https://github.com/LLNL/coda-calibration-tool] to obtain a
regional calibration useful to derive stable source spectra within the
region for future earthquakes. The robustness of the calibration is
tested and its performance is evaluated. We find that our results
are consistent with prior successful applications of CCT for stable
Mw estimation for events too small for reliable waveform modelling
and obviate the need for magnitude conversions. These include
small local and near-regional events in Utah, Kansas and Oklahoma,
eastern Canada and Puerto Rico, respectively, by Holt et al. (2021),
Shelly et al. (2021), Bent et al. (2022) and Roman-Nieves et al.
(2021).

To analyse the performance of the approach in this region,
another well-known calibration technique is applied, the general-
ized inversion technique (GIT; Andrews 1986; Castro et al. 1990).
The GIT is a heavily data-driven methodology, and given the large
amount of high-quality data in Central Italy, it is appropriate for a
robust calibration and provides equally stable source parameters in
this region. Both CCT and GIT calibrations are then applied to an
independent regional data set of 247 earthquakes and the derived
source parameters are compared for the validation.

Once the performance of the coda method has been verified in
Central Italy, we can apply it to other regions, thereby extending the
calibration to a national scale. In fact, taking advantage of the small
number of events and stations required for a robust calibration,
poorly sampled regions could provide stable measurements as well.

This is an opportunity for many future applications of the coda
calibration using CCT:

(i) Routine processing for stable estimation of source parameters
in quasi-real time.

(ii) Consistent estimation of Mw for small and large events to
create a homogeneous seismic catalogue without the necessity of the
application of magnitude conversion relationships for small events
(e.g. Holt et al. 2021; Shelly et al. 2021).

(iii) Analysing the behaviour of source scaling relationships in
different tectonic environments using a consistent procedure.

The last item focusing on source scaling is especially timely.
Following the 2017 Ridgecrest, CA Mw 7.1 main shock and vig-
orous aftershock sequence, a multi-institutional collaboration was
started with the express purpose of understanding the myriad source
method’s pros and cons. The SCEC/USGS Community Stress Drop
Validation Study outlined by Baltay et al. (2022) has brought to-
gether research groups with very different methodologies with reg-
ular discussions that will culminate in a workshop in Fall 2022.

2 DATA S E T A N D P R E - P RO C E S S I N G

For a region with active seismicity and large events, the coda cali-
bration procedure requires a careful selection of good quality data
spanning a large magnitude range and distributed spatially. For this
study, a set of 39 events ranging between 3.5 < Mw < 6.33 [val-
ues provided by R.B. Herrmann through the St Louis University
(SLU) web page, http://eqinfo.eas.slu.edu/eqc/eqc mt/MECH.IT/]
and recorded by 14 well-distributed stations represents the calibra-
tion data set (dark blue circles in Fig. 1a) including the main shocks
of L’Aquila and Amatrice–Norcia–Visso sequences.

The 14 considered stations are listed in Table 1. Stations FEMA
(Monte Fema) and MDAR (Monte Daria) are equipped with an
accelerometer, whereas either a velocimeter or both a velocimeter
and an accelerometer are operating at all the other stations. We
consider only the high sampling rate channels (i.e. 100 and 200
sps for velocimeters and accelerometers, respectively). In terms of
site classification, most of the stations are installed in class A (i.e.
vs30 > 800 m s–1, where vs30 is the average shear wave velocity in
the top 30 m) or B (360 m s–1 < vs30 < 800 m s–1) of Eurocode 8
(CEN 2004); stations FRON, PP3 and SRES are installed on fluvial
unconsolidated sediments with vs30 < 180 m s–1 (class D).

All data are instrumentally corrected and converted to velocity
in m s–1. The instrument correction procedure dynamically sets the
best pre-deconvolution filter parameters on the basis of signal-to-
noise analysis. In particular, the high-pass corner frequency of the
Butterworth pre-deconvolution filter is the lowest frequency fHP in
the range 0.03–2.0 Hz, for which the signal-to-noise ratio (SNR) is
always greater than 3 for frequencies between fHP and 2 Hz. The
low-pass corner frequency is fixed to 48 Hz, always lower than the
Nyquist frequency for the recordings used in this study.

The small number of events and stations needed for this calibra-
tion procedure is one of the advantages of analysing coda waves
because they are composed of scattered waves averaging the vari-
ation of path heterogeneity, source-radiation pattern and directiv-
ity (Aki 1969; Aki & Chouet 1975; Mayeda & Malagnini 2010).
This implies that the performance of a single-station coda ampli-
tude measurement is comparable to a network average using direct
waves (Mayeda & Walter 1996; Mayeda et al. 2003).

Although the method requires a small amount of data, for a
stable and robust calibration it is important to select high quality
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Source scaling comparison and validation 1575

Figure 1. Maps showing the event and station distributions. (a) Data set for coda calibration composed of 39 events (blue circles) and 14 stations (red diamonds).
The light blue circles are the 247 events used for the application of both coda- and GIT-derived source parameters. (b) Data set for the GIT calibration based
on 4946 events (blue circles) and 624 stations (red diamonds).

Table 1. Stations used for the coda calibration. The last column indicates the site classification based
on EC8 as provided by CRISP () database (http://crisp.ingv.it/).

Station Latitude Longitude Channel Sampling rate (sps) EC8

CERT 41.94903 12.98176 HH 100 A
CESX 42.60849 12.58676 HH 100 A
FEMA 42.96210 13.04976 HN 200 B
FIAM 42.26802 13.11718 HN and HH 100 (both) A
FRON 43.51777 12.72572 EH 100 D
MDAR 43.19270 13.14270 HN 200 B
MGAB 42.91263 12.11214 HN and HH 100 (both) A
MURB 43.26300 12.52460 HN and HH 100 (vel), 200 (acc) B
PTQR 42.02193 13.40057 HH 100 B
RM33 42.50898 13.21452 HN and EH 100 (both) B
SRES 42.23696 12.50993 HH 100 D
TERO 42.62000 13.60000 HN and HH 100 (both) A
VCEL 42.39455 13.84059 EH 100 A
PP3 43.37783 13.60950 HN and EH 100 (vel), 200 (acc) D

recordings from moderate to large events at both local and regional
distances. While the recent seismicity of Central Italy is mainly lo-
calized in the region of the 2009 and 2016/2017 sequences (L’Aquila
and Amatrice–Norcia–Visso, respectively), to better constrain the
path calibrations we also included a few more distant, high-quality
moderate events as shown in Fig. 1(a).

A first quality check was manually performed for all event record-
ings by removing any spurious or bad records, checking for wave-
form saturation and/or distortion and possible near-field effects.

For each event and station, the two horizontal components are
used to form 17 narrow-band envelopes in a range 0.03–25 Hz via
Hilbert transform technique and, subsequently log-averaged and
smoothed for additional stability. A long window of 1600 s, includ-
ing 400 s of pre-event, is set to include long-period coda waves for
the largest events of the data set.

We point out that coda envelopes are formed for all frequency
bands in the considered range, but the corresponding amplitude
measurements are used only after a second quality check to ensure
a minimum SNR threshold and a critical window length (see Section
3).

A holdout or ‘validation’ data set of 247 small events (light blue
circles in Fig. 1a) is assembled and used to verify the applicability of
the estimated calibration parameters for the region. This ‘application
data set’ represents the first step towards future routine applications.
The range of magnitude for this data set is roughly 1.7–5.0. All
events are recorded by at least 5 of the 14 stations used for the
calibration.

Reliable decomposition of S-wave spectra into source, propaga-
tion and site terms require data sets with a high level of redun-
dancy, that is to say, earthquakes in the data set should be recorded
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1576 P. Morasca et al.

Figure 2. Calibration examples of velocity and envelope shape parameters for two frequency bands (0.7–1.0 Hz and 3.0–4.0 Hz). Solid circles (red) are single
envelope measurements and solid lines (blue) are the best-fitting averaged model curves.

Figure 3. (a–c) Interstation standard deviation versus measurement window length as a function of frequency for three events of different Mw. (d) This figure
shows the average interstation standard deviation over all events as a function of the window length for different frequencies and guides our choice of minimum
measurement window length.

by a dense seismic network where each station recorded several
earthquakes at different azimuths and distances (Bindi et al. 2020;
Hussein et al. 2022). Therefore, GIT was applied to a data set com-
posed of 4946 events recorded by 624 stations (Fig. 1b). In the
GIT processing the 247 application events shown in Fig. 1(a) were

deliberately excluded.. Fourier amplitude spectra are computed us-
ing windows extracted from the horizontal components including S
waves. Windows are selected starting 0.1 s before the S wave onset
and ending when distance-dependent percentages of the cumulated
squared velocity are reached: 90 per cent for distances R ≤ 25 km,
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Source scaling comparison and validation 1577

Figure 4. Examples of path correction at 0.7–1.0 Hz (left-hand panel) and 8.0–10.0 Hz (right-hand panel). Top figures show amplitude measurements for
common events between stations MURB and FIAM before (red symbols) and after (blue symbols) the application of path correction. Note that for the
8.0–10.0-Hz corrected amplitudes are aligned off the 1:1 line, this is due to the relative site effect between the two stations at the shown frequency bands.
Bottom figures show the improvement of standard deviation due to the path correction as a function of interdistance between all pairs of stations.

80 per cent for 25 km < R ≤ 50 km; 70 per cent for R > 50 km
(Pacor et al. 2016a), requiring a minimum duration of 4 s. Spectra
are smoothed with Konno & Ohmachi (1998) algorithm, setting the
smoothing parameter to 40. The SNR is computed with respect to
the pre-event noise window and we set the threshold to 5. Finally,
the two horizontal components are summed vectorially.

3 C O DA C A L I B R AT I O N
M E T H O D O L O G Y

The coda calibration methodology was developed by Mayeda &
Walter (1996) and updated by Mayeda et al. (2003) to calibrate
regional site and path propagation to correct coda-envelope mea-
surements with the goal of obtaining stable source spectra over a
broad range in magnitudes at local and regional distances.

A platform-independent Java-based code was recently developed
(CCT, Barno 2017) to simplify and speed up the calibration process
outlined by Mayeda et al. (2003), thereby significantly reducing the

calibration effort required by the user. The CCT, is freely available
on GitHub (https://github.com/LLNL/coda-calibration-tool).

Below we describe the main concepts and steps for the cali-
bration procedure applied to the Central Italy calibration data set
and refer the reader to Mayeda et al. (2003) for more calibration
details.

Coda envelopes are formed, as described in the previous sec-
tion, for 17 different frequency bands in the range 0.03–25 Hz and
represent the input to the calibration process.

The coda envelope can be described by the following equation,
based in large part on the single-scattering model of Aki (1969), but
modified to account for the local and regional distance dependence
of all parameters in a single calibration:

AC ( f, t, r ) = W0 ( f ) .S ( f ) .T ( f ) .P (r, f ) .H (t − tS) .

(t − tS)−γ ( f,r ) exp[−b ( f, r ) . (t − −tS)], (1)

where tS = r/v(f, r), f is the centre frequency of the considered
band (Hz), t is the time from the origin time (seconds) and r is the
epicentral distance (km). W0(f), S(f) and T(f) represent the S-wave
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Figure 5. Upper left-hand panel shows example of best apparent stress estimates by minimizing the mean absolute deviation (MAD) from coda spectral ratios
taken between the Norcia main shock (30 October 2016 06:40 UTC, Mw 6.33) and an Mw 4.0 aftershock, roughly 5 km away at the same depth. The best-fitting
theoretical Brune (1970) source spectra (blue line) are used as reference GT events for site calibration (lower left-hand panel). For the eight stations that we
used, the ratios show no variability with distance or azimuth and all have sufficiently long coda envelopes based on the empirical minimum window length
results of Mayeda et al. (2003) and in Fig. 3 (lower right).

Figure 6. Reference (grey circles) and validation (black circles) moment
magnitudes compared to the coda-derived Mw’s obtained from the cali-
bration analysis in Central Italy. The independent Mw’s are available from
regional moment tensor analysis (R.B. Herrmann through the SLU web
page, http://eqinfo.eas.slu.edu/eqc/eqc mt/MECH.IT/). The 1:1 line is also
shown as a reference.

source, site effect and S-to-coda transfer function, respectively. The
anelastic attenuation and the geometrical spreading are described
by P(r, f), H is the Heaviside step function, v(f, r) is the peak velocity
(in km s–1) and b(f,r) and γ (f,r) are parameters controlling the coda
envelope shape.

As each region often has a unique coda-envelope decay (e.g. Sato
& Fehler 1998), the first step of the calibration process requires the
definition of envelope shape parameters ([b(f,r) and γ (f,r))] to form
synthetic envelopes to be used to measure coda amplitudes through
a match with observed envelopes (see Mayeda et al. 2003, for more
details). Furthermore, for each envelope the time corresponding
to the peak velocity is a necessary piece of information to define
the coda measurement start point as it corresponds to the direct-S
or surface wave arrival time. It is done in terms of a regionally
calibrated velocity parameter, v(f, r). These three parameters are
empirically calibrated for each frequency using simple hyperbolic
distance-dependent functions. Fig. 2 shows an example for two
frequency bands where average models are determined to describe
these parameters as a function of distance. In simple terms, this ad
hoc parametrization allows us to combine, in a single calibration,
envelopes derived from S waves, regional Lg waves, and surface
waves at a range of distances, spanning local to regional distances.

The synthetic envelopes are generated for each frequency and
distance using eq. (1) by ignoring at first, source, path, site and
transfer function effects (set to unity) because the coda envelope
shape is controlled only by the time-dependent terms of the equation
(Mayeda et al. 2003).

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/231/3/1573/6649299 by G

eoforschungszentrum
 Potsdam

 user on 12 O
ctober 2022

http://eqinfo.eas.slu.edu/eqc/eqc_mt/MECH.IT/


Source scaling comparison and validation 1579

Figure 7. Coda-derived versus GIT-derived source parameters for the common calibration events. (a) Comparison of Mw values shown with the 1:1 line
for reference; (b) seismic moment versus corner frequency relationship from coda (red) and GIT (yellow) analysis with lines of constant apparent stress for
reference; (c) corner frequency estimates shown with the 1:1 line for reference. Figs 7(d)–(f) show the results obtained by constraining the seismic moment
of individual events to the values provided by CCT and fitting only for fc. The comparison in Fig. 7(f) shows that in this case the corner frequencies are in
excellent agreement, with only one outlier event (132 020 132) deviating from the one-to-one line.

Then for each event and station, coda amplitudes are measured
for consecutive frequencies as a constant or DC shift of the syn-
thetic curve generated at the appropriate distance to fit the ob-
served envelope using an L-1 norm. These raw amplitudes are
initially non-dimensional as path and site effects have yet to be
removed.

Although a pre-selection is performed on the recordings as ex-
plained in Section 2, coda amplitudes are subject to further selec-
tion criteria to avoid calibrating the parameters using poor quality
envelopes. This means that for some envelopes the amplitude mea-
surement is discarded on the basis of frequency-dependent criteria
based on a minimum SNR threshold and a critical window length. In
fact the stability of the measured amplitudes can be affected by the
window-length choice (Mayeda et al. 2003) that is also correlated
to the SNR.

For the calibration events, the window length is manually selected
on each envelope considering a frequency-dependent SNR thresh-
old. Figs 3(a)–(c) show some examples of variation of interstation
standard deviation as a function of measurement window length
for three events. A short measurement window length results in a
large scatter for amplitude measurements at different stations for the
same frequency band. Increasing the measurement window length
we observe a rapid decrease in the interstation standard deviation,
stabilizing at a minimum representing the critical time length be-
yond which the interstation scatter stabilizes. Analysing all events

for different window lengths (Fig. 3d), we identified the optimal
window lengths for each band.

Path corrections are empirically based and meant to mimic ob-
served local and near regional coda observations. Unlike direct
waves which decay immediately with distance due to geometrical
spreading and attenuation, coda at local distances at the same time
relative to the origin time are roughly homogeneous (Aki 1969; fig. 8
of Mayeda et al. 1992) and then decreases slowly with increasing
distance. The basic idea is to find the parameters that minimize
interstation scatter for common events between pairs of stations, as
shown in the example of Fig. 4(top panels) for the frequency bands
0.7–1.0 Hz and 8.0–10.0 Hz. Considering multiple station combi-
nations, it is possible to verify the stability of the corrections over a
wide distance range (Fig. 4, bottom panels). The figure shows that
for Central Italy path-corrected coda amplitudes (blue symbols) are
distance independent at least up to 200 km, as the interstation scatter
remains almost constant for all pairs of stations. This is an indica-
tion of the efficacy of the empirically derived 1-D path correction,
and was evaluated for all frequency bands in the analysed range.

The final step of the calibration is to correct the coda ampli-
tudes for S-to-coda transfer function and the relative site effects,
transforming the dimensionless, distance-corrected amplitudes into
moment-rate spectra in units of N-m. This final step requires inde-
pendent estimates of source parameters for some events in the data
set to be used as references (Mayeda et al. 2003).
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Figure 8. Spectral shape comparison for two calibration events (Norcia, 2016 October 30, 6:40 UTC Mw 6.33 and Amatrice, 2016 August 24, 01:36 UTC Mw

5.97). In general, the averaged coda-derived source spectra (red in these figures) are calculated over a frequency range of 0.03–25 Hz (where possible). Thick
magenta lines represent the median GIT spectra for the same two events. The 5th and 95th percentiles are shown as thin black lines in all figures. Coloured
curves represent apparent sources as a function of distance (left-hand panel) and azimuth (right-hand panel).

3.1 Reference events and determination of apparent stress
for ground-truth (GT)

The original coda calibration procedure (Mayeda & Walter 1996;
Mayeda et al. 2003) used independent Mw’s (e.g. long-period mo-
ments) to constrain the frequency dependent site and S-to-coda
transfer function terms at low frequency and tie the dimensionless,
distance-corrected amplitude to an absolute scale (i.e. convert to
units in N-m). In other words, the site and transfer function cor-
rection at each frequency is the numerical difference between the
known moment value and the dimensionless amplitude, and by using
multiple reference events, we can obtain stable, averaged correction
terms.

The use of independent Mw’s spanning over a broad range allows
for reasonable estimates of site corrections up to ∼2 Hz for an (Mw

∼3.5, Mayeda et al. 2003). However, to define site corrections for
events at higher frequencies above 2 Hz, small events were used as
EGFs (empirical Green’s functions) assuming a flat source spectrum
for a wide frequency range.

More recently however, and also in this current study, we apply a
different approach to better constrain the high frequency site terms
based on ground truth (GT) reference spectra, for which apparent
stresses are independently calculated through the coda spectral ratio
method outlined by Mayeda et al. (2007) and applied to numerous
global crustal data sets (Malagnini et al. 2014).
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Source scaling comparison and validation 1581

Figure 9. Normalized residuals for calibration events showing the good
correspondence between source spectra produced by CCT and GIT tech-
niques. Normalized residuals are computed as the difference between CCT
and GIT spectral values normalized to the GIT spectral value. The black
line represents the median value of the residual for each frequency and the
dotted lines measure the dispersion as median ± MAD (median absolute
deviation). Grey lines show the results for each event; thick grey lines in-
dicate the results for three events showing significant discrepancy between
the GIT and CCT results, as shown in Fig. S3.

Using independent apparent stress and M0 for a few reference
events, for each station we are able to derive the corresponding site
and transfer function terms for the whole frequency range with-
out having to assume any regional source scaling or imposing a
stress drop for selected small events as Green’s functions that can
introduce bias (e.g. Baltay et al. 2010, 2011).

The coda spectral ratio method provides very stable, averaged ap-
parent stress estimates that are free of path, site, and source mecha-
nism effects. Fig. 5 shows an example of apparent stress calculation
using coda spectral ratios taken between the Norcia main shock
(Oct 30, 2016 06:40 UTC, Mw 6.33) and an Mw 4.0 aftershock
roughly 5 km away measured by eight surrounding stations. The
best-fitting corner frequencies assuming the Brune (1970, 1971)
omega-square source model are estimated by minimizing the mean
absolute deviation (MAD) between the observed and the synthetic
coda spectral ratio. As during the coda calibration, a minimum coda
duration is required prior to incorporating the station observation in
the network average. Because the stations and paths are common,
and the coda averages over the mechanism effects, we obtain very
stable source ratios. Next, we use the resulting GT source spectra
(apparent stress of 1.33 and 0.19 MPa, respectively) as source con-
straints to determine all site correction terms for the entire network
of stations. Again, this eliminates the need for an assumed source
scaling for the region which could otherwise bias the amplitudes at
higher frequencies.

In summary, we used independent moment magnitudes from
regional moment tensor analysis provided by R.B. Herrmann
through the St Louis University (SLU) web page (http://eqinfo
.eas.slu.edu/eqc/eqc mt/MECH.IT/), where 37 were used as ref-
erence and the others as validation (Fig. 6). Combined with 4
GT source spectra, these were used as reference source input
into the CCT JSON (JavaScript Object Notation) calibration file
(Table S1).

4 S P E C T R A L A M P L I T U D E
D E C O M P O S I T I O N

The spectral amplitude decomposition approach applied in this
study is often referred to as GIT (e.g. Andrews 1986; Castro et al.
1990). GIT relies on the assumption that the Fourier amplitude
spectrum of the selected S-wave (or P-wave) windows can be ex-
pressed, after removing the instrumental response, as the product
of three terms representing the source (S), propagation (A) and site
(Z ) contributions to ground motion:

log FASi j

(
Ri j , f

) = log Si ( f ) + log A
(
Ri j , f

) + log Z j ( f ) ,

(2)

where the Fourier amplitude spectrum FASi j is computed for each
selected earthquake i recorded at stations j located at hypocentral
distance Ri j . In eq. (2), f is the frequency and, in the remainder of
this study, we use log to indicate the logarithm with base 10. When
the data set is characterized by a large degree of redundancy, that
is, the same event is recorded by many stations located at different
distances and each station recorded several earthquakes, the overde-
termined system (eq. 2) can be solved following a non-parametric
approach (Castro et al. 1990; Oth et al. 2011). To determine the
spectral attenuation, we discretize distances up to 80 km into bins
2.5 km wide, and distances between 80 and 150 km into bins 10 km
wide. A linear interpolation of the attenuation values is applied
between two consecutive nodes and the overall attenuation with
distance is smoothed by setting to zero the Laplacian with distance
(Castro et al. 1990). Since the linear system (eq. 2) is characterized
by two unresolved degrees of freedom, two a priori constraints have
to be added to break the trade-offs between the three terms, produc-
ing solutions relative to the assumptions. We introduce a reference
distance Rref = 5 km for the attenuation such that logA(Rref,f) = 0
irrespective of the frequency (i.e. the sources are scaled at 5 km),
and we assume a reference site condition for the site amplification
term Z. Following previous studies performed for the same area
(Pacor et al. 2016a; Bindi et al. 2017), we impose that the aver-
age amplification of three selected stations (i.e. Leonessa, LSS; San
Martino d’Ocre, RM03 and Spina Nuova, T1221) is equal to the am-
plification generated by a crustal velocity model with vs30 equal to
760 m s–1 multiplied by an exponential term exp(–πk0f) (Campbell
& Boore 2016). Following Pacor et al. (2016a), we use k0 = 0.018 s.
We solve the linear system in a least-squares sense (Koenker & Ng
2017) and the results of the spectral amplitude decomposition are
shown in Fig. S1. In particular, Fig. S1(a) shows the non-parametric
and frequency-dependent attenuation values, whereas Figs S1(b)
and (c) show the site amplification terms and the source spectra as
isolated by the GIT decomposition, respectively.

Then, the non-parametric source spectra S( f ) shown in Fig. S1(c)
are fit to a standard omega-square model to estimate the seismic
moment Mo and corner frequency fc

log S ( f ) = log K + log Mo + 1

1 +
(

f
fc

)2
, (3)

where the constant K includes all the parameters connecting the
low-frequency level of the far-field source displacement to the seis-
mic moment. The constant K is determined by requiring that events
in the calibration data set have, on average, the same seismic mo-
ment as determined by CCT. To mitigate the effect of the limited
bandwidth, the seismic moment of events with magnitude Mw > 5.5
are constrained to the values extracted from Herrmann’s catalogue.
Given the seismic moment and the corner frequency, the stress drop
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1582 P. Morasca et al.

Figure 10. Site terms comparison obtained from CCT (black curves) and GIT (grey curves) for the 14 stations used for the coda calibration. The site terms
have been normalized to the mean of the 14 stations. In the bottom right-hand panel, the mean ± 1 standard deviation of the unscaled CCT site terms is shown.

�σ is computed from the source radius r using (Eshelby 1957;
Keilis-Borok 1959; Madariaga 1976, 1979)

�σ = 7

16

Mo

r 3
, (4)

r = kβ

fc
, (5)

where k = 0.37 (Brune 1970, 1971) and β = 3.2 km s–1 are used.
For an omega-square source model, we note that apparent stress,
which is proportional to the ratio of total radiated seismic energy to
seismic moment (τ a = μEs/Mo) is related to the Brune static stress
drop (Wyss & Brune 1968) as τ a = �σ /4.3 (Singh & Ordaz 1994).
For the events used in the GIT decomposition, Es is computed
from the integral of the non-parametric source spectra, mitigating
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Source scaling comparison and validation 1583

Figure 11. Coda-derived versus GIT-derived source parameters for the 247 application events that were held out of both calibrations. (a) Comparison of Mw

values, where the line 1:1 is shown for reference; (b) seismic moment versus corner frequency relationship from coda (red) and GIT (yellow) analysis with lines
of constant apparent stress for reference and (C) corner frequency estimates also show excellent correspondence, where the line 1:1 is shown for reference.

finite bandwidth effects by asymptotically extrapolating the source
spectra with an omega-square model. The comparison between ap-
parent stress and Brune stress drop is shown in Fig. S2; the best-
fitting line has slope 0.2478 = 1/4.03 and is close to the expected
theoretical value, confirming the suitability of the model assumed
to compute the source parameters.

5 R E S U LT S

5.1 Calibration comparisons

A first step to analyse the quality of source parameters derived from
the coda calibration with respect to those from GIT, is to compare
results for the common calibration events included in both calibra-
tion processes. Fig. 7 shows source parameters obtained for the 34
identified common events. In general, the parameters are in good
agreement, although GIT-derived Mw’s are slightly underestimated
for the range ∼4.7–5.2 and overestimated for the range ∼4.0–4.5
(Fig. 7a). As observed in Fig. 6 for the same range of magnitude, the
coda-derived Mw’s do not show any unexpected trend. Therefore,
it is possible that the spectral fitting applied to the GIT spectra for
magnitude around 5 was affected by limited bandwidth extension
toward low frequencies. The corner frequencies estimated from the
CCT and GIT spectra are in good agreement (Fig. 7c), as their aver-
age difference is equal to 0.03 Hz, with standard deviation 0.24 Hz.
Since the GIT source spectra are defined above 0.3 Hz, the lack of
low frequencies could result in a trade-off between M0 and fc when
performing the least-squares fit for calibration events. Conversely,
the CCTs spectra are evaluated over much lower frequencies, al-
lowing for more robust seismic moment estimations. Therefore,
in order to evaluate the impact of possible limited-bandwidth ef-
fects on source parameters estimated from the GIT source spectra,
Figs 7(d)–(f) show the results obtained by repeating the fit over the
same GIT source spectra as in Figs 7(a)–(c) but constraining the
seismic moment of individual events to the values provided by CCT
and fitting only for fc. The comparison in Fig. 7(f) shows that in this
case the corner frequencies are in excellent agreement highlighting
the high similarity between GIT and CCT source spectra over the
common bandwidth, with only one outlier event (132 020 132)
deviating from the one-to-one line (the difference between CCT
and GIT corner frequencies for this event is equal to 0.21 Hz). The
source spectra of event 132 020 132 are shown in Fig. S3.

The comparison in terms of spectral shape demonstrates the
similarity of the results over a large frequency range (0.4–25 Hz
is the common range covered by both calibration approaches).
Fig. 8 shows the Norcia (2016 October 30, 06:40 UTC) and Am-
atrice (2016 August 24, 01:36 UTC) main shocks as two ex-
amples of spectral shape comparison. Coda-derived spectra (red
curves, shown over the whole frequency range analysed with this
method) are within the 5th and 95th percentile of GIT results in
all cases, and in general overlap the median GIT-derived spec-
tra. Colour curves represent the GIT-derived apparent sources as
a function of distance and azimuth, demonstrating that for these
events the coverage is excellent and spectral estimates are very
robust. Most striking is the strong azimuthal dependence for the
Norcia main shock S-wave spectra from GIT, whereas the cor-
responding coda-derived spectra sits in the mean of the direct
wave spectral population, further verifying the averaging nature of
coda.

The overall agreement between the observed GIT and CCT source
spectra is summarized in Fig. 9, where the frequency-dependent
differences between the CCT and GIT spectral values normal-
ized by the GIT values are shown for the 34 common calibra-
tion events. For each frequency, the median normalized difference
(black line) ±1 median absolute deviation (dotted lines) are also
shown. The source spectra for the three events showing the largest
discrepancy are shown in the electronic supplement (Fig. S3) and
we briefly describe potential reasons for the discrepancy in the
following.

For event 143 531 036, we observed a distinct spectral bump
at ∼4 Hz in the direct spectra and unlike any other spectra in the
data set. One possibility is that this is a doublet but one would
expect to see this in the coda spectra as well. A more likely rea-
son is this event is at the margins of the CCT calibration region
and recorded by only three stations for the CCT analysis which
may account for it having lower amplitude than the direct wave
average.

For event 161 512 024, we observe a distinctive spectral peak
in the ∼0.3–0.7 Hz range, which has been observed in other regions
for shallow sources (e.g. mine collapse events, shallow explosions,
shallow earthquakes) when using the same coda source spectral
method (e.g. Mayeda & Walter 1996; Murphy et al. 2009). One
hypothesis is that this is a very shallow earthquake and the peak
is due to strong Rg-to-S scattering conversion due to excitation of
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1584 P. Morasca et al.

Figure 12. Spectral shape comparison for two events from the application data set (2016 November 23 00:02 UTC Mw 3.52 and 2016 November 22 15:41
UTC Mw 2.40). Coda-derived source spectra (red) are averaged over all stations. Thick magenta lines represent the median GIT spectra for the same two events.
The 5th and 95th percentiles are shown as thin black lines in all figures. Coloured curves represent apparent sources as a function of distance (left-hand panel)
and azimuth (right-hand panel).

Rg for shallow sources and scattering into the coda due to near
surface impedance contrast. Furthermore, shallow event spectral
fall-off tends to be steeper than omega-square (Mayeda & Walter
1996; Murphy et al. 2009), possibly due to near-surface attenuation
that absorbs the high frequency coda, in contrast to direct S which
may be escaping through the bottom of the focal sphere without too
much loss.

Additionally, for event 132 020 132 we observe good agreement
at high frequencies but it appears that the GIT low frequency spectral
level is too low and subsequently is pushing the corner frequency
estimate lower than the coda-derived spectra (see Fig. 7f). This event
is characterized by a large azimuthal gap of ∼220◦ as the event sits
offshore and thus one possible explanation is that the GIT source
spectra are affected by directivity (Pacor et al. 2016b) or focal
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Figure 13. Normalized residuals for application events also show good cor-
respondence between source spectra produced by CCT and GIT techniques.
The black line represents the median value of the residual for each frequency
and the dotted lines measure the dispersion as median ± MAD (Median Ab-
solute Deviation). Grey lines show the results for each event. Normalized
residuals are computed as the difference between CCT and GIT spectral
values normalized to the GIT spectral value.

mechanism effects not averaged out by the azimuthal coverage of
the stations.

Finally, we compare relative, weak-motion site terms from the two
approaches and unsurprisingly (e.g. Aki 1980; Kato et al. 1995),
find excellent agreement between them for common pass bands, as
expected by the dominance of S waves in the scattered field (Aki
1992; Zeng 1993). Fig. 10 shows individual site terms relative to
the network average results for 14 stations used in the coda calibra-
tion along with the average CCT station-site transfer term which all
individual stations were compared against. The only striking ampli-
fication difference is observed below 2- Hz at station PP3, one of the
stations installed on unconsolidated sediments (Table 1). Although
several studies investigating the consistency of the S-wave and coda-
wave site amplifications found a similarity of the results within a
factor between 1.5 and 2 (Kato et al. 1995; Bonilla et al. 1997), a
few larger discrepancies were observed either for stations installed
over deep sediments (Margheriti et al. 1994) or when recordings
at epicentral distances smaller than the focal depth were analysed
(Su et al. 1996). Phillips & Aki (1986) also observed some cases
of basin resonance for intermediate period coda in central Califor-
nia, which might explain our amplification at station PP3 relative
to direct wave amplification. Further investigations are needed to
understand whether complicated resonant waves could be the expla-
nation for the observed differences in CCT and GIT station terms
obtained for PP3.

5.2 Small events application and comparison

For a more significant validation we applied both GIT and CCT
calibration parameters to the holdout data set composed of 247
events (∼1.7 < Mw < ∼ 5.0) recorded in the same region. The GIT
source spectra are computed as the median of the apparent source
spectra obtained by correcting the recorded spectra considering the
non-parametric attenuation model and site effects isolated by the
spectral decomposition.

This comparison has a dual function: First, it validates the results
of the coda calibration approach and second, it confirms the CCT
can be used in near real-time analysis to create catalogues character-
ized by homogeneous and reliable estimates of source parameters

for small and large events using a common method. For example,
Shelly et al. (2022) warned that large biases can be introduced when
attempting to tie local magnitudes (i.e. MD, ML, etc.) to Mw for small
events that cannot be waveform modelled.

Fig. 11 demonstrates that both GIT and coda-based calibrations
provide source parameters in excellent agreement down to Mw ∼1.7
confirming the good performance of both approaches in this region
with the advantage that the coda technique requires a small number
of events and stations to obtain the same stability of a data-driven
technique as GIT.

The spectral shapes are also consistent between the two ap-
proaches (Fig. 12), although with larger variability with respect to
the results obtained with the calibration events (Fig. 8). This is not
unexpected since we are looking at events not included in the cal-
ibration and characterized by smaller magnitudes with potentially
fewer recording stations, lower SNR and shorter window lengths.
Despite these issues, the average coda-derived spectra remain within
the 5th and 95th percentile evaluated by the GIT analysis, with re-
sultant stable estimates of source parameters for all the 247 events.
The similarity of the GIT and CCT source spectra for the application
data set is confirmed in Fig. 13 where we show that the median nor-
malized residuals are close to zero, free of any frequency-dependent
trend, and with a median absolute deviation ranging only between
10 and 20 per cent of the GIT spectral values.

5.3 Robustness test

To test the robustness of the coda calibration procedure, we per-
formed a series of tests repeating the calibration by progressively
reducing the number of events and stations by 50 and 75 per cent
with respect to the original calibration based on 39 events and 14
stations (best case). The Mw ratio between the best case and the
tested calibrations remains close to unity in all cases, including the
last one (test #6) where we reduced both station and events by 75 per
cent simulating a very sparse network (Fig. 14a). Similarly for the
corner frequency ratio (Fig. 14c) we observe substantial consistency
for all tests.

To confirm the observed robustness of the estimates provided
by the CCT using few events and stations, we apply the calibrated
parameters obtained for each test to the application data set of 247
events. Figs 14(b) and (d) show that the reduction of calibration
events and stations do not adversely affect the final Mw and fc

estimates calculated for new events in the same region, although the
variability increases with respect to the calibration events as already
described in the previous section.

6 D I S C U S S I O N A N D C O N C LU S I O N S

In this study, we investigate the performance of a well-known ap-
proach, the coda calibration methodology (Mayeda & Walter 1996;
Mayeda et al. 2003), to estimate source parameters for small-to-
moderate earthquakes occurring in Central Italy.

To facilitate coda calibration and processing we use the freely
available CCT (https://github.com/LLNL/coda-calibration-tool), a
Java-based code that implements the method. The strength of this
approach is that it requires a limited, but high-quality data set for
the calibration, and for Central Italy we selected 39 events rang-
ing between Mw 3.5 and 6.33 and 14 well-distributed stations. The
calibrated coda parameters were then applied to a validation or
‘application’ data set composed of 247 earthquakes that were ex-
cluded from both the CCT and GIT calibration processes. These
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1586 P. Morasca et al.

Figure 14. Robustness tests on calibration events (a and c) and application data set (b and d) where we have varied the amount of calibration events and stations
to measure how the coda stability might be adversely affected.

Figure 15. Coda results for the 39 calibration events and for the 247 application events are shown as white to deep red circles as a function of the bandwidth
coverage. The colour of the symbols represents the per cent of observed versus observed-plus-model-extrapolated total energy. The higher per cent of observed
energy, the lower the uncertainty of the result. Blue circles represent the GIT results for the common events (34 calibration and 247 application events). Lines
of constant apparent stress are shown as reference.

247 earthquakes ranging between ∼1.7 to ∼5 were used to evaluate
the robustness of the determination of source parameters using the
two methodologies.

The robustness of the coda calibration procedure is tested by
progressively reducing the number of calibration events and stations
and applying each new calibration to the validation data set. In
this way, we simulate a calibration in a sparse network region. We
observed that even in the case of a reduction of 75 per cent of the
number of events and stations with respect to the best case (39

events and 14 stations), Mw and corner frequency estimates remain
substantially stable (Fig. 14), and this is true for the application data
set.

Since multiple main shock–aftershock sequences occurred in
Central Italy in the last several years (Amatrice–Norcia–Visso,
2016–2017; L’Aquila 2009), a large amount of data is available
making this region ideal for applying data-driven approaches with
the goal of deriving stable source parameters. Thus, to evaluate the
performance of the coda calibration approach, we applied another
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Figure 16. Example source spectra summary page from CCT that can be used in routine automated processing and allows the user to quality check and
modify envelope measurements if necessary. The summary page provides source parameter information such as seismic moment, Mw, total radiated energy
and apparent stress and provides an interactive map showing the event and stations used.

well-known calibration technique, the GIT (Andrews 1986; Castro
et al. 1990), a data-driven methodology particularly suitable to this
well-sampled region of Italy.

Provided there is ample data, this technique can derive equally
stable source parameters because of the high redundancy of infor-
mation due to the large amount of input data. In fact, the distribution
of the GIT-derived apparent source spectra is affected by source ra-
diation pattern, directivity, and complex attenuation phenomena,
but if the data set shows high redundancy, the median will be ex-
tremely stable. The data set for GIT calibration analysis includes
∼5000 earthquakes and more than 600 stations, comprising 34 of
the 39 events used for coda calibration and all the same 14 stations.

As the first step in the validation process, we compared the source
spectra derived for the common calibration events and the corre-
sponding source parameters resulted in good agreement (Figs 7
and 8).

For a more significant validation, the two independent sets of
calibrated parameters (GIT- and coda-derived) are applied to the
validation data set that is composed of events not included in either
of the two calibrations. The comparison of the results in terms of
source spectra and source parameters (Figs 11 and 12) allows us to
confirm the robustness of source parameter estimation, as well as
to validate the coda calibration in this region. The consistency of
source parameters estimated from analysis performed on different
portions of seismic recordings is also a matter of debate for Central
Italy (Kemna et al. 2021). Figs 11 and 12 show that coda and S
waves methodologies applied independently to a common data set
compiled for central Apennines in Italy provide very similar source
spectra, from which consistent scaling laws are extracted.

To have a complete vision of the data analysed in Central Italy
using the CCT, Fig. 15 shows the source scaling for all calibration

and application events together, along with GIT results for the same
events (the source scaling of about 4800 earthquakes used for the
GIT spectral decomposition is shown in Fig. S2). Results are compa-
rable to those provided by a recent coda spectral ratio analysis in the
same region (Morasca et al. 2019) which also showed an increase
in apparent stress with increasing magnitude. In that study, the au-
thors analysed the first part of the multiple main shock–aftershock
Amatrice–Norcia–Visso sequence, considering events recorded be-
tween August and October 2016. They estimated the deviation from
self-similarity through the evaluation of the ε parameter following
Kanamori & Rivera (2004), obtaining a value of 0.61. Likewise, the
study by Malagnini & Munafò (2018) in the same region of Central
Italy found a similar increase.

As CCT also provides the observed total radiated energy esti-
mates, including the information on the bandwidth covered for the
calculation, the figure shows this information in terms of different
colours. All 39 calibration events have at least 70 per cent of band-
width coverage for the radiated energy estimates, as well as 40 of
the application events have the same coverage, including 14 events
of Mw < 3.5.

We demonstrate that in the seismically active region of Cen-
tral Italy, the coda calibration method requires a significantly
smaller number of calibration events and stations to obtain the
same stability in source parameters as the GIT calibration that
requires orders of magnitude more events and stations, open-
ing new opportunities to apply this approach for future applica-
tions in regions less seismically active and with fewer seismic
stations.

It can be applied for a consistent estimation of Mw for small
and large events representing an opportunity to improve seismic
hazard analysis, critically influenced by this parameter. The events
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in the earthquake catalogue used for the seismic hazard assess-
ment must be described according to a unique magnitude scale that
should moreover be consistent with the magnitude measure of the
ground-motion attenuation relationships used in the seismic hazard
calculation.

Typically, conversion relationships from other kinds of magni-
tudes are applied to small events for which reliable Mw estimations
are usually not available, but in some cases a large bias is introduced
(e.g. Shelly et al. 2021). Once the coda calibration is performed for
a region, the application of the obtained parameters to small events
within the same region avoids any conversion and provides a stable
Mw estimation over a wide range of event sizes.

As the methodology provides robust models, even considering a
limited number of events and stations, it could be extended to other
regions allowing the homogenization of the Mw estimates for the
national territory, maintaining the same level of accuracy also in
poorly sampled regions where the application of GIT may not be
feasible.

Furthermore, for calibrated regions CCT can be included in
routine processing to provide stable source spectra and associ-
ated source information for crustal events too small to be wave-
form modeled. Once new seismic recordings are available that are
instrument-corrected and located, CCT can generate the necessary
envelopes, estimate the coda measurement windows, apply the cal-
ibrated model, and export both measurements and uncertainties
automatically. Both the import and export of data use the JavaScript
Object Notation (JSON) format. Schema defining the JSON fields
and further examples can be found in the Python notebooks in
the CCT project on GitHub. Fig. 16, for example, shows a sum-
mary source spectra from CCT for an event in Central Italy. The
tool allows the user to quality check each measurement data point
and make measurement changes to the envelopes if necessary, as
well as view the event and associated stations on an interactive
map.

Recently, Spallarossa et al. (2021) developed a tool for the rapid
assessment of source parameters for new earthquakes occurring in
Central Italy. The tool is based on empirical models calibrated using
GIT analysis on a rich data set; however, to extend the procedure to
sparser sampled regions, the coda calibration approach would likely
have to be used.

DATA A N D R E S O U RC E S

The CCT version 1.0.15 was used in this study and is available
from https://github.com/LLNL/coda-calibration-tool/releases/(last
accessed January 2022).

The authors used waveform data from the European Integrated
Data Archive (EIDA; https://www.orfeus–eu.org/data/eida/, last ac-
cessed October 2021). In particular, the authors analysed waveforms
recorded by the National Institute of Geophysics and Volcanology
(INGV)–Italian National Seismic Network (International Federa-
tion of Digital Seismograph Networks [FDSN] code IV, https://do
i.org/10.13127/SD/X0FXnH7QfY) and by the RAN–Italian Strong
Motion Network (FDSN code IT, https://doi.org/10.7914/SN/IT).

The supplementary material of this paper includes details on the
GIT analysis (Figs S1 and S2) and the source spectra of three outliers
observed among the calibration events (Fig. S3).
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1. Spectral amplitude decomposition results: (a) non-
parametric attenuation curves; (b) site amplification curves and (c)
non-parametric source curves. In panel (a), coloured lines indicate
the attenuation values averaged over frequency intervals selected as
indicated in the legend; in panel (b), black lines indicate the amplifi-
cations of the three selected reference sites (i.e. stations LSS, RM03
and T1221); in panel (c), black lines show the GIT source spectra
of the 2016 Norcia and 2009 L’Aquila main shock earthquakes.
Figure S2. Source parameters of about 4800 earthquakes used for
the spectral amplitude decomposition. Top left-hand panel: the seis-
mic moment versus corner frequency scaling is compared to con-
stant stress drop lines (ranging from 0.01 to 10 MPa); symbols are
coloured accordingly to logarithm of the radiated energy estimated
from the velocity source spectra and corrected for finite-bandwidth
effects (Ide & Beroza 2001). Top right-hand panel: apparent stress
(right vertical axis) and θk = log(Er/M0) (left vertical axis) versus
seismic moment, using μ = 30 GPa. Earthquakes with Mw above
5.5 have an average θk equal to –4.3, in agreement with Kanamori
(1977); for smaller magnitudes, the logarithm of the apparent stress
scales with the logarithm of seismic moment with an average slope
of 0.32. Bottom panel: apparent stress versus Brune (1970, 1971)
stress drop considering linear (left-hand side) and logarithmic (right-
hand side) scales. On the bottom left-hand panel, the best-fitting line
(showin in red) has a slope of 0.2478.
Figure S3. Source spectra for three events with large discrepancy
between results from GIT and CCT (red). GIT-derived apparent
source spectra are coloured to indicate the different distances (top
panel) or azimuth (bottom panel) for the corresponding event–
station pair.
Table S0. Independent source information for the 39 calibration
events. The four ground-truth (GT) reference events are those with
both reference moment magnitude (Mw(Ref)) and reference apparent
stress (σ a(Ref)) in MPa. For two events the independent information
is used as validation (Mw(Val) and σ a(Val)). For the remaining 33,
events we use only reference Mw values (Mw(Ref)).
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