
1. Introduction
Most earthquakes occur as spatially and temporally clustered sequences of events which are linked by a process 
referred to as triggering. Triggering describes a causal relationship by which preceding events lead to the nuclea-
tion of subsequent earthquakes, which is most evident during mainshock-aftershock sequences. Triggered events 
are commonly detected based on significant rate increase (i.e., inter-event time decrease) and deviation from 
Poissonian background rates, which is also used to detect triggered aftershocks in the lab (Davidsen et al., 2017). 
In nature, triggering is observed at many spatial and temporal scales and is thought to control 50%–90% of all 
earthquake occurrences (Zaliapin & Ben-Zion, 2013).

Triggering may be a fundamental component of the earthquake nucleation process, leading to cascades of fore-
shocks, mainshocks and aftershocks (Ellsworth & Bulut,  2018; Helmstetter & Sornette,  2003). Underlying 
processes are thought to involve static and dynamic stresses, viscoelastic relaxation and post-seismic creep, poroe-
lastic effects, sub-critical crack growth and rate-dependent friction (J. Dieterich, 1994; Elst & Brodsky, 2010; 
Kanamori & Brodsky, 2004; King et al., 1994; Perfettini & Avouac, 2004; Scholz, 1968). The dominant mech-
anism is difficult to resolve; however consequences of triggering are easily observable. For instance, triggering 
causes pronounced space-time clustering of earthquakes within about two rupture dimensions from mainshocks 
(King et al., 1994). Such clustering can be described statistically by power law aftershock-rate and spatial decay 
(Felzer & Brodsky, 2006; Utsu, 1999) and the total number of aftershocks scales, on average, exponentially with 
mainshock magnitude (Utsu, 1999). Typical Omori-type aftershock decay is predicted for sudden stress-increase 
across crack populations governed by (power-law) sub-critical crack growth or rate-and-state friction (J. 
Dieterich, 1994; Kanamori & Brodsky, 2004). Numerical models also highlight that crustal thickness and fault 
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damage contribute to Omori-like aftershock decay (Ben-Zion & Lyakhovsky, 2006); however, there is a lack of 
observational constraints for the coupling between fault damage and aftershocks.

Triggering intensity (i.e., the relative seismicity rate change compared to background) is strongly affected by 
mainshock magnitude and resulting stress perturbations (Elst & Brodsky, 2010). However, triggering intensity 
varies by several orders of magnitude even for similar magnitude mainshocks, highlighting that triggering is not 
solely governed by source characteristics but also crustal conditions (Dascher-Cousineau et al., 2020; Wetzler 
et  al.,  2018). Untangling the different contributions to aftershock generation is complicated by observational 
limitations and crustal heterogeneity in nature.

Laboratory experiments have revealed much about earthquake nucleation but have rarely been able to 
capture natural stress relaxation processes and aftershocks (Dresen et al., 2020; T. H. W. Goebel et al., 2017; 
Scholz, 1968). Recent advances in experimental methods and laboratory instrumentation suggests scale-invariant 
seismogenic deformation and source parameter characteristics (i.e., corner frequency and seismic moment)—at 
least under certain conditions (McLaskey et al., 2014). This scale-invariance indicates that rupture nucleation and 
arrest may be controlled by similar processes across a wide range of scales, including the intermediate scale of 
mining-induced earthquakes (Kwiatek et al., 2011). Laboratory-created fault zones that evolve with cumulative 
displacements are comprised of hierarchical damage structures, including a core deformation zone and off-fault 
damage (T. H. W. Goebel, Becker, et al., 2014; T. H. W. Goebel, Candela, et al., 2014).

Here, we investigate fore and aftershock generation over several seismic cycles in the controlled laboratory envi-
ronment. We start by carefully examining high-resolution acoustic emission (AE) records to identify aftershock 
sequences based on magnitude differences and seismicity rate decay—analogous to aftershock detection in 
nature. We then explore primary controls on aftershock behavior, finding that aftershock productivity is strongly 
correlated with residual stress (i.e., remaining shear stress after abrupt fault slip). This residual stress is modu-
lated by fault roughness, with rough faults generating a broad range of small and large stress drop events and 
overall higher residual stresses than smooth faults. Note that stress drop here is measured directly by comparing 
external load cell measurements before and after slip which is different from seismological stress drop estimates 
based on far-field particle motion. Lastly, we provide an explanation for the observations based on the mechanics 
of frictional sliding and stick-slip. We observe that normal stress, stiffness and frictional parameters explain the 
full range of stress drops and associated aftershock behavior.

2. Method
2.1. Experimental Design and Sample Preparation

Triaxial compression experiments were conducted on 14 cylindrical (diameter = 40 and 50 mm, height = 105 mm) 
Westerly granite samples at confining pressures, Pc between 120 and 150 MPa (Figure S1; Table S1 in Supporting 
Information S1). All samples were separated from the confining oil by an elastic rubber jacket and loaded axially 
at a displacement rate of 3 × 10 −4 mm/s up to a maximum vertical displacement of u ∼ 6 mm. An external load 
cell and two vertical and horizontal strain gauges measured axial force and strain with a sampling rate of 10 Hz.

We generated a range of fault roughness by introducing 30° saw-cuts and fracturing initially intact rocks at 
Pc = 75 MPa. The samples were subsequently reloaded at Pc = 150 MPa leading to stick-slip or stable sliding. 
Fault roughness variations were examined in X-ray computer tomography and white-light interferometry scans, 
yielding almost two orders of magnitude difference in rms-roughness between smooth (∼0.01 mm) and rough 
faults (∼0.6 mm).

2.2. Acoustic Emission Detection and Locations

We analyze active and passive seismic sources using a 16 channel, high-speed data acquisition system (Stanchits 
et al., 2006). Accurate AE locations were possible due to high-quality automated picks (Figure S4 in Support-
ing Information S1), high sampling rates (10 MHz) and time-dependent, anisotropic, layered velocity models 
generated from ultrasonic pulses emitted every 30 s. We searched for AE events within 100 μs time windows 
(resulting in peak rates of 10 ev/ms), and kept events with high signal-to-noise ratio, at least 8 station picks and 
travel time residuals of less than 0.5 μs, thereby minimizing the likelihood of erroneous detection and locations. 
AE location uncertainty was between 0.5 and 3 mm (Figure S6 in Supporting Information S1). We computed 
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local magnitudes based on peak AE amplitudes averaged across the entire array, corrected for source receiver 
distances (Zang et al., 1998) and assigned a minimum event size corresponding to the smallest grain size at the 
sub millimeter-scale (Blanke et al., 2020). The local magnitude scale provides good estimates of relative event 
sizes for the vast majority of the recorded AE events but likely underestimates the largest event magnitudes.

We evaluate potential effects of short-term incompleteness due to saturation of the seismic recording system. A 
comparison between AE rates and magnitudes for different slip events with intact rock fracture highlights that 
incomplete records are only a significant issue during rock fracture whereas slip on existing faults shows little 
evidence of incomplete records (Figure S5 in Supporting Information S1). This inference is also supported by 
the raw waveform records which show maximum duration of event-seismograms of about 0.1–0.2 s. This time 
window was excluded from the aftershock analyses.

2.3. Waiting Time Distributions and R-Ratios

We compare laboratory waiting time distributions with seismicity catalogs generated using a forward 
Epidemic-Type-Aftershock-Sequence (ETAS) approach that includes all key statistical relationships that govern 
earthquake triggering (Felzer et al., 2002). Both laboratory and ETAS waiting time distributions are well described 
by a two parameter Γ-distribution of the form: p(τ) ∝ τ α−1e −τ/β, where τ are the interevent times between succes-
sive AE pairs and α and β are constants describing power-law decay at short times and background rates at large 
time scales. These parameters were determined using a maximum likelihood approach and the background rates 
were determined from λ0 = 1/β (Hainzl et al., 2006), which was confirmed by synthetic ETAS tests (Figure S10 in 
Supporting Information S1). Waiting time distributions for ETAS catalogs, laboratory and natural seismicity all 
collapse onto the same trend after normalizing by average interevent times, suggesting similar triggering behavior 
in lab and nature (Figure 2b).

To further test for systematic triggering in the lab, we determined interevent time ratios, R using:

𝑅𝑅𝑖𝑖 = Δ𝑡𝑡𝑖𝑖+1∕(Δ𝑡𝑡𝑖𝑖+1 − Δ𝑡𝑡𝑖𝑖), (1)

where Δti and Δti+1 are time intervals between successive event pairs and i = 2, …, N − 1. The probability density 
function of R is uniformly distributed between 0 and 1 for Poissonian rates and shows a significant peak at R = 0 
in the presence of seismic triggering. This peak is a result of shorter than average time intervals, for example, 
within an aftershock sequence.

2.4. Empirical Stiffness and Slip Stability Estimates

Frictional sliding and the transition from stable sliding to stick-slip is affected by system stiffness. Stiffness, S, 
in our experiments refers to the combined axial loading stiffness of machine, fault and sample bulk, and was 
determined during axial loading and unloading at confining pressures between 120 and 150 MPa. We used the 
recorded axial stress for each experiment and determined S from the linear portion of stress over load point 
displacement prior to failure. Respective correlation coefficients are generally close to 0.99. We compared values 
between individual stick-slip cycles as well as stiffness during loading and unloading and used average values 
after outlier removal. Stiffness estimates were generally comparable between loading and unloading cycles at 
high confining pressures but may differ at lower confining pressure. The system stiffness for each experiment was 
generally lower than the estimated machine stiffness of ∼350 MPa/mm.

Based on stiffness and normal stress, we determined a frictional stability parameter, γ, analogous to Leeman 
et al. (2016):

𝛾𝛾 = 𝑆𝑆∕𝑆𝑆𝑐𝑐 and 𝑆𝑆𝑐𝑐 = 𝜎𝜎𝑛𝑛(𝑏𝑏 − 𝑎𝑎)∕𝐷𝐷𝑐𝑐, (2)

where b  −  a are frictional rate-state parameters and Dc is the roughness-dependent characteristic weakening 
distance. For stick-slip to occur, the strength-reduction rate has to exceed elastic unloading (i.e., Sc > S). Values 
of γ below unity suggest increasingly unstable frictional behavior that favors sudden, large stress drops whereas 
values above one promote stable sliding.

We constrained frictional parameters by modeling dynamic slip on two representative experiments in 2-D plane 
strain using different self-affine surface roughness (see Tal et  al.,  2020, for details). Principal stresses in the 
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numerical models matched those in the experiments. Similarly, we prescribed loading velocity at the lower 
boundary to match the experiments and then allow for spontaneous nucleation and evolution of slip events. We 
considered two interface geometries both with the same Hurst exponent (H = 0.5) but with different pre-factors, 
C, for rough (C = 2 × 10 −6) and smooth faults (C = 5 × 10 −8) which were determined by using white-light-in-
terferometry. Surface friction in the numerical model was governed by a rate and state friction law with an aging 
evolution law combined with enhanced dynamic weakening in the form of flash heating (Tal et al., 2020). The 
observed variation in slip behavior between smooth and rough surfaces in the experiments was captured by vary-
ing Dc between 1 and 2 μm in the numerical models (Figure S11 in Supporting Information S1). These values are 
in good agreement with previous measurements of frictional parameters on Westerly granite surfaces (Mitchell 
et al., 2016).

3. Results
Triaxial loading of rough, heterogeneous lab-faults leads to a range of slip behavior and associated stress drops. 
We differentiate small and large slip events with measurable, macroscopic stress release (large slip events are 
labeled from 1 to 6 in Figure 1a). Small slip events only occur on rough faults close to peak stress and are char-
acterized by shorter waiting times between events. Large slip events, on the other hand, occur on both rough and 
smooth faults, leading to significant stress release and longer waiting times between subsequent large events. 
Large slip events on rough faults occur at similar or at times even slightly lower stresses than the preceding small 

Figure 1. Acoustic emission (AE) rates exhibit pronounced spikes followed by gradual Omori-like decay during stick-slip on rough lab-faults whereas slip on smooth 
faults show little to no aftershocks. (a) Differential stress (black) and AE rates (red) during six large stress drop events on a rough fault, preceded by AE rate spikes 
that commonly coincide with small stress drop events. The blue bar and rectangles highlight time windows in (b), (c), and (d). (b) AE rates before large slip events on 
a smooth (blue) and rough fault (red) as well as before intact rock fracture (dark yellow). Both intact rock fracture and slip on smooth faults are preceded by nearly 
monotonous, power-law-like rate increase whereas slip on rough faults shows intermittent rate spikes and no clear increase before failure. (c), (d) Examples of Omori-
fits (black dashed curves) to aftershock decay (red line) associated with a small (c) and large (d) stress drop event. AE magnitudes are shown as black circles. Note that 
here p-values indicate aftershock decay exponents where as p-value in B indicate exponents of inverse Omori relations leading up to failure.
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stress drop events (see event 3, Figure 1a). The difference in slip behavior on smooth and rough faults are likely a 
result of higher levels of stress heterogeneity before and after slip on rough faults (T. H. W. Goebel et al., 2017). 
Slip events are generally accompanied by small, high-frequency and impulsive AE events which we cataloged 
and characterized based on full waveform records (Figure S4 in Supporting Information S1).

We observe that rough faults show much more complex AE rate changes than the fracture of intact-rock or slip 
on smooth faults (Figure S7 in Supporting Information S1). Intact rock fracture and smooth faults can be char-
acterized by monotonous AE event acceleration to failure. Both AE rates and seismic moment release for these 
experiments show a power-law increase with time-to-failure (Figure 1b; Figure S2 in Supporting Information S1). 
For rough faults, AE rate and moment release do not show this simple power law behavior but rather an early 
acceleration followed by extended periods of consistently-high rates and moment release (Figure S2 in Support-
ing Information S1).

The preparatory phase before large stress drop events on rough faults—which includes seismic and aseismic 
deformation (Dresen et al., 2020)—is characterized by intermittent macroscopic slip and bursts of high-frequency 
AE events. A closer inspection of such rate spikes demonstrates that they are comprised of mainshock-aftershock 
sequences, that is, seismic sequences with one or several large-magnitude events followed by smaller magnitude 
events with Omori-like rate decrease with time (Figures 1c and 1d). Notably, both small and large slip events are 
accompanied by relaxation processes that lead to Omori-like rate decay over 1–10 s (Figure S3 in Supporting 
Information S1). Based on the observed Omori-like decay, we refer to AE events within ∼10 s after slip events as 
aftershocks. Aftershocks are commonly distributed across the entire lab-fault immediately after AE mainshocks, 
even when macroscopic stress release is small (Figure S8 in Supporting Information S1).

We verify the reliability of respective AE event detection by examining full waveform records and ruling out 
biases due to short-term incompleteness (Figure S5 in Supporting Information S1). Macroscopic slip events start 
abruptly and continue as a more gradual strain relaxation process with a duration that depends on the overall 
stress release during slip (Figure S3 in Supporting Information S1). The superposition of intermittent, abrupt 
slip and gradual relaxation processes are remarkably different from previously observed simple AE acceleration 
toward failure (e.g., Meredith et al., 1990) and highlight a distinct pattern of seismic energy partitioning within 
seismic sequences, including pronounced aftershock contributions.

To explore potential parallels between lab and nature, we compare spatial seismicity distributions across strike-
slip faults in southern California to spatial clustering on rough lab-faults. We isolate aftershock activity within 
5 s of all small and large slip events and calculate event density decay as a function of fault normal distance. 
This spatial decay can be described by a power-law at distances between 1 and 10 mm analogously to seismicity 

Figure 2. Spatial and temporal clustering of laboratory acoustic emission events on rough faults is similar to natural 
seismicity clustering and indicate efficient short-term triggering. (a) Spatial decay of microseismicity as a function of 
distance from a lab fault (red) and the San Andreas fault at Parkfield (black). Inset shows location of the Parkfield segment 
and earthquake clusters in Southern California used in (b), colored by mainshock magnitude (see legend). A larger version 
of the map is shown in Figure S9 in Supporting Information S1. (b) Interevent times and Γ-distribution fits for Southern 
California (black) and laboratory (red) seismicity and seismicity generated by forward Epidemic-Type-Aftershock-Sequence 
(ETAS) (magenta) modeling (background fraction, λ0 = 0.32, Omori exponent, p = −1.1). Note that ETAS parameters were 
originally chosen to match Southern California seismicity but also match the laboratory observations.
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distributions across the Parkfield segment of the San Andreas fault (Figure  2a) (T. H. W. Goebel, Becker, 
et al., 2014; T. H. W. Goebel, Candela, et al., 2014). Previous studies found that seismicity density profiles vary 
across different strike-slip faults in California but generally show similar high event-density plateaus toward the 
fault core followed by a power-law decay to maximum distances of 1–10 km (Powers & Jordan, 2010), which 
matches the here described lab-observations.

Similarly to spatial seismicity clustering, temporal clustering of all AE events on rough faults in the lab can be 
described by the same statistical distribution function (i.e., a Γ-distribution) as natural earthquakes. We find that 
short interevent times of lab AEs are dominated by power-law decay that matches Omori-type aftershock clustering 
in synthetic ETAS-catalogs (Figure 2b), indicating similar underlying event interactions. Longer inter-event times 
exhibit a transition to Poissonian background rates with comparable fractions of background events, λ0, based 
on two-parameter Γ-distribution fits. The combination of short-term power-law decay and long-term Poissonian 
rates mirrors natural seismicity statistics and is markedly different from smooth faults and intact rock fracture 
which lack either short-term clustering or Poissonian background (Figure S10b in Supporting Information S1).

Differences in temporal clustering are even more pronounced when comparing R-statistics of interevent-time 
ratios between the different experiments (Figure S10c in Supporting Information S1). Seismic events on rough 
faults and in nature show evidence of triggering in form of distribution peaks at small R-values. Intact-rock frac-
ture and slip on smooth faults, on the other hand, lack such short-term interactions in spite of rate-acceleration 
toward failure. Taken together, the observed space-time clustering on rough faults mirrors seismic event distri-
butions in nature.

We further quantify temporal event clustering in the laboratory by calculating the aftershock productivity after 
each slip event. We determine aftershock productivity, K, by integrating the modified Omori-Utsu relationship 
(dN/dt = K/(c + t) p) and counting the relative increase in number of AE events, N within 2 s after, compared to 
2 s before slip onset. We isolate variations in K by leaving c and p constant and find that respective aftershock 
productivity variations are correlated with residual stress, through:

𝐾𝐾 ∝ 𝜏𝜏
𝛽𝛽

res
, (3)

where β is a scaling exponent and τres is the remaining shear stress on the fault after rapid slip events (Figure 3). 
This correlation is consistently observed across a range of completeness magnitudes and aftershock time windows 
(Figures S14 and S15 in Supporting Information S1). For values of β = 2 as indicated in (Figure 3b), we find that 
K is linearly related to, e, the residual strain energy per volume (in [Nm/m 3]) after slip with:

𝑒𝑒 = 𝜏𝜏
2
res
∕𝐺𝐺𝐺 (4)

where G is the shear modulus. This relationship provides a simple physical underpinning for the observed rela-
tionship, suggesting that mainshocks with comparably small displacements and high remaining strain energy 
promote productive aftershock sequences.

In addition to high residual stress, high aftershock productivity is also promoted by larger fault roughness and 
associated, more pervasive fault damage (Figure 3b). Aftershocks are almost completely absent on smooth faults 
which exhibit little damage in postmortem thin-sections. We conclude that residual stress and fault roughness are 
the key parameters that control aftershock productivity in our tests.

To better understand the primary controls on residual stress after slip, we employ a simple model for the mechan-
ics of stick-slip that is based on rate-dependent friction and system stiffness, S. The fault mechanical behavior in 
our experiments is controlled by a slip stability parameter, γ = S/Sc (see Method). Small values of γ < 0.9 promote 
slip instability due to more rapid strength reduction compared to elastic unloading (Figure 3a). Larger values of 
γ > 1.25 promote stable sliding with occasional small slip events on rough faults. In between these two regimes, 
we observe a transitional regime which is marked by both small and large slip events. The associated AE events 
exhibit strong space-time clustering, analogous to natural seismicity, and aftershock triggering is amplified.

The combined effects of fault roughness (or Dc), normal stress and stiffness variations explain the observed 
spectrum of average slip behavior (Figure  3a), albeit the individual variables have limited predictive power 
(Figure S12 in Supporting Information S1). For instance, aftershock productivity increases with larger normal 
stress but only when examining smooth and rough faults separately and there are also significant trade-offs with 
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stiffness (Figure S13 in Supporting Information S1). Within the group of rough-fault experiments, system stiff-
ness reduction promotes slip instability and fewer aftershocks. This reduction in stiffness was accomplished by 
increasing the length of the 30° notches that guided the subsequent fracture process (Figure S1 in Supporting 
Informa tion S1). We find that lower roughness and stiffness both favor unstable sliding (i.e., stick-slip) at confin-
ing pressures between 120 and 150 MPa, whereas slip on rough faults without notches was always stable at the 
same confining pressures.

Figure 3. Aftershock productivity is strongly affected by residual stress after slip. (a) Stress drop is controlled by a slip stability parameter (see text), with smooth faults 
(blue) generally exhibiting higher stress drops than rough faults (red). Insets show exemplary axial stress over displacement curves separated into unstable (γ < 0.9), 
transitional (γ = 0.9–1.25) and quasi-stable (γ > 1.25) regimes. (b) Aftershock productivity as a function of residual stress for rough (red) and smooth (blue) faults. 
Large markers represent averages for entire experimental runs, small markers show results for individual small and large slip events. Dashed line indicates a potential 
quadratic dependence of productivity on stress (see text). (c) Aftershock productivity as a function of slip stability, γ. Dashed line shows least-squares fit of K and γ in 
log-space. Error bars in all panels show 10th and 90th percentiles or the full data range if fewer than five slip events were recorded.
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4. Discussion
Our results highlight that not only mainshock stress transfer but also geometric heterogeneity are important during 
aftershock triggering. The effect of surface roughness on aftershock generation has previously been predicted by 
theoretical models of rough faults governed by rate-and-state friction (J. H. Dieterich & Smith,  2009). Such 
numerical models predict stress concentrations due to inhomogeneous slip on rough faults, which are released in 
form of brittle failure, that is, aftershocks, within the fault damage zone (Powers & Jordan, 2010). Interestingly, 
frictional constitutive relations for fault populations without roughness-effects predict that larger stress steps 
promote higher aftershock productivity (J. Dieterich, 1994). We observe the opposite, that is, higher stress drop 
and lower residual stress leading to fewer aftershocks compared to low stress drop events. Aftershock triggering 
in nature is likely to be still more complex due to far-field stress transfer and triggering outside of the ruptured 
area.

Observations of systematic aftershock deficiency in areas of high co-seismic slip have been made for some 
natural faults (Dascher-Cousineau et al., 2020; Ross et al., 2019; Wetzler et al., 2018). The underlying conditions 
for low aftershock activity may be a combination of low fault roughness, normal stress and system stiffness, ulti-
mately leading to high stress release during the mainshock (Figure 4).

We observe that preparatory processes before slip on smooth faults are associated with foreshocks and a pronounced 
asymmetry in seismic sequence partitioning that are depleted in aftershocks. Similarly, laboratory rock fracture 
is dominated by precursory signals and foreshocks but little to no aftershocks (Meredith et al., 1990). This parti-
tioning is the opposite in nature where foreshocks are rare and aftershocks dominate. Our experiments on rough 
faults, on the other hand, generate pronounced aftershock activity and seismic sequence partitioning analogous 
to natural seismicity. This analogy between natural and lab seismicity may be governed by fault roughness which 
exhibits similar scaling relations from micrometers to meters and Hurst exponents between 0.5 and 0.65 (Candela 
et al., 2012; T. H. W. Goebel et al., 2017) (Figure 4c).

Rougher faults with large geometric complexity exhibit a range of slip behavior including small and large stress 
drop events and aftershock productivity that is one to two orders of magnitude larger than on smooth faults. Aver-
age productivity for each experiment is well-explained by the residual strain energy on the fault after slip. The 
correlation between K and strain energy is much weaker when analyzing similarly-rough faults suggesting that 
differences in roughness and heterogeneity are more dominant than ambient stress effects (Figure S16 in Support-
ing Information S1). Fault roughness may, thus, be of primary importance for aftershock productivity and general 
seismic behavior including earthquake magnitude distributions (T. H. W. Goebel et  al.,  2017). In addition to 
differences in roughness, seismic behavior may also be affected by fault damage properties and strain localization 
based on observed off-fault activity which extends out to ∼6 mm on smooth and ∼1 cm on rough faults (T. H. 
W. Goebel, Becker, et al., 2014; T. H. W. Goebel, Candela, et al., 2014). The faults with broader damage zones 
around rough surfaces are associated with much higher aftershock productivity. Fully resolving the trade-offs 
between roughness and damage will require addition testing.

We note that there are several limitations to the current set of experiments. Static and dynamic stress transfer, for 
example, can only be studied in the near-field (within ∼0.5 rupture dimensions) because the lab tests are limited 
by finite sample size and fault length. As a consequence, the relative importance of stress transfer ahead of the 
rupture and at large distances is difficult to assess in the lab. Moreover, the triaxial set-up permits only small 
cumulative fault offsets so that surface evolution is limited. We see some indication of surface smoothing with 
successive large slip events expressed by decreasing AE off-fault activity and residual stresses and fewer small 
stress drop events. Slip on natural faults likely leads to surface smoothing as well as re-roughening and damage 
generation for example, caused by large dynamic strain, bi-material interfaces, fault step-overs and branching 
(Brodsky et al., 2011; Faulkner et al., 2010).

5. Conclusion
Stick-slip has been accepted as a mechanism for earthquakes since the seminal work by Brace and Byerlee in 
the 1960’s (Brace & Byerlee, 1966). Our results suggest that the originally proposed large stress drop events on 
highly unstable faults are unlikely to produce many aftershocks close to the ruptured fault patch. Instead, labora-
tory seismicity clustering and aftershock behavior similar to nature are promoted by large surface roughness and 
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heterogeneity at conditions not far from slip instability. The experiments provide fundamental insight into seismic 
sequence partitioning which, in the lab, is driven by accelerating and decelerating stress relaxation processes 
before and after the main slip event. The relaxation process starts close to peak stress and involves both prepara-
tory slip and foreshocks as well as aftershocks. The underlying mechanics of slip are controlled by fault rough-
ness, system stiffness and normal stress.

Aftershock generation in the natural system is strongly affected by mainshock characteristics. Our lab tests 
suggest that, in addition to mainshock stresses, fault roughness and damage zone stiffness need to be considered. 

Figure 4. Schematic representation of slip and aftershocks on rough (a) and smooth (b) faults with moderate and pervasive damage. (a) Aftershock activity is amplified 
by larger fault roughness and damage when the strength-reduction rate, Sc is similar to the elastic unloading stiffness, S. (b) Smooth faults with Sc > S generate very few 
aftershocks and most of the stored strain is released during the mainshock. (c) Roughness measurements suggest a similar scaling of Power-Spectral-Density (PSD) and 
wavelength in lab (red) and nature (blue) with Hurst exponents between 0.5 and 0.65. The natural fault measurements are averaged PSDs from LiDAR, and white-light 
interferometric scans of the Corona Heights fault in California, resampled using log-bins (modified from Candela et al., 2012).
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We find that aftershock productivity, K, is linearly related to the remaining elastic energy density after slip with 
𝐴𝐴 𝐴𝐴 = 𝐶𝐶 × 𝜏𝜏2

res
∕𝐺𝐺 , where C is a constant and G is the shear modulus. This relationship suggests that heterogene-

ous fault patches with high remaining strain energy promote productive aftershock sequences. Documenting 
differences in fault zone properties such as roughness and damage may thus improve the overall understanding 
of aftershock triggering.
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