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Abstract

The International Celestial Reference System (ICRS) is the reference system used for
astrometry and geodesy in space. Its realizations are the International Celestial Reference
Frames (ICRFs). The latest realizations are ICRF3 S/X, ICRF3 K, and ICRF3 X/Ka
at radio frequencies observed by geodetic very long baseline interferometry (VLBI), and
Gaia-CRF3 from observations by the Gaia spacecraft at optical frequencies. The ICRFs
are independently derived catalogs of mean positions (and proper motions as well as
parallaxes in case of Gaia) of distant compact extragalactic sources with approximately
comparable precision. Within the error bounds, the different observation setups should
ideally produce identical source positions. However, previous research discovered variances
related to the variable nature of the sources as a function of frequency and time. A deeper
understanding of the individual source position differences as well as the alignment of the
ICRFs in terms of global systematic source position differences benefits the large ICRF
and Gaia user community, such as geodetic VLBI for connecting VLBI products across
frequencies.

This work adds several case studies to the existing research on the comparison and the
alignment of the ICRFs. At optical frequencies, the set of ICRF3 counterparts in the Gaia
spacecraft’s Early Data Release 3 (Gaia EDR3, including Gaia-CRF3) and in Gaia DR2,
the predecessor of Gaia EDR3, are investigated. The position differences of the individual
counterparts at the various frequencies are re-evaluated, focusing on the correlation of the
normalized distances, offset directions, and global systematic differences with the number
of VLBI observations or the extent of radio source structure. The individual VLBI and
Gaia position offsets tend to be in the same direction, especially in case of significant
offsets. It is shown that large normalized position offsets are related to sources with
large radio structure. The global systematic differences, which are an order of magnitude
smaller than the individual differences, can be accurately determined, especially if the
set of counterparts has been defined. A Celestial Reference Frame (CRF) determined
from S/X observations from the same time interval as Gaia DR2 does not indicate any
improvements in the alignment of Gaia DR2 compared to ICRF3 S/X.

Since the alignment of Gaia DR2 and Gaia EDR3 depends on the visual magnitude G
and the radio sources in ICRF3 are optically faint, the alignment of the bright fraction
(G ≤ 13 mag) of the Gaia data releases to ICRF3 requires additional verification. The
approach and data of Lindegren (2020a) are adopted, who used optically bright radio stars
to test the alignment. Since the resolution of VLBI and Gaia is small enough to detect
their proper motions, they must be included in the alignment test and a time variability of
the alignment (spin) must also be estimated. However, these results are not yet accurate
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enough compared to the expected uncertainties of the individual sources astrometry in
the final Gaia data release for this G magnitude range.

In this work, these VLBI data of radio stars are homogenized, and a more realistic error
budget for the VLBI positions is established. New, dedicated VLBI observations of bright
radio stars were carried out to obtain more urgently needed VLBI positions for the de-
termination of the alignment. The positions are included in two ways: once as absolute
one-epoch positions and once as relative positions in order to derive new precise models
of stellar motion whenever possible. A significant spin around the Y axis was determined
for both Gaia DR2 and Gaia EDR3, albeit the rotations in this direction are still the least
well determined. Among other aspects, the accuracy of the results, the effect of nonlinear
proper motion, and a G magnitude dependence within the bright fraction are investigated.
The effect of possible future VLBI observations of radio stars on the alignment is tested.

In summary, this work evaluates the accuracy of the alignment of the current ICRFs. It
furthermore highlights the need to accurately assess VLBI observations of radio stars in
the context of the alignment of the Gaia bright frame with ICRF3 and demonstrates how
this can be accomplished.
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Kurzzusammenfassung

Das International Celestial Reference System (ICRS) ist das Himmelsreferenzsystem, das
in der Astrometrie und Geodäsie verwendet wird. Seine Realisierungen sind die Inter-
national Celestial Reference Frames (ICRFs). Die jüngsten Realisierungen sind im Ra-
diofrequenzbereich der ICRF3 S/X, der ICRF3 K und der ICRF3 X/Ka, welche mit Hilfe
von geodätischer very long baseline interferometry (VLBI) beobachtet werden. Außerdem
ist es im optischen Frequenzbereich der Gaia-CRF3, welcher aus Beobachtungen des Gaia
Weltraumteleskops stammt. Die ICRFs sind unabhängig voneinander abgeleitete Kataloge
mittlerer Positionen (und Eigenbewegungen als auch Parallaxen im Falle von Gaia) ent-
fernter kompakter extragalaktischer Quellen mit annähernd vergleichbarer Genauigkeit.
Innerhalb der Fehlergrenzen sollten die verschiedenen Beobachtungsmethodiken idealer-
weise zu identischen Quellenpositionen führen. In früheren Untersuchungen wurden jedoch
Abweichungen festgestellt, die mit der frequenz- und zeitvariablen Quellenstruktur zusam-
menhängen. Ein tieferes Verständnis der individuellen Positionsunterscheide der Quellen
als auch der Unterschiede in der Orientierung der ICRFs mittels globaler systematischer
Positionsunterschiede der Quellen kommt der großen Nutzergruppe von ICRF und Gaia
zugute, wie z. B. der geodätischen VLBI für die Zusammenführung von VLBI-Produkten
über Frequenzen hinweg.

Diese Arbeit ergänzt die bestehenden Forschungsarbeiten über den Vergleich und die Ori-
entierung der ICRFs um mehrere Fallstudien. Im optischen Frequenzbereich werden die
ICRF3-Gegenstücke im Early Data Release 3 (Gaia EDR3, einschließlich Gaia-CRF3) der
Gaia Raumsonde und im Gaia DR2, dem Vorgänger von Gaia EDR3, untersucht. Die Posi-
tionsunterschiede der einzelnen Gegenstücke für die verschiedenen Frequenzen werden neu
bewertet, wobei der Schwerpunkt auf der Korrelation der normalisierten Entfernungen,
der Richtungen der Positionsdifferenzen und der globalen systematischen Unterschiede mit
der Anzahl der VLBI-Beobachtungen sowie dem Ausmaß der Radioquellenstruktur liegt.
Die individuellen VLBI- und Gaia-Positionsunterschiede bevorzugen die selbe Richtung,
insbesondere im Falle signifikanter Differenzen. Es wird gezeigt, dass große normalisierte
Positionsunterschiede auf Quellen mit großer Radioquellenstruktur zurückzuführen sind.
Die globalen systematischen Abweichungen, die um eine Größenordnung geringer sind
als die individuellen Differenzen, können genau bestimmt werden. Dies gilt insbesondere
wenn die Teilmenge der verwendeten Gegenstücke vorher definiert wurde. Ein Celestial
Reference Frame (CRF), der aus S/X-Beobachtungen des selben Zeitintervalls wie Gaia
DR2 ermittelt wurde, zeigt keine Verbesserungen in der Ausrichtung von Gaia DR2 im
Vergleich zu ICRF3 S/X.

Da die Orientierung von Gaia DR2 und Gaia EDR3 von der scheinbaren Helligkeit G ab-
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hängt und die Radioquellen des ICRF3 eine geringe scheinbare Helligkeit aufweisen, muss
die Ausrichtung des hellen Anteils (G ≤ 13 mag) der Gaia-Daten auf den ICRF3 zusät-
zlich überprüft werden. In dieser Arbeit werden der Ansatz und die Daten von Lindegren
(2020a) übernommen, der zur Überprüfung der Orientierung scheinbar helle Radiosterne
verwendete. Da die Auflösung von VLBI und Gaia klein genug ist, um Eigenbewegungen
von Sternen zu erkennen, müssen diese in den Orientierungstest einbezogen und auch eine
zeitliche Variabilität der Orientierung geschätzt werden. Allerdings sind diese Ergebnisse
bisher nicht genau genug im Vergleich zu den erwarteten Genauigkeiten der Astrometrie
der einzelnen Quellen des hellen Anteils in der endgültigen Gaia-Datenveröffentlichung.

In dieser Arbeit werden die vorhandenen VLBI-Daten der Radiosterne homogenisiert und
es wird ein realistischeres Fehlerbudget für die VLBI-Positionen aufgestellt. Es wur-
den neue, gezielte VLBI-Beob-achtungen von hellen Radiosternen durchgeführt, um mehr
dringend benötigte VLBI-Positionen für eine bessere Bestimmung der Orientierung zu
erhalten. Die Positionen wurden auf zwei verschiedene Arten integriert: einmal als ab-
solute Positionen aus einer Beobachtungsepoche und einmal als relative Positionen, um
wann immer möglich neue präzise Modelle der Sternbewegung abzuleiten. Sowohl für
Gaia DR2 als auch für Gaia EDR3 wurde eine signifikante zeitabhängige lineare Rotation
um die Y -Achse ermittelt, wenngleich die Rotationen in dieser Richtung noch die gering-
ste Genauigkeit aufweisen. Unter anderem werden die Genauigkeit der Ergebnisse, die
Auswirkung der nichtlinearen Eigenbewegung und die Abhängigkeit von der scheinbaren
Helligkeit innerhalb des hellen Anteils untersucht. Der Einfluss möglicher zukünftiger
VLBI-Beobachtungen von Radiosternen auf die Orientierungsbestimmung wird getestet.

Zusammenfassend evaluiert diese Arbeit die Genauigkeit der Orientierung der aktuellen
ICRFs. Sie unterstreicht darüber hinaus die Notwendigkeit, VLBI-Beobachtungen von
Radiosternen im Zusammenhang mit der Orientierung des hellen Gaia-Referenzrahmens
zu ICRF3 genau zu prüfen, und zeigt, wie dies erreicht werden kann.

vi



Statement of authorship

I hereby certify that I have authored this document entitled “Enhancing the alignment
between the celestial reference frames from very long baseline interferometry and Gaia”
independently and without undue assistance from third parties. No other than the re-
sources and referenced indicated in this document have been used. I have marked both
literal and accordingly adopted quotations as such. There were no additional persons in-
volved in the intellectual preparation of the present document. I am aware that violations
of this declaration may lead to subsequent withdrawal of the academic degree.

Potsdam, 04 November 2022

Susanne Lunz

vii





Contents

List of Figures xiii

List of Tables xxi

Acronyms xxv

1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Determination of celestial reference frames 9
2.1 International Celestial Reference System and Frame . . . . . . . . . . . . 9
2.2 Very long baseline interferometry . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Absolute astrometry – geodetic VLBI . . . . . . . . . . . . . . . . 15
2.2.3 Relative astrometry – phase-referencing . . . . . . . . . . . . . . . 16
2.2.4 Recent official products . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Gaia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.1 Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Recent official products . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Methods for catalog comparison 29
3.1 Identification of radio-optical counterparts . . . . . . . . . . . . . . . . . . 29
3.2 Position offsets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Alignment of two celestial reference frames . . . . . . . . . . . . . . . . . 31

3.3.1 Least squares adjustment . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Simultaneous least squares adjustment of orientation and spin . . . 37
3.3.3 Vector spherical harmonics . . . . . . . . . . . . . . . . . . . . . . 41
3.3.4 Iterations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

ix



Contents

4 Optically faint radio sources 47
4.1 Own celestial reference frames at S/X frequencies . . . . . . . . . . . . . . 47

4.1.1 Single session analysis . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1.2 CRF 1979-2018 (CRF7918) . . . . . . . . . . . . . . . . . . . . . . 49
4.1.3 CRF Gaia DR2 time (CRFGT) . . . . . . . . . . . . . . . . . . . . 50

4.2 Counterparts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Comparison of radio positions . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3.1 Differences of counterparts . . . . . . . . . . . . . . . . . . . . . . 56
4.3.2 Systematic global differences . . . . . . . . . . . . . . . . . . . . . 64

4.4 Comparison of radio and optical positions . . . . . . . . . . . . . . . . . . 71
4.4.1 Differences of counterparts . . . . . . . . . . . . . . . . . . . . . . 71
4.4.2 Systematic global differences . . . . . . . . . . . . . . . . . . . . . 80

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5 Optically bright radio sources 105
5.1 Homogenization of existing data . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 Impact of Galactocentric acceleration on phase-referencing results . . . . . 108
5.3 Proposals for new observations of radio stars . . . . . . . . . . . . . . . . 110
5.4 New observations of radio stars . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4.1 Calibrator selection . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.4.2 Observations and data analysis . . . . . . . . . . . . . . . . . . . . 117
5.4.3 Peak intensities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.4.4 Positions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.4.5 Error budget of absolute star positions from phase-referencing VLBI 130

5.5 New estimates for models of stellar motion . . . . . . . . . . . . . . . . . . 135
5.6 Various rotation parameter solutions . . . . . . . . . . . . . . . . . . . . . 159

5.6.1 Homogenization of existing data . . . . . . . . . . . . . . . . . . . 162
5.6.2 Impact of Galactocentric acceleration . . . . . . . . . . . . . . . . 170
5.6.3 Adding new observations as single-epoch positions . . . . . . . . . 171
5.6.4 Adding new observations as single-epoch positions and improved

estimates of models of stellar motion . . . . . . . . . . . . . . . . . 175
5.6.5 Additional VLBI observations from other resources . . . . . . . . . 183
5.6.6 Dependence on subsets and weighting . . . . . . . . . . . . . . . . 185
5.6.7 Accuracy of the final results . . . . . . . . . . . . . . . . . . . . . . 188

5.7 Possible future improvements . . . . . . . . . . . . . . . . . . . . . . . . . 206
5.7.1 VLBI celestial reference frame . . . . . . . . . . . . . . . . . . . . 206
5.7.2 Upcoming Gaia data release . . . . . . . . . . . . . . . . . . . . . . 210
5.7.3 Follow-on star observations . . . . . . . . . . . . . . . . . . . . . . 212

x



Contents

5.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
5.8.1 Various rotation parameter solutions . . . . . . . . . . . . . . . . . 215
5.8.2 Accuracy of the final results . . . . . . . . . . . . . . . . . . . . . . 220
5.8.3 Comparison with external results . . . . . . . . . . . . . . . . . . . 222
5.8.4 Possible future improvements . . . . . . . . . . . . . . . . . . . . . 226

6 Conclusions and outlook 229
6.1 General conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
6.2 Future prospects and recommendations . . . . . . . . . . . . . . . . . . . 231

Bibliography 235

A New VLBA observations (UL005) - data processing with AIPS and DIFMAP 259

B Comparison of software approaches for the determination of radio source
positions 263

xi





List of Figures

1.1 Transformation parameters between various CRFs and ICRF3 S/X from
literature review. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Sketch of an AGN and its chromatic jet. . . . . . . . . . . . . . . . . . . . 11
2.2 Sketch in Fig. 2.1 in dependence on the observer’s angle of view. . . . . . 11
2.3 Sketch of the Gaia spacecraft and the Earth-based VLBI antennas observ-

ing various sources in the sky. . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Data time spans of ICRF3 at different frequencies, of Gaia DR2, and of

Gaia EDR3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Venn-diagram of the crossmatch of the number of sources in the three

ICRF3 catalogs. The respective number of defining sources is given in
parentheses (according to Charlot et al. 2020). . . . . . . . . . . . . . . . 21

3.1 The position angle difference Ψ between the arcs with length ρ of two
positions towards a third position. . . . . . . . . . . . . . . . . . . . . . . 31

3.2 The orientation of a reference frame C̃ = [X̃, Ỹ , Z̃] with respect to a ref-
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1 Introduction

1.1 Overview

Astrometry is the science of determining exact positions, proper motions, and trigono-
metric parallaxes for sources in the sky. The positions of the sources must be published
in a defined reference system to make datasets from different studies comparable for the
various users in geodesy, astrometry, astrophysics, and other fields. For most of the more
than two thousand years that astrometry was practiced, stars served as a reference. How-
ever, with increasing accuracy and precision of the measurements, the proper motion and
parallax signals became visible for many of the stars leading to problems using them as a
reference (Perryman 2012).

Nowadays, distant compact extragalactic sources, mostly active galactic nuclei (AGN), are
used as reference points. They are far enough away from the observer located in the Solar
System to presume that they are sufficiently compact despite the high resolution, that they
have no detectable proper motion and no trigonometric parallax signal, and that they are
not affected by any complex motions in our Galaxy. AGN were first detected in the 1960s
and already in 1998 the first International Celestial Reference Frame (ICRF) in the form
of a catalog of AGN positions was approved (Ma et al. 1998). The AGN positions were
derived from geodetic very long baseline interferometry (VLBI) observations using radio
antennas on Earth. This catalog is the realization of the new quasi-inertial reference
system, the International Celestial Reference System (ICRS). It defines an orthogonal
triad of axes X, Y , and Z at any epoch. The positions of the sources are then given
as angles of right ascension and declination on the celestial sphere with respect to the
orthogonal planes defined by the axes.

The latest realization of the ICRS by VLBI as of January 2019 is the third realization
of the International Celestial Reference Frame (ICRF3). It contains precise positions of
4 588 AGN, 303 of which realize the orientation of the ICRS axes (Charlot et al. 2020).
The ICRF3 provides three realizations of the ICRS, one at each of the three different radio
bands, S/X, K, and X/Ka. The predecessors of ICRF3 only included the S/X frequency
setup. The common orientation of the celestial reference frames (CRFs) from the three
frequency setups, and therefore the same origin for right ascension and declination, is
essential to make the positions from different frequencies comparable for the scientific
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and operational user. The precise ICRF at S/X bands is for example used by geodetic
VLBI to determine the Earth Orientation Parameter (EOP) and the positions of the
antennas on Earth.

An independent realization of the celestial reference frame at optical frequencies is the
Gaia-CRF3 from January 2022 (Gaia Collaboration et al. 2022). It is determined from
observations of the Gaia spacecraft, which is operated by ESA and which was launched in
2014. One advantage of Gaia compared to VLBI is that the Earth’s atmosphere does not
impact the observations. Not only are the positions at optical wavelengths of interest to
the scientific community, but so is the much larger dataset of 1.8 billion sources of the Local
Group and our Galaxy contained in the latest Gaia data release (Gaia EDR3, of which
Gaia-CRF3 is the reference frame), as opposed to only a few thousand sources in the VLBI-
based datasets. Already, the Gaia data releases surpass any other astronomical catalog
including those from VLBI, among others, in terms of number of objects and precision of
the astrometric parameters such as position, linear proper motion, and parallax. However,
Gaia essentially measures only relative positions and proper motions between sources,
which means that the Gaia-CRF has six degrees of freedom, one each for the unknown
small rotation in the direction of the three ICRS axes in the form of the instantaneous
global rigid rotation (orientation offset) and its linear time derivative (spin). Thus, the
Gaia-CRF was oriented to ICRS with the help of ICRF3. In addition, the zero spin was
defined using the zero proper motions of ICRF3 and proper motions from observations of
another spacecraft in the infrared. The final Gaia catalog, which is planned to be released
in a few years, will most likely be the most precise source of optical coordinates for several
decades. Thus, confirming the Gaia-CRF’s global rotation towards the three ICRS axes
is critical for high-precision navigation and orientation in space as well as the comparison
to observations from ground-based optical telescopes. Considering error propagation, this
is especially true after mission completion when the systematic spin and the individual
proper motion errors outweigh the individual position errors.

Special care has to be taken to confirm the rotation for the optically bright sources, be-
cause they are still commonly employed for attitude control and they are being studied
for use in deep space navigation outside of the Medium Earth Orbit when signals of the
global navigation satellite systems (GNSS) cannot be reached anymore (Optical Naviga-
tion Experiment1 Martin-Mur et al. 2017). Because of their proximity to Earth, these
sources (mostly stars) are not included in either ICRF3 or Gaia-CRF3.

The alignment of the Gaia and VLBI-based CRFs like ICRF3 has been studied by scientists
already. Alignment in this context means the determination of the orientation offset in
form of a rotation A about the three axes of one of the two respective CRFs from position
differences of counterparts between the two CRFs. Additionally a global dipole pattern

1mars.nasa.gov/mro/mission/timeline/mtapproach/approachopticalnav/, accessed 12 June 2021.
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1.1 Overview

(glide D) for each of the three axes and higher order systematics using vector spherical
harmonics (VSH) parameterization are determined when possible. Mostly, the VSH terms
a up to the quadrupole are used, so that a total of 16 transformation parameters between
the two frames are determined. A collection of parameters from literature is shown in
Fig. 1.1. In the literature, the spin between Gaia and ICRF3 or any other VLBI-based
CRFs is assumed to be zero due to the counterparts being AGN. Otherwise, the spin
can be determined from proper motion differences or position differences divided by their
epoch difference.
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Figure 1.1 Transformation parameters between different CRFs and ICRF3 S/X from the literature
review. Two publications each were found listing estimates between Gaia DR2, ICRF3 K and
ICRF3 X/Ka.

Karbon and Nothnagel (2019) compared the ICRF3 catalogs and found no statistically
significant position differences between the positions at different radio frequencies. This
is because the differences between various versions of CRFs with similar data input based
on S/X bands have larger position variations than the position differences between the
three ICRF3 catalogs. As a result, the researchers created a multi-frequency CRF by
combining the normal equations from the three ICRF3 catalogs.

The Gaia and VLBI positions and reference frames have previously been extensively
compared by many scientists. While Bourda, G. et al. (2008) and Makarov et al. (2019)
identified a set of probably most suitable counterparts between radio and optical CRFs,
usually all available counterparts except empirically determined outliers are used. Most
studies define the outliers by a specific threshold of normalized arc lengths and possibly
also arc lengths (differences between the two positions of a counterpart). Other studies,
such as Mayer (2018) and Karbon and Nothnagel (2019) iteratively, instead removed
all sources which impact the VSH parameters by more than three times their standard
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deviation. When ICRF3 was published, a first comparison to Gaia DR2 was conducted by
Charlot et al. (2020) already. There were 2983 counterparts identified (163 counterparts
more than in Gaia-CRF2) and the outlier elimination process left 2612 counterparts for the
alignment test. The differences in the rotation parameters do not exceed ±25µas and the
VSH parameters are not significant except the higher order zonal term aE

2,0 = 35 ± 9µas.
It is hypothesized that this deformation is due to the heterogeneity of the VLBI networks
in the north-south direction. It is concluded that the two frames are consistent at the
30µas level, which is the same as the noise floor of ICRF3 S/X (Charlot et al. 2020). The
systematics between the ICRF3, its predecessors, and Gaia DR2 and their dependence
on G magnitude were documented by Liu et al. (2020) using also VSH. Similarly, Mayer
(2018) studied the alignment between his own CRF based on S/X observations, ICRF3 and
Gaia DR2. He tested the impact of various changes in the estimation of his VLBI-based
CRF and found among others, that mostly the aE

2,0 and D3 parameters are impacted
by using Ray tracing. Furthermore, absolute constraints on gradients impact the D3

parameter. Although the selection of counterparts is slightly different, both studies obtain
similar results to Charlot et al. (2020).

In Gaia Collaboration et al. (2022) it is shown that there are no highly significant sys-
tematic global differences between ICRF3 S/X and Gaia-CRF3 in terms of VSH. After
expanding the exponents of VSH, the largest differences were found in the less populated
areas of the sky, which are below a declination of −30◦ and around the Galactic plane.
Gaia Collaboration et al. (2022) found that the orientation of the Gaia-CRF3 towards
ICRF3 S/X is sensitive to the selection of counterparts at the level of several µas and for
the spin of a few µas yr−1.

When the two datasets are properly aligned or the systematic differences have been deter-
mined to be negligible, radio-optical position offsets can be studied in order to learn more
about the astrophysical properties of the objects. Naturally, the statistically significant
position offsets were preferred in this case. They arise for example because the AGN are
not compact, as assumed by geodetic VLBI but have structure or even multiple compo-
nents. After an initial crossmatch in Petrov and Kovalev (2017), Kovalev et al. (2017)
investigated the radio-optical position offset direction versus radio jet angles from VLBI
images for Gaia DR1, and found that the radio-optical offsets are mostly along (0 to tens
of milliarcseconds (mas)) or opposite to the jet direction (up to 3 mas). They explain these
offsets by extended parsec-scale source structure in the optical domain. Petrov and Ko-
valev (2017) explain the cause of the differences in the different observing method: while
Gaia sees the photocenter of the detected emission on charge-coupled devices (CCDs)
(centroid of optical emission), VLBI sees the most compact radio emission at the jet base
(opaque radio core). Small offsets up to 1 mas opposite the jet directions were expected to
be due to source structure in the radio domain or core shift (Kovalev et al. 2017). Petrov
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1.1 Overview

et al. (2018) showed the improved determination of the findings of Kovalev et al. (2017)
using Gaia DR2. Plavin et al. (2019) further categorized the AGN according to these
offsets. Gaia EDR3 optical positions and ICRF3 radio positions at various frequencies
of individual sources have been previously compared by Xu et al. (2021); Lambert et al.
(2021); Liu et al. (2021). Significant position offsets could be explained by consulting
VLBI images, such as from the MOJAVE database (Lister et al. 2018). Xu et al. (2021)
showed evidence of the ICRF3 S/X and Gaia EDR3 position offsets depending on radio
source structure with the help of ICRF3 S/X-based Closure amplitude root mean square
(CARMS).

In examining the orientation offset and spin of Gaia DR2, it was found that there is a
dependence of the alignment on the apparent brightness (G magnitude) due to a deficiency
in the calibration model of the astrometric instrument (Lindegren et al. 2018; Lindegren
2020a). Since the counterparts in the radio CRFs used for the alignment are optically faint,
another method had to be found to test the alignment of the bright (G ≤ 13 mag) fraction
of the Gaia catalog to ICRF. Lindegren (2020a) proposed the use of optically bright radio
stars observed with VLBI. Geodetic VLBI as employed for the creation of the ICRF is not
sensitive enough to provide accurate star positions for radio faint objects. Instead, the
stars have to be observed relative to a radio-bright calibrator by phase-referencing VLBI.
With this observing method, the orientation offset and the spin between the VLBI-based
ICRF and Gaia can be verified, as the stars astrometry is then provided in ICRF. This
approach has already been used for the alignment of the HIPPARCOS catalog (Lindegren
and Kovalevsky 1995; Lestrade et al. 1999). Using Lindegren’s method, the star positions
are used for the determination of the orientation offset, and the positions and the proper
motions are used for the determination of the spin.

Malkin (2016b) published simulations on using geodetic VLBI observations of radio stars
from global VLBI networks to determine the orientation offset between VLBI and Gaia. At
that time the possible spin between the two frames and the magnitude dependence of the
Gaia calibration were not known. He tested various VLBI and Gaia position uncertainties
and number of counterparts. However, the study does not consider any systematic errors
such as orbital motion of the stars.

Cantat-Gaudin and Brandt (2021) suggested a Gaia-only solution, in which the proper
motion of optically bright and optically faint sources in wide binaries and open clusters
were compared with very high precision. Due to the large sample of counterparts, they
could also find spin differences between various G magnitude subsets of the bright Gaia
dataset. However, with their method only the spin can be determined.

An alignment to the (historic) HIPPARCOS reference frame instead of ICRF3, as it
was done for the Gaia EDR3 (Lindegren et al. 2021b), sounds tempting because of the
many more counterparts for optically bright sources compared to VLBI data. However,
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the accuracy of the alignment is limited to 600µas in each axis (Kovalevsky et al. 1997)
due to the uncertainty of the orientation offset between the HIPPARCOS positions and
the ICRS at epoch 1991.25. Accounting for the difference to the Gaia epochs, this leads
to a systematic uncertainty of 24µas yr−1 in the spin determination using HIPPARCOS
for comparison.

Thus, the radio star method is the only one that seems to be suitable to achieve formal
errors for both orientation offset and spin smaller than the expected position uncertainties
of 6µas and proper motion uncertainties of 2µas yr−1 for bright sources (G≤ 13 mag) in
the final Gaia data release2. Lindegren (2020,a,b) found a significant orientation offset
between ICRF3 and Gaia DR2 using 41 bright radio stars from a literature review. The
spin was not significantly determined, however the estimates aligned to those of past work
from a comparison to HIPPARCOS. However, the uncertainty of the orientation offset
and spin from this method and dataset are not yet sufficiently small as required by the
uncertainties of the individual positions and proper motions of the bright sources.

1.2 Objectives

The objectives of this thesis are the evaluation and improvement of the alignment between
various celestial reference frames. In particular, the focus lies on:

• the evaluation of the alignment between the ICRF3 realizations at various radio
frequencies and between ICRF3 and the Gaia data releases DR2 and EDR3 for
optically faint objects. Due to the large number of counterparts this includes the
test of additional suitable alignment parameters in addition to the rotations only
and a test of the impact of using different subsets for the alignment,

• the quantification of the impact of radio source structure of extragalactic objects
on this alignment by providing a CRF product whose observations cover the same
time span as the Gaia data release DR2 and by comparing the position offsets to an
external radio source structure classification called CARMS,

• the evaluation and enhancement of the alignment of the optically bright fraction of
the Gaia data releases DR2 and EDR3 to ICRF3 S/X. Due to the small number of
counterparts, only the rotations are investigated.

This is the first time that the determination of the alignment by iteratively rejecting the
most discrepant source as introduced in Lindegren (2020a) for the optically bright sources
is also tested for the optically faint reference frame. Statistics for quantifying the stability
of the iterative parameter analysis are newly derived.

2https://www.cosmos.esa.int/web/gaia/science-performance#astrometric performance, accessed 24 Oc-
tober 2021. For bright sources these predictions are uncertain.
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1.3 Thesis outline

This thesis primarily focuses on the improvement of the bright Gaia reference frame
alignment. This is achieved by homogenization of existing suitable VLBI data of stars
from literature and by quantification of a realistic error budget of absolute VLBI positions
in ICRF3 from phase-referencing observations. Thereby two cases are distinguished; on
the one hand, absolute star positions from models of stellar motion and, on the other
hand, absolute star positions from a single observation epoch. In addition, new dedicated
VLBI observations of radio stars were proposed, planned, processed and evaluated. New
models of stellar motion were determined for stars whenever possible. Special attention
is given to handling the effect of the Galactocentric acceleration on positions and proper
motions from VLBI consistent to Gaia. These aspects are novel to this field of research.
The goal is to enhance the analysis for Gaia DR2 in Lindegren (2020a) from VLBI side
and also to find out the presence of residual spin in Gaia EDR3.

1.3 Thesis outline

This work is subsequently organized as follows:

• Chapter 2 introduces the two astrometric observation techniques compared in this
work, VLBI and Gaia, and the concept of ICRS from literature review. The
differences between geodetic VLBI used for observations of AGN and the phase-
referencing VLBI used for observations of radio stars are pointed out. The origin of
the G magnitude dependence is described as well.

• Chapter 3 gives a background on the mathematical models used for the compari-
son of positions from various CRFs. The emphasis is on identifying radio-optical
counterparts, determining the position offsets of individual sources, and estimating
the alignment of two CRFs in terms of systematic global differences. The reader is
provided with all necessary information required for comprehending the contents of
the subsequent chapters.

• Chapter 4 presents the comparison between ICRF3, Gaia DR2, Gaia EDR3, and
two dedicated own CRFs based on S/X observations. First, the radio CRFs are
contrasted with the ICRF3 S/X, then all radio CRFs are contrasted with the optical
CRFs. The impact of number of VLBI observations and the radio source structure
on the position differences are discussed. On the evaluation of the systematic global
differences, the effect of different subsets of counterparts, as well as alternative
transformation methods that do not employ the complete set of rotation, glide, and
quadrupole parameters, are examined.

• Chapter 5 focuses on the alignment of the optically bright fraction of the Gaia
DRs to ICRF3 in terms of orientation offset and spin. Existing literature data
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is homogenized, and the effect of Galactocentric acceleration on the alignment is
addressed. New observations of radio stars are proposed and the results of new
dedicated observations are presented. The error budget for absolute star positions
using phase-referencing is established, and new estimates for stellar motion models
for all feasible stars are given. Finally, the influence of the different changes on the
alignment is given step by step, and the impact of different subsets and potential
future enhancements is examined.

• Chapter 6 provides a general conclusion to the reader as well as future prospects
and recommendations.

8



2 Determination of celestial reference
frames

This chapter provides the basis knowledge to understand the subsequent work. The con-
cept of the Celestial Reference System (CRS) and it’s realization, the CRF, are explained.
An introduction to VLBI is given, with emphasis on explaining the difference between the
absolute geodetic VLBI used to create the ICRF and the phase-referencing VLBI used
for observations of radio stars relative to a radio source in the ICRF. As a second tech-
nique that can be utilized to build a CRF, the observation strategy of the Gaia spacecraft
is described. For both techniques, the recent official products used in this thesis are
presented.

2.1 International Celestial Reference System and Frame

A reference system is a complete collection of conventions, prescriptions, and models to
define a triad of axes at any epoch (Feissel and Mignard 1998). Approved by the 23rd
General Assembly of the International Astronomical Union (IAU), the ICRS is the succes-
sor of the Fifth Fundamental Catalogue (FK5) (Andersen 1999) and thereby the reference
system to be used in astronomy, geodesy, and navigation in space. The ICRS follows the
requirements of the second recommendation in the IAU Resolution A4 (Kozai 1991) for
a celestial reference system whose origin is in the barycenter of the Solar System and
whose axes must not be rotating with respect to sources at cosmological distances. In
addition, the ICRS follows the seventh recommendation of Resolution A4, which states
that the principal plane of the new conventional reference system should meet the mean
equator at epoch J2000.0 and the zero point on that plane as near as possible to the
dynamical equinox at epoch J2000.0. The list of suitable extragalactic sources for such
a reference frame should preferably be observable by VLBI. However, it was also already
considered that a large portion of the selected radio sources should have a well-defined
optical counterpart. Furthermore, the average rotation of a large number of extragalactic
sources is assumed to be invariant with respect to the rotation of the Universe, which is
presumed to be zero. The ICRS is defined by the International Earth Rotation and Refer-
ence Systems Service (IERS) in Arias et al. (1995) (therein the abbreviation ICRS stands
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for IERS Celestial Reference System) and considers VLBI as the observing technique.
The barycentric origin is ensured by modeling the VLBI observations in the framework
of General Relativity. An axis stability of 20µas is given.

The major advantage of moving over to the new reference system is that the FK5 system
is based on a dynamical approach, where the mean equator and the mean equinox are
moving according to the Earth’s axis in space. The FK5 is realized by a catalog of star
positions and proper motions at epoch J2000.0 from observations in the optical domain
(Fricke et al. 1988). The ICRS is consistent with the FK5 system at J2000.0 (more details
can be found in Arias et al. 1995).

The ICRF was decided to be the corresponding fundamental reference frame realizing
the ICRS based on VLBI estimates of equatorial coordinates of the selected extragalactic
sources (Andersen 1999). Details are given in the IERS Technical Note 23 (Ma and Feissel
1997). Among other standards, models, and constants for the ICRS are contained in the
IERS Conventions, the latest approved version of which is provided in Petit and Luzum
(2010). The latest official realization is the Third International Celestial Reference Frame
(ICRF3; Charlot et al. 2020), adopted by the IAU in January 2019. The ICRS Center of
the IERS is responsible for maintaining both the ICRS and ICRF, and the alignment to
reference frames at other wavelengths. The International VLBI Service for Geodesy and
Astrometry (IVS) (Nothnagel et al. 2017) is a technique center cooperating with the IERS
on the VLBI observation technique. It is an international collaboration of organizations
dealing with various components of VLBI (Schuh and Behrend 2012).

The first primary realization of the ICRS at optical wavelength was the Hipparcos Cat-
alog, whose frame is aligned to the ICRF within 0.6 mas in orientation offset at epoch
J1991.25 and 0.25 mas yr−1 in spin (Andersen 1999). According to the IAU Resolution
B3 approved by the 26th General Assembly, the reference frame of the 3rd data release
from observations of extragalactic sources made by the European Space Agency (ESA)
spacecraft Gaia is the new fundamental realization of the ICRS at optical wavelengths
starting from 01 January 2022. It is denoted Gaia-CRF3. The Gaia-CRF3 is aligned to
the ICRF3 by a set of common extragalactic sources.

An ideal extragalactic source observed for the determination of fundamental reference
frames would be emitting radiation in a compact, point-like shape with sufficient signal-
to-noise ratio. In order to meet the different user needs, the emission would additionally
cover a wide frequency range and emanate from the same location within the extragalactic
source. Thus, the positions of an object determined at various frequencies could be easily
compared. AGN are usually observed for the determination of the ICRF. The sketch
in Fig. 2.1 shows the standard model of AGNs (Antonucci 1993). A jet is originating
perpendicular on both sides of the accretion disc surrounding the black hole. The emission
is chromatic due to synchrotron self-absorption, with higher frequencies thereby being
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2.2 Very long baseline interferometry

emitted closer to the black hole (Marcaide and Shapiro 1984). This spatial dependence
of the emission on frequency leads to a dependence of the observed core position on the
respective observation frequency. Figure 2.2 shows the dependence of this observed ’core
shift’ on the observer’s angle of view towards the AGN. The locations of the core at a
specific frequency can change with time. For example, Plavin et al. (2019) determined
a typical core shift between 2 GHz and 8 GHz of about 0.5 mas with a variability of the
individual core positions of 0.3 mas. Furthermore, the structure of the emission can be
different at the various observing frequencies, and it can also be time dependent (Xu
et al. 2020, 2021). The frequency-dependent and observation setup-dependent resolution
difference and diffraction limit must also be taken into account. A further complication
in comparing VLBI and Gaia reference frames could arise from the fact that most bright
radio sources are generally weak at optical frequencies and optically bright sources are
typically weak at radio frequencies (Lunz et al. 2020a).

   

jet direction 

𝜐4 > 𝜐3 > 𝜐2 > 𝜐1 

black hole 

torus 

accretion  
disc 

Figure 2.1 Sketch of an AGN and its chromatic
jet. The accretion disc (and obscuring torus) is
forming around the central black hole. For sim-
plicity, the jet emission is shown on only one side
of the black hole. The blue bars in the jet depict
the location of the centroids of the (radio) cores
at the different frequencies ν1 to ν4. The figure
is modified from Hada et al. (2011). The sketch
is not to scale.

Figure 2.2 Sketch in Fig. 2.1 in dependence
on the observer’s angle of view. Due to rel-
ativistic beaming, one side of the jet is typ-
ically much brighter than the other (Sparks
et al. 1992). The sketch is not to scale.

2.2 Very long baseline interferometry

In this section, the concept of VLBI and its application to geodesy in terms of absolute
astrometry and the determination of CRFs are described in more detail. In the case of
faint objects, the signal-to-noise ratio (SNR) of observations is limited, so their positions
cannot be determined directly with absolute astrometric VLBI. The relative observation
scheme of phase referencing is applied to determine the positions of faint objects in the
respective CRF. Furthermore, typically the SNR based on group delays is smaller than the
SNR based on phase delays. Therefore, this application of relative astrometric VLBI is
explained as well. Finally, the latest official product, namely ICRF3, is introduced. Only
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observations of sources with continuum emission are considered, since these are normally

used in astrometry.

2.2.1 Concept

Radio wavelengths are orders of magnitude longer than those of the optical emission.

Therefore, much larger radio telescopes than optical telescopes are required to obtain

similar sharp images at radio frequencies as at optical frequencies. Since it is not possible

to build such large radio telescopes, scientists create a synthesized telescope by using

interferometry to connect radio signals detected by small antennas (ranging from a few

meters to a few hundred meters in diameter). These antennas are distributed over a

larger area (e.g., the powerful large regional network Very Long Baseline Array (VLBA)

which are ten antennas spanning from Hawaii over the continental USA to U. S. Virgin

Islands) or even the whole the Earth (e.g., the IVS network with more than 35 cooperating

antennas covering every continent1)2. The development of VLBI began in the 1960s, and

the geodetic VLBI observations commonly used today for the determination of CRFs date

from 1979. As shown in Sect. 2.2.4, the observations for ICRFs are carried out in frequency

bands between 2.3 and 32 GHz. VLBI typically detects only non-thermal emission. As a

result, mainly AGN can be detected with geodetic VLBI (Sovers et al. 1998).

1https://ivscc.gsfc.nasa.gov/stations/ns-map.html, accessed 12 December 2021.
2There have also been projects with VLBI space antennas (e.g., RadioAstron (Kardashev et al. 2013)),

however this special case is not discussed here.
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Figure 2.3 Sketch of the Gaia spacecraft (left) and the Earth-based VLBI antennas (right)
observing various sources in the sky. The Gaia spacecraft operates at the vicinity of the Lagrange
point L2, approximately 0.1 AU from Earth in the line of the Sun and the Earth, and observes in
the optical frequency domain. In VLBI, antennas detect the radio signal, which is recorded and
sent to a correlator for combination. The b⃗ab is the baseline between the two antennas a and b,
kS is the unit vector in the direction of the source reference point S0, and cτ is the speed of light
times the time delay between the arrival times of the signal at the antennas.
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2.2 Very long baseline interferometry

The right side in Fig. 2.3 shows the interferometric principle of VLBI. Two antennas detect
the wavefront of the radio signal from a distant source. These observations are scheduled
in successive scans, with the antenna network pointed at a different common source for
each scan. The interferometer between the antennas a and b forms the baseline vector bab,
and kS is the unit vector from the Earth’s center to the radio source. Due to the distance
of the radio source, the wavefront is flat when it arrives at the antennas. Furthermore,
the signal reaches the two antennas at different times, with a delay τ , mainly due to the
geometry of the antennas in the direction of the source.

The received signal is amplified and recorded at each antenna site in a digital format
along with a timestamp from a maser clock. This signal pre-processing includes filters
to select the requested frequency band, with bandwidth ∆ν and with center frequency ν.
Almost always, there are many of these subbands (Level 0 Data). The noise is then cross-
correlated, which includes time averaging. The correlation produces the main observable,
the visibility V (Level 1 Data), which is the radio brightness integrated over the sky as a
Fourier transform of the front wave of the signal (e.g., Charlot 1990), as

Vbab,f,t =
∫︂∫︂
ΩS

I (S, f, t) exp
(︃

−2πibab · kS

λ

)︃
dΩ, (2.1)

where I (S, f, t) is the intensity of the source’s brightness distribution pointing in direction
S, t is the time of observation, and dΩ is the differential solid angle, which is used to
integrate over the source’s extended structure of solid angle ΩS . The f = 2πc/λ is the
angular frequency. It depends upon on the speed of light c and the wavelength of the
observations λ.

If the radio source is spatially extended, a reference point S0 must be selected, and kS is
then

kS = kS0 + S0S, (2.2)

where S0S forms the vector orthogonal to kS0 (Charlot 1990). Then, the visibility func-
tion can be expressed as

V = A exp[i(ϕg + ϕstr)], (2.3)

where

ϕg = −(2π/λ)bab · kS0 (2.4)

represents the geometric visibility phase determined for the reference position S0. Fur-
thermore, ϕstr represents the additional visibility phase due to source structure according
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to the brightness distribution I(S, f, t) and A is the visibility amplitude observed by the
interferometer. The ϕstr and A depend among others on bab and S0S. For the exact
formulas, see Charlot (1990).

Thus, ϕt = ϕg + ϕstr is the total visibility phase of the observation. The total time delay
τ between the times of arrival of the signal at the two antennas as depicted in Fig. 2.3 is
then given by (e.g., Charlot 1990)

τ = ∂ϕt
∂f

= ∂ϕg
∂f

+ ∂ϕstr
∂f

= −(1/c)bab · kS0 + τstr = τg + τstr. (2.5)

Thereby, the principle of bandwidth synthesis is used. It enables the determination of
precise group delay observables by combining the observations of multiple channels dis-
tributed over a spanned bandwidth of hundreds of megahertz (to many gigahertz for VLBI
Global Observing System (VGOS)) and thus increases the effective bandwidth in terms
of delay resolution, but not in terms of SNR (Rogers 1970; Ryan and Ma 1998). In geode-
tic VLBI the structure delay τstr is typically ignored and only the geometric delay τg is
considered. In reality, the above equation is only valid in case the source has a compact
core or in case the source structure is corrected in the processing (e.g., with the help
of source structure models, Anderson and Xu 2018). Especially in the new VGOS type
observations, this effect is larger than the thermal noise (Xu et al. 2020). Thus, preferably
compact sources are chosen as targets for the reference frame determination.

The total time delay τ is furthermore disrupted by other error sources, as given in Schuh
and Behrend (e.g. 2012); Reid and Honma (e.g. 2014) as

τ = τg + τda + τrel + τinst + τclk + τtrop + τiono + τant + τtherm(+τstr), (2.6)

where τda represents the delay due to diurnal aberration and τrel the delay due to the
impact of special and general relativity on τg. These two delays are rectified using known
physics. The instrumental delay τinst is calibrated using meta information. The frequen-
cies used for CRFs are affected by ionospheric delay τiono. In the case of dual-frequency
observations, τiono is removed from the higher frequency via linear combination. In case
only one frequency band was recorded, the dispersive delays can be modeled using maps
of total electron content (TEC) based on GNSS data. The delay due to the missynchro-
nization of the maser clocks τclk and the tropospheric delay τtrop are typically determined
by least-squares estimation in case of absolute geodetic VLBI (Sect. 2.2.2). The τtherm

is the delay due to thermal noise. Furthermore, τant is the delay due to inaccurate an-
tenna position. The error terms and their magnitudes are further discussed for example
in Beasley and Conway (1995); Reid and Honma (2014).

For an ideal radio source where the core shift depends on ν−1, the group delays observed
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2.2 Very long baseline interferometry

in any frequency band provide the position of the AGN jet base. In other cases, the radio
source position from group delays deviates from the jet base. Moreover, for dual-frequency
observations, the delay difference due to core shift in the ionospheric correction must be
taken into account. In contrast, the phase delays typically provide the average position
of the core within the observing band. For S/X positions, the typical offset between the
two position types was estimated to be on the order of 170µas for an ideal radio source
(Porcas 2009).

2.2.2 Absolute astrometry – geodetic VLBI

In case absolute geodetic VLBI should be performed, the VLBI sessions are scheduled
automatically using the antenna network of interest and a list of suitable AGN. The
radio sources and the sequence of scans is selected depending on the session goal (e.g.,
determine precise antenna coordinates, source coordinates or EOPs) (Schartner 2019).
Geodetic VLBI sessions are typically 24 hours long. For ionosphere corrections, dual-
frequency observations are usually recorded3. After calibrating the raw phases of the
Level 1 Data to ensure consistency across all channels, they are fringe-fitted to produce
the group delay observables (Level 2 Data). The difference between this observed delay
and the computed delay following the consensus model (Eubanks et al. 1991) is used in
geodetic VLBI software to estimate the parameters of interest, such as antenna positions
or radio source positions (Level 3 Data).

The data processing of these single sessions includes a variety of aspects, such as correction
for clock breaks or outlier rejection (e.g., Schuh and Böhm 2013; Nothnagel 2020). Most
geodetic VLBI software uses the Gauß-Markov-Model least squares estimation (Sect. 3.3.1)
for the adjustment of the parameters of interest (e.g., Schuh et al. 2021). For the single
session analysis, these are for example the clock model parameters, the antenna posi-
tions, or the parameters of the wet troposphere. The solution of each session has a rank
defect due to missing information of the absolute orientation of the relative observation
technique. Thus, additional conditions are applied to the solution. It is aligned to the
International Terrestrial Reference Frame (ITRF) via no-net translation (NNT) and no-
net rotation (NNR) conditions on suitable antenna positions in the ITRF. Furthermore,
it is aligned to the ICRF via NNR conditions on the radio source positions in the ICRF,
in case the radio source positions are estimated.

The global solution is the solution of the stacked datum-free normal equations from the
single session analysis. The main parameters to be estimated in the global solution are the
antenna positions at a reference epoch, antenna velocities, the (daily) EOPs, or the radio
source positions at a reference epoch. The nuisance parameters, such as the atmospheric

3This is true for the S/X and X/Ka observations, but not for the K band observations or for VOGS.
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parameters, were reduced beforehand by the method of Helmert blocking to keep the
system of equations small (see Sect. 3.3.1). In the global solution, new consistent datum
conditions in terms of NNT and NNR are applied to the stacked normal equation system
to remove the rank deficiency, similar to the single session analysis. The session-wise
time series of the estimated parameters are also usually derived from the global solution,
since the time series then have a consistent datum applied, which is not the case for the
single session analysis. More details on the geodetic VLBI processing can be found in, for
example, Nothnagel (2022).

The individual radio source positions represent a mean value over all sessions, and their
uncertainties are usually unrealistically small. Hence, they can be inflated by apply-
ing a scale factor and some noise. The noise can be determined by dividing the list of
sessions into two random samples and determining the average position difference for
well-determined radio sources in these datasets (Charlot et al. 2020).

2.2.3 Relative astrometry – phase-referencing

In case relative astrometry should be performed, a bright compact calibrator within about
3◦ to the target of interest and a sufficiently accurate position uncertainty (maximum of
10 mas) has to be selected. This primary calibrator is later used for the calibration of the
phases of the target, which is usually too faint to have its phases calibrated by a fringe-fit
from its own observations (Beasley et al. 1994; Beasley and Conway 1995). One or multiple
secondary calibrators in advantageous geometries with respect to the primary calibrator
and the target can be chosen, whenever available, to perform additional calibrations of
residual errors to obtain the highest precision of relative target positions (Fomalont and
Kogan 2005; Rioja et al. 2017). The calibrators and the target are observed alternately.
The switching time between the scans of the calibrator and the target must be shorter
than the temporal change of the systematic errors in the phase observable (typically the
troposphere in this work, Ulvestad 1999; Ulvestad and Schmitt 2001; Wrobel et al. 2000).
The length of the VLBI sessions for dedicated phase-referencing projects and the order of
the scans are usually defined by the number and brightness of the sources to be observed,
by the required time to obtain a sufficient sampling of the sources, by the amount of
calibration scans, and by the slew time of the antennas in the network (Wrobel et al.
2000).

The visibilities (Level 1 Data) are processed in astronomical VLBI software. Various
calibrations are performed on the data. External values are used for the correction of
antenna positions and EOPs. The dispersive delay is usually corrected with the help of
TEC maps (Ulvestad and Schmitt 2001), as usually only one radio frequency band is
recorded. The zenith wet delay is corrected using the multi-band delays from dedicated
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2.2 Very long baseline interferometry

observations to compact bright AGNs, so called geodetic blocks, which are scheduled
every few hours (Mioduszewski 2009; Brunthaler et al. 2005). The secondary calibrators
are then used to calculate the remaining atmospheric gradients, which can then be applied
to the separation between the primary calibrator and the target. More information on
the processing of data relevant to this work is provided in Appendix A.

After these overall calibrations, the visibilities of the primary calibrators are fringe-fitted
to their respective a priori position in ICRF, which is a self-calibration. The corrections
from the fringe-fit are then applied to the respective target. With this step, the difference
of the delay observable between the target and the primary calibrator is

τtarget − τ̃ calibr. = τ target
str − τ̃ calibr.

str +
(︂
τ target

pos − τ̃ calibr.
pos

)︂
+ interpolation errors, (2.7)

where the tilde depicts the interpolated delay of the primary calibrator at time t2 from
its scans at times t1 and t3 surrounding the scan of the target at time t2 (Beasley and
Conway 1995; Reid and Honma 2014). Thus, the antenna based error terms, which are
similar for both sources, are removed (compare to Eq. 2.6). If the target and primary
calibrator are compact, the source structure τ target

str and τ calibr.
str equal zero, respectively.

Furthermore, the structure of the primary calibrator can be modeled by self-calibration.
This model can than be applied during the fringe-fit of the primary calibrator to remove
τ calibr.

str from this equation. Thus, only information about the target structure τ target
str and

the position difference between the target and the primary calibrator
(︂
τ target

pos − τ̃ calibr.
pos

)︂
remain. In this work, the structure of the target is ignored. Since ϕ = 2πντ , the same
principle for the delay holds for the phase observables.

From these calibrated data, the positions of the respective targets can be determined,
either by fitting a model directly to their visibility data (Shepherd 1997) or by fitting
a model to the image of the corresponding source (Alef 1989; Lestrade 1991). More
information on the fringe-fitting and the determination of the star positions from the
data relevant to this work is provided in Sect. 5.4.2.

With these processing steps, the target positions are obtained in the ICRF in case the
a priori position of the primary calibrator is in ICRF. A relative target position towards
the calibrator in one session can be achieved at the level of a few tens of microas when
using many scans and small separations between the calibrator and the target (e.g. Reid
and Honma 2014). This is about two orders of magnitude smaller than the position
uncertainty from a geodetic session and about one order of magnitude smaller than the
position uncertainty of the sources in the current ICRF, which is a mean of many sessions,
based on group delays. To obtain the uncertainty of the absolute position of the target
in ICRF, various error sources, such as the source structure of the primary calibrator,
the difference between the positions from group delays and phase delays of the primary
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calibrator, or residual errors in the delay model, have to be considered. They are identified
in Sect. 5.4.5. Thus, the uncertainties of the absolute target positions in one session from
phase-referencing are larger than the CRF position uncertainty of the calibrator alone.

Any errors in the calibrator position to first order directly impact the position of the
target (Reid and Honma 2014). The calibrator position must not be known for relative
positions and products thereof as long as the calibrator position remains the same for all
epochs. However, in case different calibrator positions were used for a set of targets or
a series of target positions, such as in Sect. 5.1, this information is obligatory to register
the target positions to a common CRF.

Reduction of parallax effect for single-epoch positions

From the VLBI measurements at a single epoch, the topocentric vector kS(t) between the
observer and the source in the barycentric frame at the time of observation t is determined.
To obtain the barycentric vector of the source similar to the positions given in ICRF,
sS(tB) (where B is for ’barycentric’), kS(t) is corrected by the parallactic displacement of
the trigonometric parallax ϖ which depends on the location of the observer o(t) in the
barycentric frame,

kS(t) = ⟨sS(tB) −ϖo(t)⟩, (2.8)

following the explanations in Lindegren (2020a). Thereby, the barycentric position of
the observer o(t) can be approximated by the position of the Earth’s center of mass
(XE(t), YE(t), ZE(t)) as given by standard ephemerides, and ⟨⟩ denote vector normal-
ization. As a practical implementation to derive the barycentric source positions, the
formulas for estimation of the annual parallax projected along α and δ directions, as
given in Kovalevsky and Seidelmann (2004, p. 134), were used,

αs(tB) = αk(t) + (−XE(t) sinαs(t) + YE(t) cosαs(t))/ cos δs(t)ϖ,
δs(tB) = δk(t) + (−XE(t) cosαs(t) sin δs(t) − YE(t) sinαs(t) sin δs(t)

+ ZE(t) cos δs(t))ϖ, (2.9)

where the subscript s denotes the position vectors pointing from the barycenter to the
source, the subscript k denotes the position vectors pointing from the observer to the
source. The equation has to be iteratively solved, however the second order effects are
smaller than 0.01µas in this work and can therefore be neglected. The epoch of obser-
vation also needs to get transferred to the barycentric time, which is done by adding the
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2.2 Very long baseline interferometry

Römer delay tRoe at a sufficient accuracy to t by

tB = t+ uS(t)′o(t)/c = t+ tRoe, (2.10)

where uS(t) is the unit vector of sS(t), which can be approximated by its time-independent
value, and c is the speed of light (Lindegren 2020a). According to Lindegren (2020a),
ignoring the delay in the analysis leads to an error corresponding to the proper motion of
the source in this time interval.

Determination of models of stellar motion from position time series

From a series of VLBI measurements at a single epoch (topocentric vector), the standard
model of stellar motion (barycentric position, linear proper motion, and trigonometric
parallax) at model epoch t0 = tB can be determined. Furthermore, some of the targets
observed with phase-referencing in this work requite the modeling of linear accelerations.

The formulas are, for example, described in Loinard et al. (2007):

α(t) = α0 + µα∗t+ϖfα(t), (2.11)
δ(t) = δ0 + µδt+ϖfδ(t). (2.12)

Thereby, α0 and δ0 are positions at a reference epoch t0, which is usually chosen to be
the mean epoch between the first and the last epoch t in order to reduce correlations
between the estimates. Furthermore, ϖ is the stellar parallax, and µα∗ and µδ are the
linear proper motion terms. The aterisk depicts the application of the metric scale factor
cos(δ). The diurnal parallax was not considered. Following for example Seidelmann
(1992); Kovalevsky and Seidelmann (2004), the terms fα(t) and fδ(t) are the projections
of the parallactic ellipse in directions of α and δ, calculated as

fα(t) = [XE(t) sinαs(t) − YE(t) cosαs(t)]/ cos δs(t), (2.13)
fδ(t) = XE(t) cosαs(t) sin δs(t) + YE(t) sinαs(t) sin δs(t) − ZE(t) cos δs(t), (2.14)

where αs(t) = α(t) − ϖfα(t), δs(t) = δ(t) − ϖfδ(t), and (XE(t), YE(t), ZE(t)) is the
vector between the solar system barycenter and the Earth’s center of mass in units of
AU. Because the equations depend on a prior knowledge of ϖ, they need to be solved
iteratively. The significance of linear acceleration terms aα∗ and aδ is tested by fitting the
position time series to

α(t) =α0 + µα∗0t+ϖfα(t) + 0.5(aα∗)t2, (2.15)
δ(t) =δ0 + µδ0t+ϖfδ(t) + 0.5(aδ)t2. (2.16)
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If the acceleration parameters are introduced, the proper motion parameters become time-
dependent, and using the Eq. 2.15 they are referred to the same epoch t0 as the model
position. In this case, their notation changes to µα∗0 and µδ0. Non-linear accelerations
such as orbital parameters are neglected in this study.

2.2.4 Recent official products

The latest VLBI-based ICRF is the ICRF3. The ICRF3 is a global solution from absolute
geodetic VLBI observations as described in Sect. 2.2.2. Most of the observations were
organized and processed by IVS, VLBA, or the Deep Space Network (DSN) institutions.
Details of the data setup and processing can be found in Charlot et al. (2020). The
ICRF3 is the successor of second realization of the International Celestial Reference Frame
(ICRF2) and, for the first time, a multi-frequency radio CRF. One catalog for each of the
frequency setups S/X, K, and X/Ka is supplied. The K and X/Ka observations were only
started later in time compared to the S/X observations (Fig. 2.4).

The catalogs were determined separately and then aligned to the ICRF3 S/X by a rotation
about each of the three ICRF3 S/X axes, respectively, using only the respective common
ICRF3 defining sources. The Venn diagram in Fig. 2.5 depicts the number of common
sources and defining sources in the three catalogs. The 303 ICRF3 defining sources were
selected to have compact source structure, to have stable source position time series,
and to be evenly distributed across the sky. Six of the defining sources in ICRF3 K
and two of those in ICRF3 X/Ka were not used in the alignment to ICRF3 S/X due to
few observations in these CRFs or because they were identified as likely outliers. The
ICRF3 S/X itself was aligned to ICRF2 using the 295 ICRF2 defining sources for the
NNR condition applied during the analysis(Charlot et al. 2020). No spin was considered.

Also for the first time, the ICRF3 has an epoch (2015.0) because the effect of the Galac-
tocentric acceleration of the barycenter of the solar system with respect to the distant
background (secular aberration Kopeikin and Makarov 2006), is modeled as well. It
shows up as a global dipole pattern of apparent proper motions towards the Galactic
Center (located at α =266.4◦, δ=−29.0◦). The acceleration vector therefore is pointing
towards the Galactic center with a magnitude of 5.8µas yr−1 as determined from S/X
VLBI observations (Charlot et al. 2020).

As the number of observations in VLBI scales with the square of the number of antennas in
the observing network, the square root of the number of observations is inversely correlated
with the uncertainties of the least-squares adjustment, and networks with more antennas
provide less independent observations, there is a high likelihood that the formal uncertain-
ties from the fit are unrealistically small. Thus, the uncertainties from the least-squares
adjustment were inflated as σα∗ =

√︂
(sσα∗,formal)2 + σ2

n0 and σδ =
√︂

(sσδ,formal)2 + σ2
n0,
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2.2 Very long baseline interferometry

Figure 2.4 Data time spans of ICRF3 at dif-
ferent frequencies, of Gaia DR2, and of Gaia
EDR3.
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Figure 2.5 Venn-diagram of the crossmatch of
the number of sources in the three ICRF3 cata-
logs. The respective number of defining sources
is given in parentheses (according to Charlot
et al. 2020).

where s is the scaling factor and σn0 is the noise floor. For ICRF3 S/X and ICRF3 K
the scaling factor of 1.5 was used, similar to studies on previous ICRFs (Ma et al. 1998;
Fey et al. 2015). A noise floor of 30µas was applied for each coordinate direction for
the three catalogs after investigating the position offset between CRFs based on various
subsets. The δ component of ICRF3 K needed a higher noise floor of 50µas. This results
in median uncertainties of 127µas in α∗ and 218µas in δ for ICRF3 S/X, of 74µas in α∗
and 136µas in δ for ICRF3 K, and of 76µas in α∗ and 104µas in δ for ICRF3 X/Ka.
The median correlation coefficient is only 0.13 for ICRF3 S/X, but 0.30 for ICRF3 K and
0.43 for ICRF3 X/Ka. It is assumed that the stronger correlations stem from the limited
observing geometry for the latter two catalogs. For the 600 sources common to the three
catalogs, the ICRF3 S/X uncertainties are only about one third of those for ICRF3 K and
ICRF3 X/Ka, whereas for the other two catalogs, the uncertainties are similar (Charlot
et al. 2020). This can be explained by the more heterogeneous observations in ICRF3 S/X
in terms of total number of observations and position uncertainty. The median difference
of the position between ICRF3 K and ICRF3 S/X is 0.20 mas and the median difference
of the position between ICRF3 X/Ka and ICRF3 S/X is 0.36 mas.

Charlot et al. (2020) determined the global systematic deformation in terms of the 16
VSH parameters between ICRF2 and ICRF3 at S/X frequencies. For both CRFs, the
Galactocentric acceleration was modeled to keep the results comparable. All VSH param-
eters between the two frames are below a magnitude of 20µas with uncertainties of less
than 5µas, except D3 (39 ± 4µas) and aE

2,0 (−39 ± 4µas). Similarly, as shown in the in-
troduction already, the 16 VSH parameters between ICRF3 S/X and ICRF3 K are below
a magnitude of about 50µas with uncertainties of less than 10µas. Furthermore, those
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between ICRF3 S/X and ICRF3 X/Ka are below a magnitude of 75µas with uncertainties
of less than 10µas except for D3 (−314 ± 8µas) and aM

2,0 (207 ± 7µas). Charlot et al.
(2020) expects the large deformations to be caused by the limited observing geometry
(limited radio source distribution in the South for ICRF3 K and limited antenna network
for ICRF3 X/Ka). These small systematic differences and the about one magnitude larger
individual source position differences are further evaluated in Sect. 4.3.2.

It is expected that in the future also an ICRF from the new VGOS (Petrachenko et al.
2012), which uses a broadband signal from currently 3 to 10 GHz, is calculated and ap-
proved.

Phase referencing data can be obtained from the online archives of the various radio an-
tenna networks regularly used for astrometry, such as VLBA or European VLBI Network
(EVN). Already calibrated data, like source images or published positions, can also be
found in online archives and in the literature. If these data are used directly, it is necessary
to carefully check which primary calibrator positions were used for the calibration and
which calibration steps were performed. Without this information, meaningful absolute
positions cannot be derived from phase-referenced observations.

Xu et al. (2019a) analyzed the data of 3417 radio sources using about the same observa-
tions as used for the determination of ICRF3 S/X. They determined the effect of source
structure in the closure phase and closure amplitude signals (for details on how the closure
loops where formed, see the publication). The effect is quantified by the closure amplitude
root mean square (RMS), CARMS. It represents a lower bound on the detected structural
effects in the data. For astrometric studies, the CARMS based on basic noise weighting
is recommended:

• CARMS < 0.2 indicates minimum source structure,

• CARMS > 0.3 indicates significant source structure,

• CARMS > 0.4 indicates very extended source structure.

2.3 Gaia

In this section, the Gaia spacecraft and its astrometric product, published in data releases
(DRs), are described in more detail.

2.3.1 Concept

The Gaia spacecraft, launched on 19 December 2013 by ESA, is a follow-up mission to
the Hipparcos mission with the objective to derive precise astrometry and photometry
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for a large group of sources in the Milky Way. One of Gaia’s key milestones is to obtain
accurate astrometry (three dimensional positions and velocities) for as many sources in
the sky as possible. For example, trigonometric parallax measurements have their limita-
tions when taken from ground due to the Earth’s atmosphere and systematic errors. The
Hipparcos mission made significant advances in this topic. It detected 117 955 sources
with milliarcsecond accuracy in absolute parallax (ESA 1997). Its successor, Gaia, listed
already 2 057 050 sources with a full 5-parameter astrometric solution (angular position,
mean proper motion, parallax) in its first data release DR1 based on 14 months of observa-
tions. Of these, 93 635 are identical to the stars detected by Hipparcos and the parallax
precision is already well below one milliarcsecond for this subset, with an additional sys-
tematic error of ±0.3 mas (Brown 2017). It was possible to publish radial velocities as a
sixth astrometric parameter already in Gaia DR2.

Initial studies and proposals in the 1990s incorporated an interferometric spacecraft (Lin-
degren and Perryman 1994, 1996; Høg 2014); however the observation principle of the
approved Gaia mission is based on direct imaging on CCD by telescopes onboard the
spacecraft and detection by Time-Delayed Integration (TDI) (Perryman et al. 2001).
Thus, Gaia detects the photocenter of the sources in the sky. The optical resolution is
about 0′′.1.

Gaia continuously scans the sky by rotating around its own axis and by orbiting around
the Sun at the L2 Lagrangian point (which orbits the Sun at the same rate as the Earth).
A sketch is given in Fig. 2.3. In doing so, it accurately measures the angular separation
of sources along great circles. The sources can either be located in the two simultaneous
fields of view from the two identical telescopes onboard the satellite, which are separated
by a known angle, or in one field of view of one of the two telescopes. To achieve this,
the two images of the telescopes are mapped on a common focal plane. Various groups
of CCD sensors are installed on the focal plane, such as sensors for the sprectroscopic
instrument and the photometric instrument. For the focus of this work, the sky mappers
and the astrometric instrument are of interest. When a source passes the field of view
of one of the telescopes, its emission first gets recorded in the sky mapper CCDs of
the respective telescope. Detected sources are classified into different window classes
(WCs), mainly based on their G magnitude. The WCs define the pixel binning and TDI
blocking gate used on the astrometric field (AF) CCDs for the particular observations.
WC0 for G ≤ 13 mag has no binning, and thus a two-dimensional image and thus two-
dimensional coordinates (along- and across-scan) can be derived. For fainter sources, WC1
for 13 mag ≤ G ≤ 16 mag and WC2 for G ≥ 16 mag, the pixels in the across-scan direction
are binned, and thus only one-dimensional coordinates (along-scan) can be determined.
The limiting optical magnitudes for Gaia are 3 mag ≤ G ≤ 21 mag. On the AF CCDs,
the fields of view of both telescopes are combined. This method allows Gaia to determine
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absolute parallaxes from the difference in parallax factors of the stars in the two images
(Gaia Collaboration et al. 2016).

By repeatedly measuring the sources positions, the change in the source positions through
space can be determined. Each of the sources was planned to be observed about 70 times
over a period of five years. However, the mission has already been extended until the end
of 2022, with a further possible extension until 20254.

The raw data are processed by the Gaia Data Processing and Analysis Consortium
(DPAC). Details can be found in (Gaia Collaboration et al. 2016). The astrometric catalog
is derived by simultaneously fitting various nuisance parameters (instrument attitude and
geometric calibration) and the astrometric parameters for well-behaved detected sources
(angular position, mean proper motion, parallax) in a combined iterative adjustment, the
so called Astrometric Global Iterative Solution (AGIS). All steps in the whole process-
ing chain (such as point spread function model, wavelength calibrations) are iteratively
updated with improved results from AGIS and vice versa (Lindegren et al. 2012, 2016).
Because of this self-calibration and the measurement principle of deriving angle differ-
ences, a rank deficiency of six parameters is present. These are the orientation offset at a
reference epoch about the three rotation axes (three constant angles) and the spin about
the three rotation axes (three constant angular velocities). To solve for these parameters,
external data are required. In AGIS, a so called frame rotator ensures the global zero
orientation offset between the preliminary Gaia frame and the VLBI-based ICRF, as well
as the zero global spin of distant AGNs. This is realized by applying a NNR condition
on selected subsets of the Gaia dataset used in this processing step. The zero orientation
offset condition is based on a suitable subset of AGN sources derived from cross-matching
the preliminary Gaia dataset with the VLBI-based ICRF and applying some filters. The
spin condition is based on the same ICRF subset and a similarly derived AGN subset from
a comparison to other AGN catalogs. For Gaia DR2, the ICRF3 S/X prototype (2017-06-
30, solution from GSFC, IAU Working Group Third Realization of International Celestial
Reference Frame) was used for the former, and the AllWISE AGN catalog (Secrest et al.
2015, 2016) was used for the latter. For Gaia EDR3, the sources from Gaia-CRF2 (see
next subsection) were selected from the preliminary version of Gaia EDR3 and filtered
again, using more stringent astrometric criteria. In addition, the code of the frame rotator
was revised in Gaia EDR3, including outlier elimination (Gaia Collaboration et al. 2022).
Further details are given in Lindegren et al. (2018); Gaia Collaboration et al. (2022). It
is worth noting that the counterparts used for this alignment of the Gaia frame are not
identical to those of the respective Gaia-CRF selected from the final Gaia dataset.

These counterparts used for the alignment to ICRF are optically faint, most with G >

16 mag. This would not be an issue if the calibration of the astrometric instrument was not
4https://sci.esa.int/s/8OJDymW, accessed 23 May 2022.
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G magnitude dependent. However, each WC and each type of TDI blocking gate have to
be calibrated separately. Because some sources were classified in different WCs at different
epochs in time, and because their estimated source parameters should be consistent, there
should be some overlap between the various classifications and thus there should be no
discontinuity in spin for the whole Gaia dataset. However, in Gaia DR2 the overlap of
sources in WC0 and WC1 apparently was not sufficient, as shown by a spin offset of
various G magnitude bins in Lindegren et al. (2018). The instrumental calibration for
WC0 is more difficult to calibrate due to the two-dimensional data acquisition compared
to WC1 and WC2. Lindegren (2020a) concludes that the sources classified in both WC0
and WC1 might not be consistently modeled in terms of astrometry due to this imperfect
WC0 calibration, which likely was the immediate reason of the detected spin offset across
G magnitudes. Improved calibration models for WC0 and additional constraints should
ensure to remove this issue in the upcoming DRs (Lindegren 2020a).

In Gaia EDR3 this WC0 calibration problem was solved by an ad hoc correction of
[−0.016 6, −0.095 0, +0.0283] mas yr−1 per rotation axis to the WC0 calibration param-
eters in one of the AGIS iterations (Lindegren et al. 2021b). The numbers were derived
from comparing the proper motion of that iteration to the position differences between
Gaia and Hipparcos divided by their epoch difference. Due to lack of suitable infor-
mation, the orientation offset between the different WC reference frames was assumed
to be zero. Because the Hipparcos reference frame is aligned to ICRS with ±0.6 mas
uncertainty per axis at epoch J1991.25 (Lindegren and Kovalevsky 1995; Kovalevsky et al.
1997), the spin correction is accurate to about 0.024 mas yr−1. As this manual correction
is unsatisfactory, the DPAC is continuously working on further improving the calibration
schemes (for Gaia EDR3 already three times as many calibration parameters were used
as for Gaia DR2) so that in future Gaia DRs, this correction is obsolete (Lindegren et al.
2021b).

2.3.2 Recent official products

For this work, two Gaia data releases are investigated, Gaia DR2 and its successor, which is
based on a longer time span, Gaia EDR3. The data are available from the Gaia archive5.
As can be seen from Table 2.2, the 55 % increase in covered time span resulted in an
increase of 7 % of the detected sources. For each source, the Gaia astrometry is either given
as 2-parameter solution (position only), 5-parameter solution (angular position, mean
proper motion, parallax using the standard model of stellar motion as defined in Eq. 2.11),
or a 6-parameter solution (a so called pseudo-color was fitted as an additional parameter
to the astrometry).The number of sources with a full 5-parameter (and 6-parameter for

5https://gea.esac.esa.int/archive/, accessed 12 January 2021.
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Table 2.1 Comparison of the median uncertainties of the astrometric parameters of Gaia
DR2 and Gaia EDR3 for various subsets of the Gaia datasets.

unit Gaia DR2 Gaia EDR3 % increase

σpos,max (G <15) µas 20–30 10–20 −33
σpos,max (G=17) µas 80 50 −38
σpos,max (G =20) µas 550 400 −27
σpos,max (G =21) µas 1600 1000 −38
σµ (G <15) µas yr−1 50–70 20–30 −57
σµ (G=17) µas yr−1 160 70 −56
σµ (G=20) µas yr−1 1160 500 −57
σµ (G=21) µas yr−1 3370 1400 −58
G (Gaia-CRF) mag 19.5 20.06 3
σpos,max (Gaia-CRF) µas 400 447 12
G (ICRF3 S/X counterparts) mag 18.8 18.9 1
σpos,max (ICRF3 S/X counterparts) µas 290 194 −33

Notes. The information was retrieved from Lindegren et al. (2018); Gaia Collaboration
et al. (2018) for Gaia DR2 and from Gaia Collaboration et al. (2022), the Gaia website
(https://www.cosmos.esa.int/web/gaia/earlydr3), and this work for Gaia EDR3.

Table 2.2 Comparison of some relevant parameters of Gaia DR2 and Gaia EDR3.

Gaia DR2 Gaia EDR3 % increase

Epoch (Julian Year) 2015.5 2016.0
Number of sources (total) 1 692 919 135 1 811 709 771 7
Number of sources (5-parameter+6-parameter) 1 331 909 727 585 416 709+882 328 109 10
Number of sources (6-parameter) 0 882 328 109
Number of sources (2-parameter) 361 009 408 343 964 953 −5
Number of Gaia-CRF sources 556 869 1 614 173 190
Number of ICRF3 S/X1sources 2 820 3 142 11

Notes. The Gaia data time span starts on 25 July 2014 (10:30 UTC) and lasts until 23 May 2016
(11:35 UTC) for Gaia DR2 and until 28 May 2017 (08:44 UTC) for Gaia EDR3. For details see
Gaia Collaboration et al. (2018, 2022). (1) ICRF3 S/X prototype for Gaia DR2.

Gaia EDR3) astrometric solution increased by 10 %, while the number of sources with
a 2-parameter solution decreased by 5 %. This again reflects the positive impact of the
additional observations. Mean radial velocities were published for 7 224 631 sources in
Gaia DR2 for the first time. They were not changed for Gaia EDR3.

The provisional set of extragalactic AGN counterparts used for rotating the frame was
renewed after the processing of the respective Gaia DR. This is the Gaia-CRF. The large
increase in identified sources for the Gaia-CRF from Gaia DR2 to Gaia EDR3 is due to
slightly different strategies in cross-matching and filtering, as described below, but mainly
due to the use of 13 different AGN catalogs in addition to ICRF3 S/X for comparison for
Gaia-CRF3, while only the AllWISE catalog in addition to ICRF3 S/X prototype was
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used for Gaia-CRF2. The increase in counterparts to ICRF3 S/X is on the level of the
increase in detected sources, 11 %.

The selection criteria for Gaia-CRF2 are the following (Lindegren et al. 2018):

• Positional matching with a radius of 100 mas (ICRF3 prototype) or 1 arcsec (All-
WISE catalog), then choosing the nearest positional match,

• astrometric_matched_observations ≥ 8,

• astrometric_params_solved = 31,

• | (ϖ + 0.029 mas) /σϖ| < 5,

• (µα∗/σµα∗)2 + (µδ/σµδ
)2 < 25,

• | sin b| > 0.1,

• ∆ < (2 arcsec) × | sin b|,

where b is the Galactic latitude according to Lindegren et al. (2018). The latter two items
were not used for crossmatching the ICRF3 S/X prototype. They prevent the subset of
crossmatches with the less accurate non-VLBI catalogs from containing non-AGN sources
in the area of the sky with a high probability of confusion sources, the Galactic plane.
Thereby ∆ is the reduced matching distance for sources close to the Galactic plane. It
depends on the Galactic latitude b. Using the filters in items 4 and 5 described above,
counterparts with significant parallax and proper motions from the Gaia data are excluded
already.

For Gaia-CRF3, various AGN catalogs were crossmatched to identify AGN in Gaia EDR3
(see Gaia Collaboration et al. 2022). The selection criteria are the following (Gaia Col-
laboration et al. 2022):

• The VLBI-based catalogs, such as ICRF3, were crossmatched with a radius of
100 mas, whereas for other catalogs a radius of 2 arcseconds was used. Always the
nearest match was selected,

• astrometric_params_solved = 31 (5-parameter solution) or astrometric_params_solved
= 95 (6-parameter solution),

• | (ϖ + 0.017 mas) /σϖ| < 5,

• [µα∗µδ] Cov (µ)−1
[︄
µα∗

µδ

]︄
< 25,

• | sin b| > 0.1,

• ∆ < (2 arcsec) × | sin b|,

where Cov (µ) is the covariance of the proper motions. Thus, in contrast to Gaia-CRF2,
for the selection of Gaia-CRF3 also the correlations of the proper motions were taken into
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account. Again, the last two items were only applied to the non-VLBI catalogs due to
their reduced accuracy compared to the VLBI-based catalogs and the larger radius used
for crossmatching.

The astrometric uncertainties of the sources (5-parameter and 6-parameter, where 6-
parameter solutions are slightly worse) in Gaia DRs are mainly depending on the G

magnitude. Table 2.1 lists the mean uncertainties for some subsets of Gaia DR2 and Gaia
EDR3 for comparison and the percentage improvement from one DR to the other. The
longer data time span mainly improved the proper motions. The ICRF3 S/X counterparts
have smaller uncertainties than the other Gaia-CRF sources. This is because the ICRF3
S/X counterparts are optically brighter than the other Gaia-CRF sources and therefore
have a smaller standard deviation (Gaia Collaboration et al. 2022). Since the sources of
Gaia-CRF3 are fainter than those of Gaia-CRF2, the median uncertainties for Gaia-CRF2
are smaller than for Gaia-CRF3.

In contrast to ICRF3, the Galactocentric acceleration is not corrected in Gaia DR2 or
Gaia EDR3. It was however detected in Gaia EDR3 when the internal systematics became
small enough (Gaia Collaboration et al. 2021b). A more detailed comparison is given in
Sect. 5.2.

Secondary parameters were also derived from the Gaia dataset. The re-normalized unit
weight error (RUWE) is a goodness-of-fit statistic describing how well the Gaia obser-
vations of a source fit the 5-parameter model of stellar motion. Values larger than 1.4
depict that the model does not fit the data well, that the source is not point-like (given
the optical resolution of Gaia), or that it has a time-variable structure (Lindegren et al.
2018; Lindegren 2018).

The alignment could be confirmed to within ±20µas for orientation and ±20µas yr−1 for
spin per axis (Lindegren et al. 2018) for the optically faint part of DR2 with a magnitude
range of G≳ 15 and a median magnitude of G≃ 18.8. The celestial reference frame of
Gaia EDR3 was aligned towards ICRF3 with a root mean square (RMS) of ±10µas at
epoch T = 2016.0 and a spin of less than ±10µas yr−1, both values at magnitude G= 19
(Gaia Collaboration et al. 2021a).
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3 Methods for catalog comparison

In this chapter the background on mathematical methods for the catalog comparisons
is described. First, the identification of counterparts in two catalogs is outlined. Then,
various parameters for the comparison of positions and proper motions are explained. In
the last section, the calculation of global systematics between two catalogs is introduced.

3.1 Identification of radio-optical counterparts

It is not known whether the observed emission from VLBI and Gaia stems from the
same object. Thus, the catalogs have to be compared using spatial crossmatches and
appropriate filters. For the identification of counterparts between ICRF3 and Gaia DR2,
the same method as for selecting sources for the Gaia-CRF2 in Sect. 2.3.2 is used. To
take care of any additional probability of misidentification in crowded areas, the approach
of Petrov and Kovalev (2017) is additionally applied. In this approach, the probability
of false association (PFA) is determined from the Gaia DR2 source density in the area
around the source depending on the arc length between the VLBI and Gaia positions and
the Gaia and VLBI error ellipse. The criterion PFA< 2 · 10−4 is used as in Petrov and
Kovalev (2017) to filter any crossmatches with high probability of misidentification.

For the identification of stars in the Gaia database, the ability of the Gaia archive to
search by name in conjunction with retrieval of data from other astrometric databases is
employed. The results are checked against a spatial crossmatching of the VLBI and Gaia
positions.

Source names according to the naming convention are used to identify counterparts be-
tween the different radio catalogs.
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3.2 Position offsets

Position offsets ∆α and ∆δ between counterparts of two catalogs C̃ and C are derived in
the local tangent plane, provided that the two catalogs are close to each other, as

∆α∗ = (αC
i − αC̃

i ) cos δC̃
i (3.1)

∆δ = δC
i − δC̃

i , (3.2)

where αC̃
i , δ

C̃
i are the coordinates of the ith source in the first catalog, and αC

i , δ
C
i are

the coordinates of the same source in the second catalog (see for example Mignard et al.
2016). In order to make the offsets in α direction comparable over all declinations, they
are multiplied by cos δ (and depicted with ’*’).

The arc length (angular separation) is

ρ =
√︂

(∆α∗)2 + (∆δ)2, (3.3)

assuming the validity of the small angle approximation with position offsets smaller
∼150 mas. Considering the possibility of strong correlations between the coordinate di-
rections, the normalized arc length Xρ is derived from

X2
ρ = [XαXδ]

[︄
1 U

U 1

]︄−1 [︄
Xα

Xδ

]︄
, (3.4)

where the correlation coefficient of the combined errors is

U =
σα∗,Cσδ,CrC + σα∗,C̃σδ,C̃rC̃√︃(︂
σ2

α∗,C + σ2
α∗,C̃

)︂ (︂
σ2

δ,C + σ2
δ,C̃

)︂ , (3.5)

the correlation coefficients of the two CRFs are rC and rC̃ , and the normalized coordinate
differences are

Xα = ∆α∗√︂
σ2

α∗,C̃
+ σ2

α∗,C

, Xδ = ∆δ√︂
σ2

δ,C̃
+ σ2

δ,C

. (3.6)

The normalized separations Xρ,i with i = 1...n between two astrometric catalogs with n

counterparts should follow the standard Rayleigh distribution (σ = 1) in case their uncer-
tainties are normally distributed. The cutoff criterion x for outliers from this distribution
are determined from the probability density function Pr as

Pr(Xi > x) = exp((−x2)/2) ∗ n, (3.7)
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3.3 Alignment of two celestial reference frames

and Pr(Xi > x) = 0.5.

3

2
1

+α

+δ

ρ 

Figure 3.1 The position angle
difference Ψ between the arcs
with length ρ of two positions to-
wards a third position.

The position angle ψ from the direction to the positive
declination axis towards the position of interest in direc-
tion of the positive right ascension axis, as pictured in
Fig. 3.1, is determined as

ψ = atan2(∆α∗,∆δ). (3.8)

For example, in the case of Fig. 3.1, for ψ1 for position 1
with reference position 3 ∆α∗1 = (α1 − α3) ∗ cos(δ1) and
∆δ1 = δ1 − δ3. The position angle difference Ψ between
two positions towards a third position, as pictured in Fig. 3.1, is then determined as

Ψ = ψ2 − ψ1. (3.9)

3.3 Alignment of two celestial reference frames
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Figure 3.2 The orientation of a refer-
ence frame C̃ = [X̃, Ỹ , Z̃] with respect
to a reference frame C = [X,Y, Z] when
the Z axes of the two frames point in
the same direction and only a positive
orientation offset labelled A3 in Z is
present. Consequently, the right ascen-
sion of source S is α in frame C and
α̃ = α + A3 in frame C̃. The example
is based on Fig. 1 in Lindegren (2020a).

The alignment of two catalogs is in general vali-
dated by the determination of a residual global rigid
rotation A between the two reference frames of in-
terest. The rotation thereby is defined by an in-
stantaneous orientation offset ϵ of the three coordi-
nate axes [X̃, Ỹ , Z̃] of an arbitrary reference frame
C̃ with respect to a reference frame C = [X,Y, Z],
and its time derivative, the angular velocity called
spin ω. For illustration, sketch of the orientation
about the Z axis relative to the coordinate direc-
tion of a source S is shown in Fig. 3.2. Ideally, the
reference frames are non-rotating with time in or-
der to fulfill the requirement of the ICRS, therefore
the spin should be zero and only orientation off-
set parameters require determination. All following
approaches of testing the alignment between two
catalogs are implemented using the least-squares al-
gorithm of the Gauß-Markov-Model as described in
Sect. 3.3.1. Thereby, the rotation parameters and
other parameters of interest are estimated from po-
sition or proper motion offsets ∆α∗ and ∆δ, com-
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puted similar to Eq. 3.2, of the individual counterparts of the two catalogs. In order for
this algorithm to work, the system of equations must be over-determined, which means
that information for more counterparts needs to be available than the number of desired
parameters.

In the simplest approach, the orientation offset between two catalogs is calculated from
position offsets at a common epoch in time or, in a separate analysis, the spin is determined
from proper motion offsets at a common epoch in time. The offsets describe a vector
field on the celestial sphere and the rotation is the common global feature described
mathematically in a functional model as

∆α∗ = + A1 cosα sin δ +A2 sinα sin δ −A3 cos δ, (3.10)
∆δ = −A1 sinα+A2 cosα, (3.11)

where A1, A2, and A3 are the rotation angles around the three axes of a reference frame
and ∆α∗ and ∆δ are the respective position offsets.

Historically, for example for the orientation of the first realization of the International
Celestial Reference Frame (ICRF1) (Ma et al. 1998), additional parameters were included
in the functional model:

∆α∗ = A1 cosα sin δ +A2 sinα sin δ −A3 cos δ +Dα(δ − δ0) cos δ, (3.12)
∆δ = −A1 sinα+A2 cosα+Dδ(δ − δ0) +Bδ, (3.13)

where the linear trends Dα and Dδ in direction of α and δ are a function of declination
with an arbitrary origin δ0. The bias Bδ is describing a global translation in direction
of δ. According to Feissel-Vernier et al. (2006) this parameter is significant in case of
systematic declination differences such as “inaccuracy of the tropospheric propagation
correction for sources observed at low elevations. This is often the case for sources in
the equatorial region, as a result of the terrestrial network geometry.” Since then, the
tropospheric modeling in VLBI analysis has been evolved and now, this parameter is
expected to be negligible. Still, it can be employed as a quality check of the reference
frames. The parameters Dα and Dδ however, were already not used for investigation of
the orientation of ICRF2 to its predecessor anymore because they were found negligible
(Fey et al. 2015).

In the recent years this approach has been refined in two ways. First, Lindegren (2020a)
combined the determination of orientation offset and spin between two catalogs. In his
method, both position differences and proper motion differences may be used as input
parameters to the least-squares adjustment. The position differences also impact the
determination of the spin in case the position epochs between the two catalogs differ. In
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case multiple differences are inserted for the same object, they also get adjusted. This
method is described in detail in Sect.3.3.2. Second, in Sect.3.3.3 the fit of vector spherical
harmonics to position or proper motion offsets is introduced. This method is reported
for example by Mignard and Klioner (2012) and describes the fit to orthogonal functions,
which also allow the determination of higher-order terms in case a sufficient number of
counterparts is available.

3.3.1 Least squares adjustment

The Gauß-Markov-Model is the commonly used algorithm in geodesy for the estimation
of the parameters of linearized functional models based on the method of least squares.
The parametric adjustment is based on simple equations which are introduced here for
clarity and can be found for example in Niemeier (2008) and DIN Deutsches Institut für
Normung e.V. (2010). The method of least squares can only be applied if the number of
observations n is larger than the number of unknown parameters to be determined u.

The functional model fk, where k = 1...n, is a linear model of the true values of parameters
X̃j , where j = 1...u. For true values of the observations L̃k, the relation

L̃k = fk(X̃1, X̃2, X̃3, ..., X̃u) (3.14)

applies. The results of the adjustment Lk̂ and Xj
ˆ need to fulfill this functional model as

well:

Lk̂ = Lk + vk ≡ fk(X̂1, X̂2, X̂3, ..., X̂u). (3.15)

Thereby vk are the residuals and Lk are the observed values.

The adjustment algorithm only works, if the adjusted parameters are small. Therefore,
usually reduced observations l are used for the calculations instead of observations L,
where l = L − L0. Thereby, approximate values of observations L0 are obtained by
inserting approximate parameters X0 for the parameters X̂ in the functional model f .
Then, the reduced parameters x̂ are estimated, and the desired parameters X̂ are deter-
mined as X̂ = X0 + x̂. If the approximate values are unknown, they are usually set to
zero. The linearized functional model in matrix notation is expressed as

l
(n,1)

+ v
(n,1)

= A
(n,u)

x̂
(u,1)

, (3.16)

where A is the model matrix consisting of n lines and u columns which are created from the
in total u coefficients of the n observation equations. The coefficients are determined from
the partial derivatives of the linearized functional model with respect to the respective
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parameter xĵ at X0. If the functional model is not linear, it is usually linearized by a
Taylor expansion. Then, the adjustment is iteratively solved, where the linearization is
conducted at X̂ of the previous iteration.

The second component for the adjustment model is the stochastic model Σll. It provides
information about the uncertainty relation between the observations lk. The cofactor ma-
trix Qll = 1

σ2
0
Σll of the observations is a squared matrix of size n, where the variances of

the observations σ2
k are the main diagonal elements. If correlations between observations

were present, they would be located at the respective off-diagonal elements of the two cor-
related parameters. Otherwise, these matrix elements are equal to zero, which simplifies
the calculations of the weight matrix P to

P
(n,n)

= Qll
−1

(n,n)
=

⎡⎢⎢⎣
σ2

0/σ
2
1 0

. . .
0 σ2

0/σ
2
n

⎤⎥⎥⎦ , (3.17)

where σ2
0 is the unknown variance of weight unit. Its absolute value is unknown and not

relevant for this adjustment algorithm, which is why it is usually set equal to one, as it is
in this work.

From the functional model and the stochastic model, the normal equation system is de-
rived as

x̂ = N−1b, N
(u,u)

= A′
(u,n)

P
(n,n)

A
(n,u)

, b
(u,1)

= A′
(u,n)

P
(n,n)

l
(n,1)

, (3.18)

where N is the normal equation matrix. The cofactor matrix Qxx of the estimated
parameters x̂ is determined as Qxx = N−1. It contains information about the uncertainty
relations of x̂. The residuals of the observations finally are derived from

v = Ax̂ − l. (3.19)

The square sum of residuals Q, which can be used as a first quality check using Eq. 3.21,
is needed for calculation of the empirical variance of weight unit s2

0 (also called χ2).

Q = v′P v, (3.20)

Q ≡ l′P l − (A′P l)′x̂, (3.21)
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s2
0 = Q

n− u
. (3.22)

Thereby, the principle of adjustment following the method of least squares is the loss
function v′P v ⇒ min.

The covariance matrix Σxx of the estimated parameters is calculated from

Σxx = s2
0Qxx. (3.23)

The standard deviation of the estimated parameters sj is equal to the square root of the
respective diagonal element of Σxx. Correlations of the parameters x̂j and x̂i, where
j ̸=i, can be derived from the respective off-diagonal elements, the covariances sij . The
correlation coefficient rij is determined as

rij = sij

sisj
, (3.24)

where zero values indicate no linear correlation and values of magnitude 1 indicate full
linear correlation. It is only meaningful if a causal linear relationship between the two
parameters is present and if the population follows a normal distribution. A general rule
of thumb, that is also used for the evaluation in this work, is that correlations larger
zero but smaller 0.3 indicate minor linear correlation, values between 0.3 and 0.5 indicate
medium linear correlation, values between 0.5 and 0.7 indicate strong linear correlation,
and values larger 0.7 indicate very strong linear correlation in case of a sufficiently large
sample. Corresponding negative values indicate negative correlations of the same category.
A more detailed categorization can be carried out using the Fisher-transformation and
t-test. For example, from covariances of astrometric positions α∗ and δ, the semi-major
error axis of the error ellipse in position σpos,max can be derived. It is determined as
(Lindegren et al. 2016)

σpos,max =
√︃

1
2
(︁
σ2

α∗ + σ2
δ

)︁
+ 1

2

√︂(︁
σ2

δ − σ2
α∗
)︁2 + 4(σα∗σδr (α∗, δ))2. (3.25)

It is possible to set up the normal equation system in Eq. 3.18 individually for each ob-
servation. Then they are stacked only before inversion of N . This results in reduced
computational power, for example, when adding new observations to an existing solution
to obtain updated estimates. Another possible application is to test the scatter of esti-
mates from different subsets of observations l without re-computing the normal equation
matrix for each l. This procedure does not lose information, but it is only possible in case
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the observations are not correlated. The vectors and matrices get stacked according to

(N1 + N2 + ...+ N i) x = b1 + b2 + ...+ bi (3.26)

and

l′P l =
(︁
l′P l

)︁
1 +

(︁
l′P l

)︁
2 + ...+

(︁
l′P l

)︁
i . (3.27)

In the case of application examples with constraints, it should be emphasized that any
constraints must be removed from the normal equation system before stacking. Otherwise
they would get stacked as well. The constraints are then attached to the stacked product,
for example in case of datum information.

For the stacking process it is important that the columns and rows in the individual normal
equation matrix only contain common parameters to all observations and are sorted in the
same manner. Therefore, in case the desired parameters do not occur in the individual
normal equation matrix, zeros are filled in the respective rows and columns of the missing
parameter in the matrix. In case other parameters are present, they have either to be
fixed or reduced. The reduction of unwanted parameters is done by the method of Helmert
blocking (Wolf 1978; Niemeier 2008), which decomposes the normal equation system into
desired parameters, denoted by 1, and undesired parameters, denoted by 2:(︄

N11N12

N21N22

)︄
·
(︄

x1

x2

)︄
=
(︄

b1

b2

)︄
, (3.28)

which can also be written as

N11x1 + N12x2 = b1, N21x1 + N22x2 = b2. (3.29)

Solving the second last equation for x2 and inserting it into the last equation results in(︂
N11 − N12N−1

22 N21
)︂

· x1 = b1 − N12N−1
22 b2, (3.30)

which equals to

N reduced · x1 = breduced. (3.31)

Lastly, also the observation vector product needs adaption,

(︁
l′P l

)︁
reduced = l′P l − b′

2N−1
22 b2. (3.32)

In this reduction method, the desired parameters x1 are not changed. Therefore, they
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3.3 Alignment of two celestial reference frames

can be determined computationally efficient in case orders of magnitude more undesired
parameters are present in a normal equation system.

3.3.2 Simultaneous least squares adjustment of orientation and spin

A combined estimation of orientation ϵ and spin ω is possible when positions and proper
motions or multiple positions for a source are available in the reference frames under study.
This section is following the corresponding algorithms published in Lindegren (2020a).

To compute the differences between the positions and proper motions of a source in the
two catalogs, the position and proper motions at epoch T of the reference frame C̃ under
investigation must be available at the same epoch t of the target reference frame C. If
this is not the case, they can in general be propagated from the original epoch T to the
desired epoch t by making use of the parallax ϖ and radial velocities vr and

s(t) = u + (t− T )m, (3.33)

where on the unit sphere

u =

⎛⎜⎜⎝
cosα cos δ
sinα cos δ

sin δ

⎞⎟⎟⎠ =

⎛⎜⎜⎝
uX

uY

uZ

⎞⎟⎟⎠ (3.34)

is the barycentric unit vector towards the source, and

eα = 1
cos δ

∂

∂α
u =

⎛⎜⎜⎝
− sinα
cosα

0

⎞⎟⎟⎠ , eδ = u × eα = ∂

∂δ
u =

⎛⎜⎜⎝
− cosα sin δ
− sinα sin δ

cos δ

⎞⎟⎟⎠ , (3.35)

are its projections of unit length towards increasing α and δ directions. The time-
dependent fraction m is calculated with

A = 149 597 870.7 km
365.25 × 86 400 s yr−1 (3.36)

and

m = µα∗eα + µδeδ + (vrϖ/A) u. (3.37)

From Eq. 3.33, the new parameters at epoch t are then determined by calculation of the
propagated unit vector u(t) = |s(t)|−1s(t), m(t) = |s(t)|−1m,

α(t) = atan2 (uY (t), uX(t)) , δ(t) = atan2
(︃
uZ(t),

√︂
uX(t)2 + uY (t)2

)︃
, (3.38)
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eα(t) =

⎛⎜⎜⎝
− sinα(t)
cosα(t)

0

⎞⎟⎟⎠ , eδ(t) =

⎛⎜⎜⎝
− cosα(t) sin δ(t)
− sinα(t) sin δ(t)

cos δ(t)

⎞⎟⎟⎠ , (3.39)

µα∗(t) = eα(t)′m(t), µδ(t) = eδ(t)′m(t), (3.40)

ϖ(t) = |s(t)|−1ϖ, (3.41)

vr(t) = u(t)′m(t)A/ϖ(t). (3.42)

Because the proper motions are modeled as constant angular velocities in the standard
model of stellar motion, only uniform rotations apply, which results in an offset ϵ(t) at
epoch t of

C = C̃ + ϵ(t) × C̃ + O(ϵ2), (3.43)

with

ϵ(t) = ϵ(T ) + (t− T )ω, (3.44)

where the rotation A (see Eqs. 3.10 and 3.11) is separated in an orientation offset ϵ(T )
at epoch T and a linear spin ω as the first order time derivative of the orientation offset.
Similar to Lindegren (2020a) Eqs. 3.10 and 3.11 are applied for both types of rotation as
the functional model.

Two observation equations for source i are important for solving the mathematical prob-
lem:

0 = yi − Kix + γi, (3.45)

and

0 = ∆f i − M iyi − νi, (3.46)

with γi and νi being noise. From Eq. 3.45, the combined design matrix for a common
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3.3 Alignment of two celestial reference frames

global rotation in the positions and proper motion of the unknown corrections yi is

Ki =

⎡⎢⎢⎢⎣
cosαi sin δi sinαi sin δi − cos δi 0 0 0

−sinαi cosαi 0 0 0 0
0 0 0 0 0 0
0 0 0 cosαi sin δi sinαi sin δi − cos δi
0 0 0 − sinαi cosαi 0

⎤⎥⎥⎥⎦ , (3.47)

where the columns correspond to the unknown rotation parameters x,

x = [ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ] , (3.48)

and the rows to the unknown corrections yi for source i, which are to be added to its
parameters of frame C̃,

yi =
[︂
∆α∗i, ∆δi, ∆ϖi, ∆µα∗i, ∆µδi

]︂
. (3.49)

Thus, the total number of unknown parameters of the adjustment is 6 + 5k, where k

is the number of involved counterparts i. The matrix elements for ϖ are zero because
the parallax is not affected by the frame rotation. The stochastic model Ci is the 5 × 5
covariance of the parameters from frame C̃.

From Eq. 3.46, the design matrix for the differences between the parameters of the refer-
ence frames C̃ and C at epoch t labeled ∆f i is

M i =

⎡⎢⎢⎢⎢⎢⎣
1 0 0 ti − T 0
0 1 0 0 ti − T
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎦ , (3.50)

where the columns correspond to the corrections yi and the rows correspond to the param-
eter differences ∆f i. If only position differences are available for a source i, M i consists
of the first two rows, whereas likewise if only proper motion differences are available for
a source i, M i consists of the last two rows. The stochastic model Vi is created from the
uncertainties and correlations of the data of frame C.

The two observation equations are combined to the loss function

Q (x, {yi}S) =
∑︂
i∈S

[︂
(yi − Kix)′ C−1

i (yi − Kix) + (∆f i − M iyi)′ V −1
i (∆f i − M iyi)

]︂
,

(3.51)
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and they are resulting in solvable normal equations as(︄∑︂
i∈S

K ′
iC

−1
i Ki

)︄
x −

∑︂
i∈S

K ′
iC

−1
i yi = 0, (3.52)

−C−1
i Kix +

(︂
C−1

i + M ′
iV

−1
i M i

)︂
yi = M ′

iV
−1
i ∆f i (3.53)

where i is an element of the set of common sources S. Thereby matrices and vectors for
each source i are stacked as described in Sect. 3.3.1.

As an alternative, the system of normal equations is reduced to only include the common
rotation parameters x by inserting Eq. 3.53 in Eq. 3.52 and employing the method of
Helmert blocking as described in Eqs. 3.28 to 3.32,(︄∑︂

i∈S

N i

)︄
x =

∑︂
i∈S

bi, (3.54)

with the matrices and vector

N i = K ′
iM

′
iD

−1
i M iKi, bi = K ′

iM
′
iD

−1
i ∆f i, Di = V i + M iCiM

′
i, (3.55)

which is the covariance of ∆f i. From Eq. 3.54, x̂ is retrieved, and by inserting it in
Eq. 3.53, the ŷi are obtained.

Likewise, Eq. 3.51 is reduced to

Q(x) =
∑︂
i∈S

Qi(x), (3.56)

and

Qi(x) = (∆f i − M iKix)′ D−1
i (∆f i − M iKix) , (3.57)

where the residual of the VLBI data with respect to the Gaia data, which was propagated
to the VLBI epoch and corrected for the estimated rotation parameters, is ∆f i −M iKix.
The uncertainty of the residuals is determined as Di − M iKiN

−1
i (M iKi)′.

Furthermore,

Q/n = Q(x̂)/n (3.58)

is similar to the s2
0 of the solution, where n is the number of VLBI data points.

The amount of information of source i contributed to the solution of x is quantified by
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3.3 Alignment of two celestial reference frames

the Fisher information derived from

Ei = trace
ϵ

(N i) , Ωi = trace
ω

(N i) , (3.59)

where the first three elements of N i are used for Ei and the latter three for Ωi. Therefore,
if for example a source does not have any information on position but only on proper
motion, trace

ϵ
(N i) equals zero.

3.3.3 Vector spherical harmonics

The methodology of using VSH (e.g., Mathews 1981) for investigating celestial catalogs is
described in Mignard and Klioner (2012), while it is claimed by the authors that the idea
was initiated in Mignard and Morando (1990). It has been widely used in astronomy and
geodesy in the context of celestial reference frames, such as for the determination of large-
scale systematics of a single celestial catalog from VLBI or astrometric spacecraft (e.g.,
Gwinn et al. 1997; Makarov and Murphy 2007; Titov and Malkin 2009; Titov et al. 2011;
Titov and Lambert 2013; Gaia Collaboration et al. 2021b) or for testing the alignment
and large-scale systematics between reference frames as in Arias et al. (2000); Liu et al.
(2018); Karbon and Nothnagel (2019); Liu et al. (2020); Charlot et al. (2020).

VSH are an orthogonal set of toroidal (magnetic) and spheroidal (electric) basis functions
T lm and Slm of degree l and order m (|m| ≤ l) for a vector field V (α, δ) on a sphere.
Thereby Slm = u × T lm and T lm = −u × Slm. For each point on the sphere as well as
for each l and m the rules u · Slm = 0, u · T lm = 0, and T lm · Slm = 0 apply Mignard
and Klioner (2012).

According to Mignard and Klioner (2012) “any (square-integrable) complex-valued vector
field V (α, δ) defined on the surface of a sphere and orthogonal to u (radial direction),

V (α, δ) = V α(α, δ)eα + V δ(α, δ)eδ, (3.60)

can be expanded in a unique linear combination of the VSH,

V (α, δ) =
∞∑︂

l=1

l∑︂
m=−l

(tlmT lm + slmSlm) , (3.61)

where the coefficients tlm and slm can again be computed by projecting the field on the
base functions [...]” and eα and eδ are determined from Eqs. 3.34 and 3.35. Further details
on the mathematical principles and the derivation of the harmonic expansions are given
in Gwinn et al. (1997); Mignard and Klioner (2012) and are not repeated here.

The global effects of first degree VSH can be interpreted as an infinitesimal rotation
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around the three axis of the frame and a dipole displacement called glide. Smaller details
of the vector field can be modeled with increasing degree l. The rotation vector A with
components A = [A1, A2, A3] = [aM

1,1, a
M
1,−1, a

M
1,0] of magnetic type M creates a vector field

V A = A × u, which corresponds to

V A
α =V R · eα = +A1 sin δ cosα+A2 sin δ sinα−A3 cos δ,
V A

δ =V A · eδ = −A1 sinα+A2 cos δ, (3.62)

when projected on the local tangent plane (Mignard and Klioner 2012).

Likewise, the glide vector D with components D = [D1, D2, D3] = [aE
1,1, a

E
1,−1, a

E
1,0] of

electric type E represents the glide displacement, which is exactly orthogonal to the
rotation pattern at each point on the sphere and thereby creates a vector field V D =
u × (D × u) = D − (D · u) u of a dipole shape pointing from one pole of the axis to the
other pole and projected on the sphere.

V D
α =V D · eα = −D1 sinα+D2 cosα,
V D

δ =V D · eδ = −D1 sin δ cosα−D2 sin δ sinα+D3 cos δ, (3.63)

when projected on the local tangent plane (Mignard and Klioner 2012). The amplitude
and direction of the glide vector are calculated as

|D| =
√︂
D2

1 +D2
2 +D2

3, αD = atan2D2
D1

, δD = asinD3
|D|

, (3.64)

which also apply accordingly to the rotations. The physical interpretation of the glide is
the effect of the accelerated motion of the observer towards an apex, where the observed
sources show the dipole effect as apparent proper motions in the direction of the observer’s
acceleration. This is the case for the effect of Galactocentric acceleration of the solar
system barycenter in space that is seen in the proper motions of extragalactic objects by
an observer located in the solar system (Gwinn et al. 1997; Titov et al. 2011). It could
however also just be a systematic error.

The two patterns, rotation and glide, should always be simultaneously determined. Oth-
erwise, the determined vector will always be biased in case the condition of discrete
orthogonality between the VSHs are not satisfied, which can be the case if the spherical
vector fields on the sphere are not evenly distributed (e.g., Gaia Collaboration et al. 2018).
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Figure 3.3 Global deformation pattern of the vector field for selected VSH parameters. (a) D3,
(b) aE

2,0, and (c) aM
2,0, (d) aE,Im

2,1 . The black dot depicts the Galactic center, the dark grey line is
the ecliptic, and the light grey line is the galactic plane.

The VSH of degree l = 2 describe a quadrupole, and the terms are written as

V Q
α = aM

2,0 sin 2δ

+ sin δ
(︂
aE,Re

2,1 sinα+ aE,Im
2,1 cosα

)︂
− cos 2δ

(︂
aM,Re

2,1 cosα− aM,Im
2,1 sinα

)︂
− 2 cos δ

(︂
aE,Re

2,2 sin 2α+ aE,Im
2,2 cos 2α

)︂
− sin 2δ

(︂
aM,Re

2,2 cos 2α− aM,Im
2,2 sin 2α

)︂
, (3.65)

V Q
δ = aE

2,0 sin 2δ

− cos 2δ
(︂
aE,Re

2,1 cosα− aE,Im
2,1 sinα

)︂
− sin δ

(︂
aM,Re

2,1 sinα+ aM,Im
2,1 cosα

)︂
− sin 2δ

(︂
aE,Re

2,2 cos 2α− aE,Im
2,2 sin 2α

)︂
+ 2 cos δ

(︂
aM,Re

2,2 sin 2α+ aM,Im
2,2 cos 2α

)︂
, (3.66)
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where Re and Im denote the real and imaginary part. Figures 3.3a to 3.3d show the cor-
responding spherical vector fields of G3, aM

2,0, aE
2,0, and aE,Im

2,1 as examples. The harmonics
of degree l = 2 model the pattern of apparent proper motions of distant sources produced
by low-frequency gravitational waves (Gwinn et al. 1997).

The 16 parameters from equations 3.62 to 3.66 can be combined at will to provide the
functional model for the analysis of celestial catalogs with the help of least squares adjust-
ment as described in Sect. 3.3.1. Thereby the vector field created from both the position
offsets ∆α∗ and ∆δ are used as observations in the design matrix, which results in twice
as many observations than sources used for the investigation. The stochastic model con-
sists of the position offset uncertainties, which are derived by variance propagation of the
catalog position uncertainties. The celestial reference frames usually provide correlations
between the right ascension and declination values of their objects, which is why they can
also be inserted in the relevant matrix elements. The same principle holds in case a vector
field from proper motion offsets is investigated instead of from position offsets. The axes
1, 2, 3 depicting the rotation and glide components are equivalent to the respective CRF
axes X, Y , Z in this work.

3.3.4 Iterations

It is possible to perform least squares adjustment described in Sects. 3.3.1 and 3.3.2 itera-
tively, i.e., after an initial solution with the entire sample of sources S, the most deviating
source is rejected according to the maximum normalized loss function for source i of a
given solution x̂, max (Qi/ni), and a subsequent solution with the new sample of sources
S − k, is computed, and so on. Thereby, k is the number of rejected sources,

Qi/ni = Qi(x̂)/ni (3.67)

is the normalized loss function, and ni is the number of data points for source i. The loss
function is a measure of the discrepancy of the data from the astrometric model for the
source and of the suitability of the uncertainties of its data points. Ideally it should be
around unity. Any number of iterations can be performed as long as the normal equation
system is still overdetermined.

Statistics are generated for each rotation parameter from m = 1...p iterations in scenario
s to evaluate the steadiness of the p iterative solutions (Lunz et al. 2020a). The weighted
mean (WM) of a rotation parameter j is determined as

WMs =
∑︁p

m=1 (x̂m(j)/Qm
xx (j, j))∑︁p

m=1 (1/Qm
xx (j, j)) , (3.68)

where exemplary Qm
xx is the mth iterate of Qxx, the weighted root mean square (WRMS)
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3.3 Alignment of two celestial reference frames

describing the scatter of the estimates around the WM is determined as

WRMSs =

⌜⃓⃓⃓
⎷∑︁p

m=1

(︂
(x̂m(j) − WMs)2 /Qm

xx (j, j)
)︂

p−1
p

∑︁p
m=1 (1/Qm

xx (j, j))
, (3.69)

and the mean formal error (ME) of the rotation parameter estimates is determined as

MEs =
∑︁p

m=1
√︁

Qm
xx (j, j)

p
. (3.70)

According to Lunz et al. (2020a), if the WRMSs is larger than two times the MEs, the
rotation parameter offsets within the iterative parameter series are considered statistically
unstable within a scenario.

The mean standard deviation (MS) is calculated as the mean of each iteration series’
formal errors renormalized with

√︁
Q/n (similar to the calculation of the ME but with

multiplication of
√︁
Q/n):

MSs =
∑︁p

m=1

(︂√︁
Qm

xx (j, j)
√︁
Qm/nm

)︂
p

. (3.71)

These statistics are furthermore used, for example, to compare different scenarios with
different underlying data sets. The significance of the differences in statistics between
two scenarios s1 and s2 is tested by a two-sample t-test of a selected interval of the
iteration solutions where the results seem to be stable. This interval can be of different
length for both scenarios. This means the first few iterations are deselected in case
outliers were included in the sample, and the last few iterations were deselected because
of the sparse dataset and probable geometrical impacts of the sky distribution of the
counterparts on the results. The significance level was 5% and the null hypothesis was
that the means were equal. According to the given Behrens-Fisher problem, it is assumed
that the rotation parameters follow a normal distribution with unknown and unequal
variances. Furthermore, it is ignored that different stars or a different order of stars
is rejected in the given iteration intervals of the two scenarios. “If the test cannot be
accepted and the probability value (p-value) is smaller than the significance level, the
parameter difference between two scenarios is significant” (Lunz et al. 2020a).
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4 Optically faint radio sources

In this chapter the distant and optically faint part of the Gaia data set (the AGN in
the Gaia-CRF) and various VLBI-based celestial reference frames are examined in terms
of alignment and position differences. Besides the three ICRF3 catalogs, two additional
CRFs based on S/X observations are investigated. The first CRF (CRF7918) is set up
similar to ICRF3 S/X to check any differences due to different analysis software or setups.
For the second CRF (CRFGT), the observation time interval then is restricted to the
same time interval as the Gaia data release under investigation, Gaia DR2. The aim is
to test whether source structure effects that are variable over time can be mitigated in
the comparison between VLBI and Gaia positions. First, the data analysis for deriving
own CRFs from VLBI data is described. Then, the counterparts of all the catalogs under
review are determined. Finally, individual differences and global systematics are identified
between the various radio CRFs themselves and between the radio and optical CRFs.
Comparisons to closure-based indicators of detected source structure are conducted.

4.1 Own celestial reference frames at S/X frequencies

For investigating the time-dependency of position offsets between VLBI and Gaia CRFs,
two additional CRFs based on S/X VLBI observations are created. In the following, the
analysis data and setup are briefly explained. The VieVS@GFZ VLBI software developed
by the GFZ in Potsdam, Germany, was used for all processing steps.

4.1.1 Single session analysis

For the single session analysis of this work the VLBI sessions used for ICRF3 S/X were
adopted. The data were provided in the NGS file format. The analysis of the group
delays was performed with standard modeling and parameter setup used in geodetic VLBI
analysis as given in the IERS Conventions (Petit and Luzum 2010) and listed in the
following. For the calculation of the geometric delay the ITRF2014 (Altamimi et al. 2016)
was used as the a priori terrestrial reference frame (TRF). The a priori CRF was ICRF3
S/X. The reference epoch of the Galactocentric acceleration was set to 2015.0 (same epoch
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as for ICRF3). As the dynamical realization of the ICRS, the DE 421 ephemeris (Folkner
et al. 2009) were employed.

UT1 and polar motion were retrieved from the IERS ’C04 14’ predictions (Bizouard et al.
2019) (For ICRF3, the IERS ’finals.data’ predictions (Dick and Thaller 2018) were used) in
conjunction with short-period tidal variations (Petit and Luzum 2010). The IAU 2000A
nutation (Mathews et al. 2002) and IAU2006 precession (Capitaine et al. 2003; Hilton
et al. 2006) models were used for modeling the Earth’s spin axis.

The station displacements due to solid Earth tides (Petit and Luzum 2010) and ocean
tides (Lyard et al. 2006, FES2004) were applied (For ICRF3 the FES99 TOPEX 7.2
model (Egbert and Erofeeva 2002) and FES99 model (Lefèvre et al. 2002) were used for
the latter). The centrifugal effect of the polar motion on the solid Earth (pole tide) was
modeled according to Petit and Luzum (2010) and the ocean pole tide according to Desai
(2002).

For the tidal atmosphere loading the implementation of Ray and Ponte (2003) by vanDam
was used. Non-tidal atmosphere pressure loading was not included in the modeling follow-
ing the IERS conventions. It would show up as a vertical crust displacement of maximum
2.5 cm for antennas at mid-latitudes. Contributions to the IVS request non-tidal atmo-
sphere pressure loading, thus they were used for ICRF3. (For ICRF3 the APLO model
(Petrov and Boy 2004) was used for both atmospheric corrections). The displacement of
the reference point in the VLBI antennas due to changing temperature and thus, thermal
expansion, was considered (Nothnagel 2009). Temperature and pressure values were taken
from GPT2 (Lagler et al. 2013).

The estimated tropospheric zenith delays were based on the VMF1 mapping function
(Boehm et al. 2006), and the total gradients were taken from the APG model (Böhm
et al. 2013). The ionospheric contribution was removed using the dual S/X frequency
data. Furthermore, instrumental calibrations, such as cable delays and clock parameters
were corrected.

The estimates were parameterized as follows:

• The zenith wet delays were set up as piece-wise linear functions with 30 minutes
intervals and relative constraints of 1.5 cm between the offsets.

• The gradients (east-west and north-south) were estimated every 6 hours with relative
constraints of 0.05 cm and absolute constraints of 5 cm between the offsets.

• Instrumental calibrations, such as cable delays and clock parameters, were consid-
ered jointly by a 60 min piece-wise linear function, with an offset, a rate and a
quadratic term per clock and relative constraints between the offsets of 1.3 cm.

• The EOP parameters were set up every 48 hours (session-wise) with loose absolute
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4.1 Own celestial reference frames at S/X frequencies

constraints of 10 mas and additional tight relative constraints of 0.1µas for the
nutation components.

• The antenna coordinates were set up as one offset per session.

• The source coordinates were set up as one offset per session. Sources with three
or less observations were constrained to their a priori values using a loose value of
1 000 mas.

The first three items describe nuisance parameters, which are not of interest to the present
analysis, but cannot be modeled precisely enough to dispense with them.

The resulting normal equations for each session were then stacked for the global solutions
described in the following subsections. The first four items were reduced (not solved) in
the global solutions. The antenna coordinates were parameterized as one position and one
linear velocity per antenna except for the known discontinuities due to, e.g. earthquakes.
The source coordinates were parameterized as one position for each source. A total of 56
sources were excluded in the single-session analysis, such as sources with large structure,
lensed objects, or stars.

4.1.2 CRF 1979-2018 (CRF7918)

The global solution was derived from single-session data spanning over the same time
interval as those used for ICRF3 S/X (03 August 1979 - 27 March 2018). The aim was to
obtain a CRF similar to ICRF3 S/X, which can then be compared with a CRF covering
only the Gaia observation period (Sect. 4.1.3), using the same analysis software, models
and parameterisations.

Combining the data of 6 204 sessions, 122 antennas and 4 537 sources are included in
the global solution labelled CRF7918 (ICRF3 S/X has 6 206 sessions, 159 antennas, and
4 536 sources). The number of observations is 16 795 147 (13 190 274 for ICRF3 S/X) and
the number of estimates is 3 150 447 In contrast to ICRF3, some antennas were parameter-
ized as session-wise positions, as they were observed too few times for a reliable position
and linear velocity estimate. Velocity ties were applied for some antenna pairs, and for
antennas with a limited observation time span, the velocities were fixed. Furthermore, no
elevation cutoff was applied, whereas it is 5◦ for ICRF3 S/X.

NNT and NNR constraints were applied for the positions and velocities of a set of 40
datum stations which do not show any discontinuities in ITRF2014 (for ICRF3 S/X 38
datum stations were used). Furthermore, NNR constraints were applied for the positions
of the 303 ICRF3 S/X defining sources. The global solution therefore mitigates the lack
of defining sources in the sessions before 1990, where sessions with less than three ICRF3
defining sources appear regularly as can be seen in Fig. 4.1.
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For ICRF3 S/X, a scaling factor of 1.5 and a noise floor of 30µas was applied to inflate
the formal errors of both coordinate directions (Charlot et al. 2020). The source position
uncertainties for CRF7918 were not inflated. A small comparison of the differences in
the error budget when inflating or not inflating the error budget is provided in Table 4.1
for the counterparts between CRF7918 and ICRF3 S/X. If the position uncertainties
were inflated in CRF7918, the median of the semi-major axis of the formal error ellipse,
σpos,max, would be 60 % larger than the one of ICRF3 S/X, whereas it is 6 % smaller
without inflation. This has to be considered when evaluating CRF7918 in the following.

4.1.3 CRF Gaia DR2 time (CRFGT)
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Figure 4.1 Number of defining sources for
ICRF2 or ICRF3 in the sessions used in the anal-
ysis in Sect. 4.1.1. Sessions with antenna net-
works spanning a volume less than 1018 km3 and
sessions with less than four antennas are excluded
from the plot.

Another VLBI global solution was deter-
mined, in which the observation time in-
terval was restricted to the time interval
of Gaia DR2. The research question was
whether this would reduce the positional
differences between VLBI and Gaia DR2
or whether the VLBI global solution would
deteriorate to a large extent. This global
solution is labelled CRFGT.

Only the 406 sessions observed in the
same time period as Gaia DR2 were se-
lected for this global solution (7 % of
CRF7918). The number of observations re-
duced to 1 960 665 (12 % of CRF7918) and
the number of estimates to 273 666 (9 % of
CRF7918). The number of participating
antennas is 49 (40 % of CRF7918) and the
number of observed sources is 2 359 (52 %
of CRF7918). Similar to CRF7918, some antennas were parameterized as session-wise
positions, as they were observed too few times for a reliable position and linear velocity
estimate. Velocity ties were applied for some antenna pairs, and for antennas with a
limited observation time span, the velocities were fixed.

NNT and NNR constraints were applied for the positions and velocities of a set of 28 datum
stations which do not show any discontinuities in ITRF2014. Surely, in future work, the
station positions and velocities could be fixed to those of CRF7918. Furthermore, NNR
constraints were applied for the positions of 259 of the the 303 ICRF3 S/X defining
sources. Four of the 303 defining sources were not observed often enough during the Gaia

50
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DR2 observation time interval, while the other 40 were not observed at all.

Compared to ICRF3, the uncertainties of the source positions were not inflated because
there is less risk that they are unrealistically small due to the smaller number of observa-
tions because of the shorter observation time. This has to be considered when evaluating
CRFGT in the following. Similar to CRF1879, the error budget when inflating or not
inflating the error budget similar to ICRF3 S/X was compared in Table 4.1 for the coun-
terparts between CRFGT and ICRF3 S/X. If the position uncertainties were inflated in
CRFGT, the median of the semi-major axis of the formal error ellipse, σpos,max, would be
150 % larger than the one of ICRF3 S/X, whereas it is 70 % larger without inflation.

4.2 Counterparts

For VLBI, the crossmatch between the various CRFs is straightforward. Every AGN has
a dedicated source name that is used by the VLBI community across all frequencies. The
basic comparison in terms of common counterparts and position uncertainties is given for
ICRF3 in Sect. 2.2.4. In Table 4.1, ICRF3 S/X, CRF7918, and CRFGT are compared.
The ICRF3 S/X and CRF7918 are very similar in terms of number of sources. One source
is in ICRF3 S/X but not in CRF7918 (0704+819 with 135 observations), and two sources
are in CRF7918 but not in ICRF3 S/X (1030-590 and 2235-556 with three observations,
respectively). The sources were observed in two sessions only. Thus, the impact on the
following analysis is considered negligible. One source has different names in the two
catalogs (0548+37A or 0548+377) and was thus not identified as a counterpart here.

Table 4.1 Counterparts between own CRFs and ICRF3 S/X.

CRF7918 CRF7918 CRF7918 CRFGT CRFGT CRFGT CRFGT
(>70 obs) inflated (>70 obs) inflated inflated

(>70 obs)

Number of counterparts 4534 4132 4534 2359 1567 2359 1567
Mean ρ 0.48 0.15 0.48 1.20 0.31 1.20 0.31
Median ρ 0.10 0.09 0.10 0.31 0.22 0.31 0.22
Maximum ρ 526.08 22.97 526.08 268.60 22.88 268.60 22.88
Median σpos,max, ICRF3 S/X 0.22 0.20 0.22 0.18 0.15 0.18 0.15
Median σpos,max, own CRF 0.16 0.15 0.25 0.30 0.24 0.45 0.36
Median σα∗, own CRF 0.11 0.10 0.17 0.20 0.16 0.31 0.24
Median σδ, own CRF 0.16 0.15 0.24 0.29 0.22 0.43 0.33

Notes. The arc lengths ρ, the semi-major axis of the formal error ellipse σpos,max, and the un-
certainties in both coordinate directions σα∗, σδ of the counterparts are investigated. The source
with the maximum ρ was only observed in one session with six observations. For an explanation
of “CRF7918 inflated” (and “CRFGT inflated” as it was derived with the same formulas) see the
description of Fig. 4.2. The units are in milliarcseconds.
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Figure 4.2 Relationship between the semi-
major axis of the formal error ellipse, σpos,max,
and the number of observations for the sources
in each of the CRFs. For comparison, the values
for CRF7918 are shown as well (magenta dots).
It is clearly visible that its position uncertainties
have not been inflated, whereas it was done for
ICRF3 (Sect. 2.2.4). Inflating the position un-
certainties similar to how it was done for ICRF3
S/X, results in similar scatter as ICRF3 S/X
(green dots).

Figure 4.3 Sky distribution of the counterparts
between ICRF3 S/X and CRFGT.

The large maximum arc lengths ρ between the ICRF3 S/X positions and the CRF7918
positions for the source observed in only one session, combined with the small mean
position difference for all sources, suggests that the number of sessions and observations
affects the position difference. Also the uncertainty of this position difference is affected
by the number of observations, as shown in Fig. 4.2 for the discussed VLBI-based CRFs.
This effect is, of course, due to the least squares method (the square root of the number
of observations scales inversely with the formal errors) and with few observations, the
estimates are more vulnerable to outliers. When restricting the number of observations
to a minimum of 70 for the solution “CRF7918 (>70 obs)”, the mean and maximum ρ

are considerably smaller, and also the other median quantities are slightly smaller. The
CRF7918 with inflated uncertainties, which were determined like those of the ICRF3 S/X,
has a slightly larger median σpos,max than ICRF3 S/X. The median σpos,max increased by
60 % compared to the CRF7918 without inflated errors.

The CRFGT includes only 52 % of the sources in CRF7918. The sky distribution of the
radio sources in ICRF3 S/X and CRFGT is shown in Fig. 4.3. Similar to ICRF3 S/X,
CRFGT lacks radio sources in the southern hemisphere, but otherwise the distribution
is more or less even. The impact of the reduced observation time span is also present
in the source position uncertainties, which are larger by a factor of two in both α∗ and
δ compared to CRF7918 as derived from the median uncertainties in Table 4.1. They

52



4.2 Counterparts

also have a larger scatter when compared to the number of observations as presented in
Fig. 4.2. The CRFGT with inflated uncertainties, which were determined like those of the
ICRF3 S/X, has a 60 % larger median σpos,max, similar to CRF7918. The median σpos,max

values for the inflated and not inflated versions of CRFGT including only sources with
more than 70 observations drop by 20 %.

There are 477 counterparts between ICRF3, CRF7918, and CRFGT.

The crossmatch between VLBI-based CRFs and the Gaia-CRFs is not as straightforward
as in the VLBI-only case due to different naming conventions. Therefore, other methods
must be used to identify counterparts between VLBI and Gaia with sufficient accuracy
considering larger differences in the observation setup and the catalog size. The cross-
matching strategy of the Gaia DPAC (Lindegren et al. 2018) was introduced in Sect. 2.3.2.
Table 4.2 lists the counterparts for the various VLBI-based CRFs and Gaia DR2 according
to this strategy. Because ICRF3 S/X and CRF7918 are almost identical in terms of com-
mon sources, only ICRF3 S/X was used for this comparison. The number of counterparts
determined for ICRF3 S/X is the same as determined by Charlot et al. (2020). Petrov
et al. (2018) introduced another method which is based on the PFA. The PFA is higher in
crowded areas in the sky. The counterparts for the various VLBI-based CRFs and Gaia
DR2 according to this strategy are listed in Table 4.3.

Both selection strategies provide similar results, and only few sources are in the selection
of Lindegren et al. (2018) and not in the selection of Petrov et al. (2018). In fact, the
crossmatch with 0.1 as radius is almost identical with the crossmatch with 5 as or 3 as
radius and the application of the PFA. For ICRF3 S/X, the difference in the median semi-
major axis of the formal error ellipse σpos,max is the largest between the two selections,

Table 4.2 Counterparts between various CRFs and Gaia DR2 based on the strategy of
Lindegren et al. (2018).

ICRF3 S/X ICRF3 K ICRF3 X/Ka CRFGT

Crossmatch 0.1 as radius 3373 701 604 1781
astrometric_params_solved ̸= 31 363 46 38 163
astrometric_matched_observations ≤ 8 90 9 7 46
| (ϖ + 0.029mas) /σϖ| > 5 1+363 0+46 0+38 1+163
(µα∗/σµα∗ )2 + (µδ/σµδ )2 > 25 21+363 7+46 6+38 13+163
Number of counterparts 2983 647 558 1602
Median ρ [mas] 0.58 0.45 0.52 0.66
Maximum ρ [mas] 87.39 33.15 13.76 86.76
Median σpos,max, VLBI [mas] 0.19 0.14 0.11 0.28
Median σpos,max, Gaia [mas] 0.29 0.23 0.23 0.26

Notes. The arc lengths ρ and the semi-major axis of the formal error ellipse σpos,max of the
counterparts are investigated.
Note. According to Lunz et al. (2019a).
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Table 4.3 Counterparts between various CRFs and Gaia DR2 based on the strategy of
Petrov et al. (2018).

ICRF3 S/X ICRF3 K ICRF3 X/Ka CRFGT

Crossmatch 5 as / 3 as radius 4325 915 762 1942
PFA > 2 · 10−4 952 215 158 160
Bad sources1 19 4 0 9
Number of counterparts 3354 696 604 1773
Median ρ [mas] 0.66 0.48 0.55 0.73
Maximum ρ [mas] 288.04 43.03 42.08 310.58
Median σpos,max, VLBI [mas] 0.20 0.14 0.11 0.28
Median σpos,max, Gaia [mas] 0.29 0.24 0.24 0.28

Notes. The arc lengths ρ and the semi-major axis of the formal error ellipse σpos,max o of
the counterparts are investigated. (1) Radio stars, supernova (remnants) and double or multiple
galaxies as found in OCARS catalog (Malkin 2018, catalog version 27-NOV-2018) and other meta
data. The up to now newest version of the OCARS catalog (30 July 2022) lists most of these
sources as quasars, BL Lac type, galaxies, etc. but not as stellar objects anymore.
Note. According to Lunz et al. (2019a).

Table 4.4 Counterparts between various CRFs and Gaia DR2 based on the combination
of the strategies from Petrov et al. (2018) and Lindegren et al. (2018).

ICRF3 S/X ICRF3 K ICRF3 X/Ka CRFGT

In A but not in B 384 53 46 176
In B but not in A 13 4 0 5
A and B combined 2970 643 558 1596
Median ρ [mas] 0.58 0.45 0.52 0.66
Maximum ρ [mas] 87.39 33.15 13.76 86.76
Median σpos,max, VLBI [mas] 0.19 0.14 0.11 0.28
Median σpos,max, Gaia [mas] 0.26 0.23 0.23 0.26

Notes. The arc lengths ρ and the semi-major axis of the formal error ellipse σpos,max o of the
counterparts are investigated. A is the solution in Table 4.3 and B is the solution in Table 4.2.
Note. According to Lunz et al. (2019a).

Table 4.5 Counterparts between various CRFs and Gaia DR2 based on the combination
of the strategies from Petrov et al. (2018) and Lindegren et al. (2018) for the 406 common
sources between the catalogs.

ICRF3 S/X ICRF3 K ICRF3 X/Ka CRFGT

Median ρ [mas] 0.41 0.43 0.51 0.47
Maximum ρ [mas] 9.68 9.67 9.39 80.20
Median σpos,max, VLBI [mas] 0.04 0.12 0.10 0.11
Median σpos,max, Gaia [mas] 0.22 0.22 0.22 0.22

Notes. The arc lengths ρ and the semi-major axis of the formal error ellipse σpos,max of the
counterparts are investigated.
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Figure 4.4 Sky distribution of the counterparts
between various VLBI-based CRFs and Gaia
DR2.

Figure 4.5 Sky distribution of the counterparts
between ICRF3 S/X or CRFGT and Gaia DR2.

Table 4.6 Counterparts between various CRFs and Gaia EDR3 based on the filtered
selection in Gaia Collaboration et al. (2022).

ICRF3 S/X ICRF3 K ICRF3 X/Ka CRFGT

Number of counterparts 3142 660 576 1669
Median ρ 0.51 0.37 0.38 0.60
Maximum ρ 87.23 32.94 13.51 149.72
Median σpos,max, VLBI 0.22 0.16 0.12 0.30
Median σpos,max, Gaia 0.24 0.20 0.19 0.23

Notes. The arc lengths ρ and the semi-major axis of the formal error ellipse σpos,max of the
counterparts are investigated. The 1669 counterparts for CRFGT were retrieved simply by cross-
matching with the 3142 counterparts of the crossmatch of ICRF3 S/X and Gaia EDR3. Units are
in milliarcseconds.

where the selection of Lindegren et al. (2018) has smaller values. The respective results
of combining the two selection strategies, which is presumably more rigorous than using
just one of them, are given in Table 4.4 and are based on Lunz et al. (2019a). Only 65 %
of the radio sources in ICRF3 S/X were found in Gaia DR2, and 68 % of CRFGT. The
ratio is 78 % for ICRF3 K and 82 % for ICRF3 X/Ka. Only 54% of the ICRF3 S/X
radio sources which have counterparts in Gaia DR2 were observed during Gaia DR2 time
interval. For the ICRF3 catalogs, the median σpos,max is only about 50 % to 70 % from
the value of Gaia DR2. For CRFGT these values are about the same. The median arc
lengths ρ between the radio and optical position is about 0.5 mas for all catalogs, where
the order is CRFGT, ICRF3 S/X, ICRF3 X/Ka, and ICRF3 K, when going from large
to small values. The maximum ρ are similar for the S/X catalogs (about 85 mas) and
they are 33 mas for ICRF3 K, and 14 mas for ICRF3 X/Ka. Table 4.5 provides quantities
for only the 406 common sources between all the discussed catalogs. With this selection,
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the sources in ICRF3 S/X have by far the smallest median of the semi-major error axis
σpos,max, and CRFGT has similar σpos,max to ICRF3 K and ICRF3 X/Ka. Furthermore,
the median ρ are 0.4 mas to 0.5 mas for all the CRFs.

The crossmatch results from Table 4.4 were used in the following. The heterogeneous
distribution of the crossmatches across the sky is shown in Figs. 4.4 and 4.5. Due to
Galactic extinction and the PFA function applied, there are fewer counterparts along the
Galactic plane. Moreover, due to the sparse VLBI network geometry and therefore fewer
observations of southern sources, there are fewer counterparts in the south. Especially for
ICRF3 S/X and CRFGT, the heterogeneity is prominent.

For Gaia EDR3, the crossmatch provided in the Gaia archive was taken (Table 4.6). It is
the filtered selection from Gaia Collaboration et al. (2022) and is similar to what would
be obtained using a strategy similar to Table 4.4. The number of crossmatches increased
by 172 sources for ICRF3 S/X, by 17 for ICRF3 K, by 18 for ICRF3 X/Ka, and by
73 for CRFGT. The median ρ decreased more for ICRF3 K and ICRF3 X/Ka than for
ICRF3 S/X or CRFGT. The median value of σpos,max worsened slightly for the VLBI
counterparts, as expected since the sample contains more weaker sources compared to the
crossmatch with Gaia DR2.

There are 406 common counterparts between all discussed VLBI-based CRFs and Gaia
DR2, 410 common counterparts between all discussed VLBI-based CRFs and Gaia EDR3,
and 512 common counterparts between ICRF3 and Gaia EDR3.

4.3 Comparison of radio positions

To assess the significance of the differences between the radio positions and the optical
positions, the radio positions themselves are briefly compared first.

4.3.1 Differences of counterparts

The radio CRFs are aligned to ICRF3 S/X in terms of NNR using a set of defining
sources, as explained above. Thus, the position differences of the counterparts can be
directly compared.

The normalized coordinate differences Xα∗ and Xδ for the various VLBI-based CRFs ver-
sus ICRF3 S/X are shown in Figs. 4.6 and 4.7 using the equations introduced in Sect. 3.2
for the 477 sources common to these catalogs. The respective arc lengths ρ and normalized
arc lengths Xρ for these data are shown in Figs. 4.8 and 4.9. The Xρ follow the expected
Rayleigh distribution and the Xα∗ and Xδ follow the expected normal distribution for CR-
FGT. The distributions for CRF7918 are too optimistic, even when inflating the position
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uncertainties similar to those of ICRF3 S/X. The data is highly correlated with ICRF3
S/X due to the almost identical database, which can be an explanation. For ICRF3 K,
the Xρ and the Xα∗ also follow the expected distribution, however the Xδ are slightly off.
This deviation and also the larger deviation for ICRF3 X/Ka for these quantities can be
explained when looking at the VSH parameters in the following section. The ICRF3 X/Ka
frequencies shows large systematics of more than 200µas compared to ICRF3 S/X, which
are above the uncertainty of the alignment of the ICRF3 catalogs. After transformation
of ICRF3 X/Ka to ICRF3 S/X the Xρ follow the Rayleigh distribution better, as shown
in the figures (labelled ’ICRF3 X/Ka transf.’). Similar exercises can be performed for the
ICRF3 K.

Figure 4.10 shows the dependence of the semi-major axis of the formal error ellipse σpos,max

on the number of observations for the 477 counterparts. Clearly, the radio sources have
most observations in ICRF3 S/X. A cutoff to exclude high σpos,max for ICRF3 S/X is
about 70 observations per source, although this is a somewhat arbitrarily chosen value.
In the following, the subset with at least 70 observations is investigated to learn whether
the number of VLBI observations has an impact on the results.

A total of 333 radio sources have more than 70 observations in ICRF3 S/X, ICRF3 K,
ICRF3 X/Ka, CRF7918, and CRFGT. The arc lengths ρ compared to the normalized arc
lengths Xρ towards ICRF3 S/X for these radio sources are shown in Fig. 4.12. While the
arc lengths ρ slightly depend on the number of observations (Fig. 4.11) and their uncer-
tainties σpos,max clearly depend on the number of observations (Fig. 4.10), the histograms
of normalized arc lengths Xρ do not change much for this selection compared to the his-
tograms based on all 477 sources, as expected. However, the selection process results in
ρ being smaller than 10 mas for all sources in the sample, whereas there are some sources
with ρ being larger this threshold when investigating the full sample in each of the CRFs
(Fig. 4.13).
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Figure 4.6 Normalized coordinate differences
Xα∗ for the 477 sources common to the various
VLBI-based CRFs versus ICRF3 S/X.
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Figure 4.7 Normalized coordinate differences
Xδ for the 477 sources common to the various
VLBI-based CRFs versus ICRF3 S/X.
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Figure 4.8 Arc lengths ρ for the 477 sources
common to the various VLBI-based CRFs versus
ICRF3 S/X.
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Figure 4.9 Normalized arc lengths Xρ for the
477 sources common to the various VLBI-based
CRFs versus ICRF3 S/X.

100 102 104 106

number of observations

10-2

10-1

100

101

102

po
s,

m
ax

 [m
as

]

ICRF3
S/X  

ICRF3
K    

ICRF3
XKa

ICRF3
XKa

transf.

CRFGT
CRF7918
CRF7918 infl.

Figure 4.10 Dependence of the semi-major axis
of the formal error ellipse σpos,max on the num-
ber of observations for the 477 counterparts to
all CRFs shown. This is a selection of Fig. 4.2.
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Figure 4.11 Dependence of the arc lengths
ρ between the various VLBI-based CRFs and
ICRF3 S/X on the number of observations for
the 477 counterparts to all CRFs shown. The
CRF7918 and the inflated CRF7918 result in
the same dots in this graph, thus, only one of
them is shown.

Sources with Xρ > 3.7 are outliers according to the Rayleigh distribution for 333 sources.
There are 17 sources above the threshold for ICRF3 K, 169 for ICRF3 X/Ka, 26 for
ICRF3 X/Ka which was transformed to ICRF3 S/X, and 29 for CRFGT. There are seven
sources which pass the threshold for all of these CRFs. They are 0229+131, 0430+052,
0723-008, 2128-123, 2134+004, 2234+282, and 2251+158. Their CARMS values based
on basic noise weighting are 0.61, 1.11, 0.90, 0.50, 1.03, 0.54, and 0.54 as determined in
Xu et al. (2019a). Any values larger 0.4 indicate very extended source structure. The
CARMS values were determined from about the same data as ICRF3 S/X. They show
the minimum effect of source structure on the VLBI observables. This finding indicates
source structure being the dominant cause for the significant position offsets between the
CRF positions discussed.
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4.3 Comparison of radio positions

Thus, in Fig. 4.14 the normalized arc lengths Xρ are compared to the CARMS values for
these 333 radio sources. A clear correlation between the two quantities is visible. The
majority of the sources with significant Xρ > 3.7 have CARMS values larger 0.4, which
indicate very extended source structure. The significant position offsets between the po-
sitions of the various CRFs under discussion appear to be caused by source structure.
However, only the minority of sources with CARMS > 0.4 also have Xρ > 3.7, meaning
that most sources with significant structure do not show significant position offsets be-
tween the positions of the various CRFs under discussion. From Fig. 4.14 histograms such
as in Fig. 4.15 can be obtained, which strengthen the finding of larger Xρ being related
to larger CARMS values.

Figure 4.16 shows that the direction angles ψ between the arc from the ICRF3 S/X position
in direction of the positive declination axis and from the ICRF3 S/X position to the
position in the respective CRF are not evenly distributed. The ψ favor a certain direction
due to remaining global systematics between the CRFs. The transformation of the ICRF3
X/Ka to ICRF3 S/X helped reducing the peak around 180◦. This finding is similar to the
results in Lambert et al. (2021), who tested the ψ for ICRF3. Selecting the same subset
of sources as Lambert et al. (2021), the same results for the original ICRF3 were obtained
in this work. The ψ do not show such systematic for sources with Xρ > 3.7 except for
the original ICRF3 X/Ka (Fig. 4.17). This indicates that the systematic position offsets
for all CRFs except ICRF3 X/Ka are very small compared to the position offsets of the
individual sources.

Figure 4.12 Normalized arc lengths Xρ versus
the arc lengths ρ for the 333 sources common
to the various VLBI-based CRFs versus ICRF3
S/X with more than 70 observations. The hor-
izontal line is located at ρ = 10 mas and the
vertical line at Xρ = 3.7.

Figure 4.13 Normalized arc lengths Xρ versus
the arc lengths ρ for all sources of the respec-
tive VLBI-based CRF versus ICRF3 S/X. The
horizontal line is located at ρ = 10 mas and the
vertical line at Xρ = 4.1.
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Figure 4.14 Normalized arc lengths Xρ ver-
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this work more visible, CRF7918 is not shown.
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Figure 4.15 Histogram of CARMS values
based on basic noise weighting for radio sources
with at least 70 observations in each of the
VLBI-based CRFs. The grey line depicts the
histogram for all 332 counterparts (332 out
of the 333 counterparts have CARMS values),
while colored histograms depict the sources of
the various CRFs with Xρ > 3.7. 22 % of the
333 sources have CARMS > 0.4, while sources
with Xρ > 3.7 the share is between 24 % and
100 %.
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Figure 4.16 Histogram of the direction angles
ψ for the 333 sources common to the various
VLBI-based CRFs and with more than 70 ob-
servations in each of the CRFs.
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Figure 4.17 Histogram of the direction angles
ψ for the sources common to the various VLBI-
based CRFs and with more than 70 observations
in each of the CRFs and Xρ towards ICRF3 S/X
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Figure 4.18 Position angle differences Ψ between the arc from the ICRF3 S/X position to the
ICRF3 K position versus the other CRFs, as listed in the legend, (a) for radio sources with at least
70 observations in each of the CRFs (333 counterparts), (b) same as (a) but with an uncertainty
of Ψ smaller than 30◦, (c) for radio sources common to all ICRF3 catalogs (600 counterparts), (d)
same as (c) but with an uncertainty of Ψ smaller than 30◦.
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Figure 4.19 Angle differences Ψ as in Fig. 4.18a
versus the normalized arc lengths Xρ between
the ICRF3 S/X and respective CRF positions
for the 333 radio sources with more than 70 ob-
servations in each of the CRFs.

Looking at the position angle differences Ψ
between the arc from the ICRF3 S/X posi-
tion to the ICRF3 K position versus the arc
from the ICRF3 S/X position to the other
CRFs in Fig. 4.18a following Eq. 3.9, it can
be assumed that the position differences of
the other CRFs with respect to the ICRF3
S/X position are mainly in one direction.
This assumption is supported by selecting
only Ψ with an uncertainty smaller than
30◦ (Fig. 4.18b), and further by investigat-
ing the same quantities for the 600 sources
common to only the ICRF3 at different fre-
quencies (Figs. 4.18c and 4.18d). The peak
in Ψ for ICRF3 X/Ka is at 0◦, indicating a frequency-dependence of the position in
the same direction, presumably the jet direction. Only few sources show a frequency-
dependence of the position in the opposite direction, as indicated by the small peak at
180◦. For CRF7918, the sample size with σΨ <30◦ is very small, so no clear conclusion
can be drawn. For the sample of 333 radio sources, there is no evidence of a preferred
direction. This is expected as this CRF was determined from the same set of sessions and
frequency as ICRF3 S/X. For CRFGT, also based on S/X frequencies, but with limited
time range, a peak in Ψ is visible at both 0◦ and 180◦ for the full sample and the sample
with σΨ <30◦. This finding could indicate that there is a time-dependent position shift
along the same or opposite direction as the frequency dependent position offset.

The position angle differences Ψ from the arc between the ICRF3 S/X and ICRF3 K
position versus the normalized arc lengths Xρ between ICRF3 S/X and the respective
CRFs (Fig. 4.19) show that the sources with larger Xρ have Ψ of close to 0◦ for the ICRF3
X/Ka which was transformed to ICRF3 S/X, whereas those for the original ICRF3 X/Ka
only show the clear direction for some outliers with Xρ > 10. Also for CRFGT an increase
in Xρ for the Ψ close to 0◦ and 180◦ is visible. For CRF7918 no preference for higher
offsets is visible, which is also confirmed by determining histograms of the distribution
filtered by bins of Xρ.

Incorporating the CARMS information from Fig. 4.14 indicates that sources with larger
CARMS values have larger Xρ and Ψ close to zero. Figure 4.20 shows for ICRF3 X/Ka
that the subgroup with very large structure (CARMS > 0.6), but also the subgroup
with very small structure (CARMS < 0.1) contain noticeably more sources with small Ψ
between the ICRF3 S/X to ICRF3 X/Ka arc and the ICRF3 S/X to ICRF3 K arc.

Since CRF7918 is very close to ICRF3 S/X, as determined from the various compar-
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4.3 Comparison of radio positions

ing figures, the differences between CRFGT towards ICRF3 S/X can be assumed to be
indications for real differences in source position.

Figure 4.20 Histogram of the number of sources binned by the position angle differences Ψ
between the arc from the ICRF3 S/X position to the ICRF3 K position versus the other CRFs, as
listed in the legend. The five plots show the results for different subgroups of the 332 out of the
333 radio sources with more than 70 observations in each of the CRFs that have CARMS values.
From top to bottom, the selections are: Sources with CARMS ≤ 0.1 (22 sources), 0.1 < CARMS
≤ 0.2 (78 sources), 0.2 < CARMS ≤ 0.4 (160 sources), 0.4 < CARMS ≤ 0.6 (56 sources), CARMS
> 0.6 (16 sources).
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4.3.2 Systematic global differences

For the determination of the global systematics between the CRFs, outliers with too large
normalized arc lengths Xρ than expected from the Rayleigh distribution of the respective
subset were excluded. This results in deformation parameters compared to ICRF3 S/X as
presented in Fig. 4.21. Clearly, ICRF3 X/Ka has large-scale deformations in D3 and aM

2,0
(see Figs. 3.3a and 3.3c for the pattern of their global effect). Combining the individual
parameters, the combined position offset in right ascension and declination ranges from
22µas to 333µas for the sources used to calculate the transformation parameters. The
values are depending on the location on the sky, as shown in Fig. 4.22. ICRF3 K has
small deformation in aE,Im

2,1 (see Fig. 3.3d) larger 2σ. The combined position offset ranges
from 3µas to 150µas for the sources used to calculate the transformation parameters
(Fig. 4.23a). The deformations of CRF7918 and CRFGT are not significant at the 2σ-
level compared to the noise level of ICRF3 S/X. The minimum and maximum combined
position offset is 0.2µas and 64µas for CRF7918 and ICRF S/X for the sources used to
calculate the transformation parameters (Fig. 4.23b), and 0.4µas and 93µas for CRFGT
and ICRF3 S/X (Fig. 4.23c), respectively.

The transformation parameters A1, A2, D1, D2, D3, aE
2,0, aE,Im

2,1 , aE,Re
2,1 , and aM,Im

2,1 are
correlated to at least one other transformation parameter, as shown in Fig. 4.24. They
are most prominent for ICRF3 K (≤ |0.7|). The correlation coefficients for the other CRFs
follow a weaker but similar pattern (≤ |0.45|).

To determine whether a different selection of radio source counterparts would result in a
significantly different alignment of the frame, and to determine the accuracy of the align-
ment, the parameter fitting was iteratively repeated using the equations in Sect. 3.3.4.
The resulting transformation parameters towards ICRF3 S/X are shown in Fig. 4.25 for
ICRF3 K, in Fig. 4.26 for ICRF3 X/Ka, in Fig. 4.27 for CRF7918, and in Fig. 4.28 for
CRFGT for the respective subset of sources which are not outliers in terms of Xρ. From
these, the WM, WRMS, ME, and MS quantities were derived (Fig. 4.29). The transforma-
tion parameters of the first solution in Fig. 4.21 are validated to be a good representation
of the iterative results, as the WM quantities are almost identical to them. The WRMS
scatter of the iterative results is below 15µas for all parameters and all CRFs. The MS
of the various CRFs are below 6µas, respectively. The MS of CRF7918 and CRFGT are
considerably smaller than the MS of the other CRFs because unlike for the other CRFs,
the position uncertainties were not inflated for CRF7918 and CRFGT.

Picking ICRF3 K as an example, the impact of choosing different subsets of the full
sample of counterparts is shown in Fig. 4.30. The WM values differ by about 6µas to
35µas for each parameter, respectively. The scenarios for subsets with CARMS < 0.4
and for subsets with more than 70 observations in ICRF3 K have a small WRMS value
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Figure 4.21 Three rotation parameters, three glide parameters, and higher order VSH terms
between ICRF3 S/X and various other radio CRFs using all available counterparts except the
outliers as determined applying the respective Rayleigh distribution on the arc lengths of the
set of counterparts. In the legend, the first number denotes all available counterparts, while the
second number represents the sample of counterparts used. The error bars have the size of 1σ.
The horizontal dashed line depicts the noise level of ICRF3 S/X.

for most parameters. In general, the WRMS values differ by about 3µas to 10µas for each
parameter, respectively. The ME values mainly depend on the number of counterparts,
as expected. Comparing the ME values for the subgroup with 193 defining sources with
those of the other scenarios, they are systematically worse. However, the MS values for
the subgroup with 193 defining sources are enhanced considering that they are at the
same level as the solution with the 225 ICRF3 defining sources. If only the three rotation
parameters were parameterized in the adjustment, the WM values differ by about 15µas
and the WRMS values by about 4µas to 7µas.
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Figure 4.22 Sky plot of the combined global
systematic differences in terms of VSH between
ICRF3 X/Ka and ICRF3 S/X for (a) a set of
evenly distributed source positions (to better
visualize the pattern) and (b) the actual sources
used to determine the VSH terms (blue) and
the initially removed outliers with respect to
their normalized arc length Xρ (magenta). (c)
gives a similar plot to (b), except that the dif-
ferences are shown for ICRF3 X/Ka already
transformed to ICRF3 S/X (labelled “ICRF3
X/Ka transf.” in this work). Thus, it is a new
iteration of the transformation to ICRF3 S/X
with a new set of outlier sources. Note the dif-
ference in scale compared to (a) and (b).
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Figure 4.23 Sky plot of the combined global
systematic differences in terms of VSH for a set
of evenly distributed source positions (to bet-
ter visualize the pattern) between (a) ICRF3
K and ICRF3 S/X, (b) CRF7918 and ICRF3
S/X, and (c) CRFGT and ICRF3 S/X.
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Figure 4.24 Correlation coefficients of the transformation parameters between the various CRFs
and ICRF3 S/X. (a) ICRF3 K, (b) ICRF3 X/Ka, (c) CRFGT, and (d) CRF7918.
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Figure 4.25 Iterative solutions aligning ICRF3 K to ICRF3 S/X by a combined fit of (a) three
rotation parameters, three glide parameters, and (b) higher order VSH terms.
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Figure 4.26 Iterative solutions aligning ICRF3 X/Ka to ICRF3 S/X by a combined fit of (a)
three rotation parameters, three glide parameters, and (b) higher order VSH terms. Please note
the different vertical scale compared to the other figures.
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Figure 4.27 Iterative solutions aligning CRF7918 to ICRF3 S/X by a combined fit of (a) three
rotation parameters, three glide parameters, and (b) higher order VSH terms.
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Figure 4.28 Iterative solutions aligning CRFGT to ICRF3 S/X by a combined fit of (a) three
rotation parameters, three glide parameters, and (b) higher order VSH terms.
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Figure 4.29 WM, WRMS, ME, and MS quantities for the iterative results for the 16 VSH
parameters between various VLBI-based CRFs and ICRF3 S/X. All available counterparts for
which the normalized arc lengths are not outliers were used. In the legend, the first numbers
indicate the number of all available counterparts. The numbers in parentheses indicate the start
and end of the iterations used to derive the quantities. Typically, this is the first iteration and the
number of suitable counterparts minus the last 20 % of the iterations (to mitigate any effects due
to low number of counterparts in those iterations).
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Figure 4.30 WM, WRMS, ME, and MS quantities for the iterative results for the 16 VSH pa-
rameters between ICRF3 K and ICRF3 S/X for various subsets of counterparts. All available
counterparts in each subset for which the normalized arc lengths are not outliers were used (ex-
cept for the subset which is labelled differently). In the legend, the first numbers indicate the
counterparts in each subset. The numbers in parentheses indicate the start and end of the itera-
tions used to derive the quantities. Typically, this is the first iteration and the number of suitable
counterparts minus the last 20 % of the iterations (to mitigate any effects due to low number of
counterparts in those iterations).
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4.4 Comparison of radio and optical positions

4.4 Comparison of radio and optical positions

This section examines the radio-optical position offsets of individual sources as well as large
scale systematic global deformations. The positions at optical frequencies are dominated
by Gaia DR2, while Gaia EDR3 was also tested for comparison. For the positions at radio
frequencies, the ICRF3 and the CRFGT are employed.

4.4.1 Differences of counterparts

As explained above, the ICRF3 X/Ka has significant large scale systematic deformations
compared to ICRF3 S/X. Thus, the transformed ICRF3 X/Ka towards ICRF S/X is used
for the comparison to Gaia DR2 as well. The half-year epoch difference between Gaia
DR2 and the VLBI-based CRFs due to Galactocentric acceleration was not corrected
because it is negligible compared to the internal systematics of Gaia DR2. For testing
the alignment between Gaia EDR3 and ICRF3, the ICRF3 positions were propagated to
epoch 2016.0. With this approach, only the galactic aberration in ICRF3, which does
not have an uncertainty estimate, needs to be accounted. If the Gaia EDR3 positions
had been propagated instead, the individual proper motions including error propagation
would have had to be used. Since CRFGT was developed specifically for the Gaia DR2
time interval, it is not included in the discussion for Gaia EDR3.

The normalized coordinate differences Xα∗ and Xδ for the various VLBI-based CRFs versus
Gaia DR2 are shown in Figs. 4.31 and 4.32 using the equations introduced in Sect. 3.2 for
the 406 sources common to these catalogs. The respective arc lengths ρ and normalized
arc lengths Xρ for these data are shown in Figs. 4.33 and 4.34. The Xα∗ and Xδ follow
the expected normal distribution for all CRFs. Similar to the comparison with respect to
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Figure 4.31 Normalized coordinate differences
Xα∗ for the 406 sources common to the various
VLBI-based CRFs versus GaiaDR2.
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Figure 4.32 Normalized coordinate differences
Xδ for the 406 sources common to the various
VLBI-based CRFs versus Gaia DR2.
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Figure 4.33 Arc lengths ρ for the 406 sources
common to the various VLBI-based CRFs versus
Gaia DR2.
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Figure 4.34 Normalized arc lengths Xρ for the
406 sources common to the various VLBI-based
CRFs versus Gaia DR2.

ICRF3 S/X in Sect. 4.3.1, the ICRF3 X/Ka which was transformed to ICRF3 S/X follows
the respective distributions better than the original ICRF3 X/Ka. In contrast to the Xρ

of all examined CRFs towards ICRF3 S/X, there is a larger deviation from the expected
Rayleigh distribution for the Xρ of all examined CRFs towards Gaia DR2. This larger
deviation is also resulting in more outliers of Xρ. Apparently, the position uncertainties
of the respective CRFs are too optimistic.

As for the comparison of the various VLBI-based CRFs to ICRF3 S/X, the number of
observations has no large impact on these quantities. This can be seen from comparing
the arc lengths ρ versus the normalized arc lengths Xρ towards Gaia DR2 for the 289
radio sources with more than 70 observations in all the VLBI-based CRFs in Fig. 4.35 to
the previous figures based on all 406 common sources. The histograms of normalized arc
lengths Xρ do not change much for this selection compared to the histograms based on
all 406 common sources. Sources with Xρ > 3.6 are outliers according to the Rayleigh
distribution for 289 sources. There are 62 sources above the threshold for ICRF3 S/X, 41
for ICRF3 K, 94 for ICRF3 X/Ka, 36 for ICRF3 X/Ka which was transformed to ICRF3
S/X, and 53 for CRFGT. There are 21 sources which pass the threshold for all of these
CRFs. They are 0007+106, 0111+021, 0119+115, 0309+411, 0749+540, 1055+018,1143-
332, 1514+004, 1652+398, 1730-130, 1803+784, 1800+440, 1921-293, 2106-413, 2126-158,
2131-021, 2150+173, 2223-052, 2254+074, 2344+092, and 0213-026. None of them is in
the respective list for the comparison to ICRF3 S/X in Sect. 4.3.1. Only seven out of
the 21 sources have CARMS values based on basic noise weighting larger 0.4. As the
CARMS values show the minimum effect of source structure on the VLBI observables,
this finding indicates radio source structure is not the dominant cause for the significant
position offsets between the radio and optical positions discussed. However, in Fig. 4.36 the
normalized arc lengths Xρ are compared to the CARMS values for these 289 radio sources.
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4.4 Comparison of radio and optical positions

A clear correlation between the two quantities is visible as most sources with CARMS <

0.2 do not have a significant Xρ > 3.6. Nevertheless, similar to the radio-only evaluation in
Sect. 4.3.1, only the minority of sources with CARMS > 0.4 also have Xρ > 3.6, meaning
that most sources with significant radio structure do not show significant position offsets
between the positions of the various CRFs and Gaia DR2. All sources but 1803+784 have
low declinations, and most of them are located very close to the equator. VLBI could
either have systematic errors leading to problems in determining the source positions at
low declinations. Or due to, for example, the antenna network configuration, the sources
have very poor uv-coverage, and the existing source structure in declination direction is
not sampled and therefore not included in the CARMS values of these sources. Source
1803+784 has extended jets in the direction of right ascension (Britzen et al. 2005).

The distribution of the normalized arc lengths Xρ changes when considering only sources
with CARMS values smaller 0.1 (Fig. 4.40, as can be expected from Fig. 4.36). The dis-
tribution is more aligned to the expected Rayleigh distribution. In contrast, the selection
with CARMS > 0.4 worsened the shape of the distribution. Although the sample size
for ICRF3 K and ICRF3 X/Ka is limited, the difference in the distributions of Xρ is
obvious for all CRFs. Using only the ICRF3 defining sources also improved the shape
of the distribution, whereas if only more than 70 observations in each VLBI-based CRF
were considered, the distribution of the Xρ does not change compared to using all sources.
This finding shows that the radio source structure has an impact on the Xρ and that for
the Gaia to ICRF3 alignment sources with smaller radio source structure could be bene-
ficial. The selection of ICRF3 defining sources results in a more beneficial distribution of
Xρ because the ICRF3 working group intentionally selected radio sources with low radio
source structure such that only about one fifth of the defining sources is subject to source
structure (Charlot et al. 2020). The number of observations does not appear to have much
effect on the distribution at the scale tested.

The same evaluation for Gaia EDR3 instead of Gaia DR2 results in similar conclusions
(Figs. 4.37 and 4.38).

Figure 4.41a shows the position angle difference Ψ between the arcs from the Gaia DR2
position to the ICRF3 S/X position and from the Gaia DR2 position to the respective
other CRF. The clustering of Ψ around zero for all CRFs shows that the position deviations
of VLBI and Gaia prefer the same direction. When only sources with an uncertainty of
Ψ smaller than 30◦ are selected, this signal is even more pronounced. In the opposite
direction (by 180 deg) of the arc between the Gaia DR2 and ICRF3 S/X positions, there
is no signal for any of the CRFs. The histograms using the 289 sources with more than
70 observations in each VLBI CRF or using all 406 common sources do not diverge much.
In the first selection, the signal is even slightly clearer than in the second. For example,
in Fig. 4.41b there are 65 % of the sources with Ψ of about zero for CRFGT in the first
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Figure 4.35 Normalized arc lengths Xρ versus
the arc lengths ρ for the 289 sources common to
the various VLBI-based CRFs versus Gaia DR2
with more than 70 observations in each of the
VLBI-based CRFs. The horizontal line is lo-
cated at ρ = 10 mas and the vertical line at Xρ

= 3.6.
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Figure 4.36 Normalized arc lengths Xρ versus
the CARMS values based on basic noise for the
288 of the 289 sources common to the various
VLBI-based CRFs versus Gaia DR2 with more
than 70 observations in each of the VLBI-based
CRFs that have CARMS values. The vertical
line is located at Xρ = 3.6, the threshold for
outliers according to the Rayleigh distribution
of the sample size. One source with Xρ > 60
and CARMS = 0.36 is outside the plot range.

Figure 4.37 Normalized arc lengths Xρ versus
the arc lengths ρ for the 392 sources common
to the various VLBI-based CRFs versus Gaia
EDR3 with more than 70 observations in each
of the VLBI-based CRFs. The horizontal line is
located at ρ = 10 mas and the vertical line at
Xρ = 3.7.
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Figure 4.38 Normalized arc lengths Xρ versus
the CARMS values based on basic noise for the
389 of the 392 sources common to the various
VLBI-based CRFs versus Gaia EDR3 with more
than 70 observations in each of the VLBI-based
CRFs that have CARMS values. The vertical
line is located at Xρ = 3.7, the threshold for
outliers according to the Rayleigh distribution
of the sample size.
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4.4 Comparison of radio and optical positions

selection with 289 sources, while in the second selection it would be 60 %.
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Figure 4.39 Histogram of CARMS values based
on basic-noise weighting for radio sources with at
least 70 observations in each of the VLBI-based
CRFs. The grey line depicts the histogram for all
288 counterparts (288 out of the 289 counterparts
have CARMS values), while colored histograms
depict the sources of the various CRFs with Xρ >
3.6. 22 % of the 288 sources have CARMS > 0.4,
while for sources with Xρ > 3.6 it is between 27 %
and 51 %.

Figures 4.42 and 4.43 proof that the direc-
tion angles ψ between the arc from the
Gaia DR2 position in direction of the pos-
itive declination axis and from the Gaia
DR2 position to the position in the respec-
tive CRF are evenly distributed from 0◦ to
360◦, except for the original ICRF3 X/Ka.
The ICRF3 X/Ka which was transformed
to ICRF3 S/X shows no divergence from
the other CRFs under investigation. The
angle differences Ψ nevertheless favor the
same values for the transformed and origi-
nal ICRF3 X/Ka, only that for the trans-
formed ICRF3 X/Ka the signal is more
pronounced. This supports that the pre-
vious investigation is not biased by any
global systematic differences of the CRFs
towards Gaia DR2 or between the VLBI-
based CRFs themselves.

Similar patterns for Ψ are derived for Gaia EDR3 (Figs. 4.41c and 4.41d).

The position angle differences Ψ versus the normalized arc lengths Xρ between Gaia DR2
and the respective CRFs in Fig. 4.46 show that the sources with larger Xρ have Ψ of close
to 0◦ for all compared CRFs. The Xρ for the original ICRF3 X/Ka are overall larger, as
already shown in Fig. 4.34. Nevertheless, as Fig. 4.44 depicts, the radio-optical position
offsets favor about the same direction for all ranges of Xρ. Incorporating the CARMS
information from Fig. 4.36 in Fig. 4.45 indicates that the distribution of Ψ is not largely
depending on CARMS. For CARMS ≤ 0.1 the peak is slightly offset from 0◦, which could
be due to the small sample size.

For Gaia EDR3, the Xρ for the original ICRF3 X/Ka are overall larger as well. The
radio-optical position offsets favor the same direction for all ranges of Xρ also for Gaia
EDR3, and larger Xρ have Ψ of close to 0◦ for all compared CRFs (Figs. 4.47 and 4.48).
Furthermore, the distribution of Ψ is not largely depending on CARMS (Fig. 4.49), similar
to what was found for Gaia DR2.
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Figure 4.40 Histogram of the normalized arc lengths Xρ between Gaia DR2 and the VLBI-based
CRFs, as listed in the legend, depending on various counterpart subsets. The last bin collects all
sources with Xρ > 9.8. (a) all radio sources in each of the CRFs, (b) same as (a) but only for
sources with CARMS < 0.1 based on basic noise, (c) same as (a) but only for sources with CARMS
> 0.4 based on basic noise, (d) same as (a) but only using the ICRF3 defining sources, (e) same
as (a) but showing only sources with at least 70 observations in the respective VLBI-based CRF.
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Figure 4.41 Position angle differences Ψ between the arcs from the Gaia position to the ICRF3
S/X position and from the Gaia position to the respective other CRFs, as listed in the legend, (a)
for radio sources with at least 70 observations in each of the CRFs and towards Gaia DR2 (289
counterparts), (b) same as (a) but with an uncertainty of Ψ smaller than 30◦, (c) for radio sources
with at least 70 observations in each of the CRFs and towards Gaia EDR3 (392 counterparts), (d)
same as (c) but with an uncertainty of Ψ smaller than 30◦.
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Figure 4.42 Histogram of the direction angles
ψ for the 289 sources common to the various
VLBI-based CRFs and Gaia DR2 and with more
than 70 observations in each of the VLBI-based
CRFs.
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Figure 4.43 Histogram of the direction angles
ψ for the sources common to the various VLBI-
based CRFs and Gaia DR2, with more than 70
observations in each of the VLBI-based CRFs,
and Xρ towards Gaia DR2 larger 3.6.
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Figure 4.44 Histogram of the number of
sources binned by the position angle differences
Ψ between the arc from the Gaia DR2 posi-
tion to the ICRF3 S/X position versus the other
CRFs, as listed in the legend. The four plots
show the results for different subgroups of the
289 radio sources with more than 70 observa-
tions in each of the CRFs. From top to bot-
tom, the selections are: Sources with Xρ ≤ 1
(about 65 sources), 1 < Xρ ≤ 3.7 (about 180
sources), 3.7 < Xρ ≤ 6 (about 20 sources), and
Xρ > 6 (about 20 sources). The selection devi-
ates slightly for the original ICRF3 X/Ka.

Figure 4.45 Histogram of the number of
sources binned by the position angle differences
Ψ between the arc from the Gaia DR2 posi-
tion to the ICRF3 S/X position versus the other
CRFs, as listed in the legend. The five plots
show the results for different subgroups of the
288 out of the 289 radio sources with more than
70 observations in each of the CRFs that have
CARMS values. From top to bottom, the se-
lections are: Sources with CARMS ≤ 0.1 (13
sources), 0.1 < CARMS ≤ 0.2 (66 sources), 0.2
< CARMS ≤ 0.4 (145 sources), 0.4 < CARMS
≤ 0.6 (51 sources), CARMS > 0.6 (13 sources).
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4.4 Comparison of radio and optical positions

Figure 4.46 Angle differences Ψ as in Fig 4.41a
versus the normalized arc lengths Xρ between
the Gaia DR2 and respective CRF positions for
the 289 radio sources with more than 70 obser-
vations in each of the VLBI-based CRFs.

Figure 4.47 Angle differences Ψ as in Fig 4.41c
versus the normalized arc lengths Xρ between
the Gaia EDR3 and respective CRF positions
for the 392 radio sources with more than 70 ob-
servations in each of the VLBI-based CRFs.

Figure 4.48 Histogram of the number of
sources binned by the position angle differences
Ψ between the arc from the Gaia EDR3 posi-
tion to the ICRF3 S/X position versus the other
CRFs, as listed in the legend. The four plots
show the results for different subgroups of the
392 radio sources with more than 70 observa-
tions in each of the CRFs. From top to bot-
tom, the selections are: Sources with Xρ ≤ 1
(about 80 sources), 1 < Xρ ≤ 3.7 (about 260
sources), 3.7 < Xρ ≤ 6 (about 40 sources), and
Xρ > 6 (about 20 sources). The selection devi-
ates slightly for the original ICRF3 X/Ka.

Figure 4.49 Histogram of the number of
sources binned by the position angle differences
Ψ between the arc from the Gaia EDR3 posi-
tion to the ICRF3 S/X position versus the other
CRFs, as listed in the legend. The five plots
show the results for different subgroups of the
389 out of the 392 radio sources with more than
70 observations in each of the CRFs that have
CARMS values. From top to bottom, the se-
lections are: Sources with CARMS ≤ 0.1 (28
sources), 0.1 < CARMS ≤ 0.2 (98 sources), 0.2
< CARMS ≤ 0.4 (172 sources), 0.4 < CARMS
≤ 0.6 (68 sources), CARMS > 0.6 (23 sources).
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4.4.2 Systematic global differences

The VSH parameters of first and second order between the various VLBI-based CRFs
and Gaia DR2 were determined. The correlation coefficients between the deformation
parameters are most prominent for ICRF3 K (≤ |0.44|). The correlation coefficients
for the other CRFs are negligible (≤ |0.30|), even for ICRF3 S/X, as can be seen in
Fig. 4.51. For the ICRF3 X/Ka which was transformed to ICRF3 S/X, the correlations
for all parameters except for the correlation between aM,Re

2,1 and D2 even reduce to ≤ |0.2|.
For ICRF3 S/X no parameter is significantly determined considering the noise level of
ICRF3 S/X. If this level was taken also for the other VLBI-based CRFs, the parameters
A2, D2, and aM,Re

2,1 for ICRF3 K are significantly different at the 2σ-level compared to
the ICRF3 S/X noise level. The D2 and aM,Re

2,1 are very weakly correlated, and A2 is very
weakly correlated with aE,Im

2,1 and D1. For ICRF3 X/Ka, D2, D3, aE
2,0, aM

2,0, and aM,Re
2,1 are

significantly different at the 2σ-level compared to the ICRF3 S/X noise level. The ICRF3
X/Ka which was transformed to ICRF3 S/X and CRFGT have significantly different
aE

2,0 parameters at the 2σ-level compared to the ICRF3 S/X noise level. Interestingly,
the CRFGT has very similar transformation parameters to the ICRF3 X/Ka which was
transformed to ICRF3 S/X.

Solving these VSH terms iteratively for ICRF3 S/X results in an unstable variation of
the aM

2,0 estimates within the various iterations (Fig. 4.52). This finding is quantified
by comparing the WRMS and two times the ME values, as introduced in Sect. 3.3.4.
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Figure 4.50 Three rotation parameters, three glide parameters, and higher order VSH terms
between Gaia DR2 and various radio CRFs using all available counterparts except the outliers as
determined applying the respective Rayleigh distribution on the arc lengths of the set of counter-
parts. In the legend, the first number denotes all available counterparts, while the second number
represents the sample of counterparts used. The error bars have the size of 1σ. The horizontal
dashed line depicts the noise level of ICRF3 S/X.
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Figure 4.51 Correlation coefficients of the transformation parameters between the various CRFs
and Gaia DR2 using all suitable counterparts without outliers. (a) ICRF3 S/X, (b) ICRF3 K, (c)
ICRF3 X/Ka, (d) ICRF3 X/Ka which was transformed to ICRF3 S/X, and (e) CRFGT.
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(a) (b)

Figure 4.52 Iterative solutions aligning ICRF3 S/X to Gaia DR2 by a combined fit of (a) three
rotation parameters, three glide parameters, and (b) higher order VSH terms. All available coun-
terparts where the normalized arc lengths are not outliers were used.
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Figure 4.53 Iterative solutions aligning CRFGT to Gaia DR2 by a combined fit of (a) three
rotation parameters, three glide parameters, and (b) higher order VSH terms. All available coun-
terparts where the normalized arc lengths are not outliers were used.

(a) (b)

Figure 4.54 Iterative solutions aligning ICRF3 S/X to Gaia EDR3 with positions at epoch 2016.0
by a combined fit of (a) three rotation parameters, three glide parameters, and (b) higher order
VSH terms. All available counterparts where the normalized arc lengths are not outliers were
used.
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Figure 4.55 Iterative solutions aligning ICRF3 K to Gaia DR2 by a combined fit of (a) three
rotation parameters, three glide parameters, and (b) higher order VSH terms. All available coun-
terparts where the normalized arc lengths are not outliers were used.
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Figure 4.56 Iterative solutions aligning ICRF3 X/Ka to Gaia DR2 by a combined fit of (a)
three rotation parameters, three glide parameters, and (b) higher order VSH terms. All available
counterparts where the normalized arc lengths are not outliers were used. Please be aware of the
different scale compared to the other similar plots.
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Figure 4.57 Iterative solutions aligning ICRF3 X/Ka which was transformed to ICRF3 S/X to
Gaia DR2 by a combined fit of (a) three rotation parameters, three glide parameters, and (b)
higher order VSH terms. All available counterparts where the normalized arc lengths are not
outliers were used.
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Similarly, for CRFGT (Fig. 4.53), the variation of the aE,Im
2,1 estimates is unstable, and for

ICRF3 K (Fig. 4.55) the variation of the aE,Re
2,1 estimates is unstable. For ICRF3 X/Ka

(Fig. 4.56) the variation of the parameter estimates is stable according to this analysis.
This supports that the deformation of the ICRF3 X/Ka catalog is not just an artifact,
e.g. due to the sky distribution of the counterparts, but a real deformation. It has to be
considered that for each VLBI-based catalog, a different set of counterparts was used for
this analysis.

The impact of the transformation of ICRF3 X/Ka on ICRF3 S/X before aligning to
Gaia DR2 is not systematically smoothing the transformation parameter results in the
iterative solution (Fig. 4.57 and 4.58). The smaller D3 and aM

2,0 parameters are validated,
as expected. Comparing the ME and MS quantities, the VSH parameters for ICRF3 X/Ka
which was transformed to ICRF3 S/X have lower ME than for the original ICRF3 X/Ka.
Naturally, the magnitude of ME and MS decreases with the number of counterparts. More
counterparts could be used for parameter determination for ICRF3 X/Ka transformed
into ICRF3 S/X than for the original ICRF3 X/Ka, which may explain the smaller ME
quantities.

Using only the counterparts common to all CRFs provides a better comparison without
the impact of differing sample size and sky distribution (Fig. 4.59a). Of course the ME and
MS are more aligned between the CRFs due to the similar number of counterparts, but also
these quantities have larger values due to the fewer counterparts. The iterative results for
all parameters are considered as stable because the ratio between WRMS and two times
the ME is below unity for all parameters. Nevertheless, the WRMS parameters for ICRF3
S/X are worse for some of the quadrupole terms compared to when using all suitable
counterparts, whereas the WRMS for CRFGT clearly reduced for aE,Im

2,1 . The reason
for the latter could be the more even distribution of counterparts across the sky. This
presumption is further investigated in Sect. 4.4.2. The WRMS quantities for the various
CRFs differ for most parameters between 5µas and 20µas. No systematic difference
between the values for the various CRFs could be identified. The WRMSs of degree and
order 2 are about 5µas lower, and these parameters are also better determined in terms of
ME and MS. Furthermore, the scatter of WM values for these parameters for the various
CRFs is low. The WM of the three rotations A are very close for the various CRFs when
neglecting the WM of the original ICRF3 X/Ka. They vary by 20µas for A1 and A2

and by 10µas for A3. The D1 varies by 30µas, D2 by 45µas, and D3 by 70µas. The
quadrupole terms of zero and first order vary by 40µas to 90µas and those of second
order by about 15µas to 40µas.

For better comparison, the WM, WRMS, ME, and MS quantities for ICRF3 and Gaia
EDR3 are shown in Fig. 4.59b for the same subset of 406 common counterparts as in
Fig. 4.59a for Gaia DR2, but in fact there are 512 common counterparts for Gaia EDR3.
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Figure 4.58 WM, WRMS, ME, and MS quantities for the iterative results for the 16 VSH
parameters between the various VLBI-based CRFs and Gaia DR2. All available counterparts
where the normalized arc lengths are not outliers were used. In the legend, the numbers in
parentheses indicate the start and end of the iterations used to derive the quantities. Typically,
this is the first iteration and the number of suitable counterparts minus the last 20 % of the
iterations (to mitigate any effects due to low number of counterparts in those iterations).

In terms of WMRS, the iterative results for Gaia EDR3 are more stable across iterations
than for Gaia DR2 for 13, 10, 7, and 5 parameters for ICRF3 S/X, ICRF3 K, ICRF3 X/Ka,
and ICRF3 X/Ka which was transformed to ICRF3 S/X, respectively. The difference is
typically below 7µas. Nevertheless, the WRMS quantities for the various CRFs still differ
for most parameters between 5µas and 20µas. Although the sample of used counterparts
is 10-20 counterparts smaller for Gaia EDR3, the ME are up to 3µas smaller compared
to Gaia DR2. The WM of the three rotations A are very close for the various CRFs
except the original ICRF3 X/Ka. They vary by 50µas for A1 and by 25µas for A2 and
A3. The D1 varies by 30µas, D2 by 45µas, and D3 by 50µas. The quadrupole terms of
zero and first order vary by 25µas to 120µas and those of second order by about 3µas
to 35µas. Thus, the rotation parameters vary 15µas to 40µas more than compared to
Gaia DR2, while D1 and D2 variations are the same, and D3 varies 20µas less. The
main reason for the higher differences of the quadrupole is the aM

2,0 parameter. For ICRF3
S/X, the iterative results are shown in Fig. 4.54 as an example for using the full sample
of counterparts. The corresponding WM, WRMS, ME, and MS plot is not given here.
Remarkably, the WRMS of aM,Im

2,1 for ICRF3 K is again large (about 30µas) when using
the full set of counterparts.
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Figure 4.59 WM, WRMS, ME, and MS quantities for the iterative results for the 16 VSH
parameters between the various VLBI-based CRFs and (a) Gaia DR2 or (b) Gaia EDR3. Only
the 406 counterparts common to all these CRFs where used to have comparable results, and only
the counterparts which are not outliers according to their normalized arc lengths were selected.
Thus, the number of counterparts differs slightly for Gaia DR2 and Gaia EDR3. In the legend, the
numbers in parentheses indicate the start and end of the iterations used to derive the quantities.
Typically, this is the first iteration and the number of suitable counterparts minus the last 20 %
of the iterations (to mitigate any effects due to low number of counterparts in those iterations).
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4.4 Comparison of radio and optical positions

Impact of different counterpart subsets

Using all available counterparts of the respective CRFs or only the common 406 sources in
the investigation of Gaia DR2 in the previous subsection (Figs. 4.58 and 4.59a) provided
similar VSH parameters. The differences in the VSH parameters are up to 40µas for the
two scenarios, and no systematic pattern in the differences for the different CRFs can be
discerned. Also, the scatter of the individual parameters from the different CRFs within a
scenario does not change significantly if the original ICRF3 X/Ka is not considered. The
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  114 common ICRF3 defining sources, > 70 observations (1, 72)
  139 common ICRF3 defining sources (1, 88)
  218 common sources, > 70 observations, CARMS < 0.4 (1, 145)
  289 common sources, > 70 observations (1, 181)
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  250 ICRF3 defining sources (1, 162)
1784 sources, CARMS < 0.4 (1, 1299)
2773 sources, > 70 observations (1, 1888)
2970 sources (1, 2033)

Figure 4.60 WM, WRMS, ME, and MS quantities for the iterative results for the 16 VSH
parameters between ICRF3 S/X and Gaia DR2 for various subsets of counterparts. All available
counterparts where the normalized arc lengths are not outliers were used. In the legend, the first
numbers depict the number of all available counterparts. The numbers in parentheses indicate the
start and end of the iterations used to derive the quantities. Typically, this is the first iteration
and the number of suitable counterparts minus the last 20 % of the iterations (to mitigate any
effects due to low number of counterparts in those iterations).
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114 common ICRF3 defining sources, > 70 observations (1, 76)
139 common ICRF3 defining sources (1, 93)
218 common sources, > 70 observations, CARMS < 0.4 (1, 152)
289 common sources, > 70 observations (1, 202)
406 common sources (1, 241)
147 ICRF3 defining sources  (1, 100)
350 sources, CARMS < 0.4  (1, 252)
391 sources, > 70 observations (1, 270)
558 sources (1, 353)

Figure 4.61 WM, WRMS, ME, and MS quantities for the iterative results for the 16 VSH
parameters between ICRF3 X/Ka and Gaia DR2 for various subsets of counterparts. All available
counterparts where the normalized arc lengths are not outliers were used. In the legend, the first
numbers depict the number of all available counterparts. In the legend, the numbers in parentheses
indicate the start and end of the iterations used to derive the quantities. Typically, this is the
first iteration and the number of suitable counterparts minus the last 20 % of the iterations (to
mitigate any effects due to low number of counterparts in those iterations).

largest differences are a reduction of the scatter of 15µas for A2 and aM
2,0, and of 30µas

for D3 when using the reduced sample of counterparts, whereas the scatter increases by
20µas for aM,Im

2,1 . The scatter itself is about 15µas to 100µas for one scenario. Considering
an overall WRMS level of about 5µas to 20µas and an overall MS level of about 5µas to
10µas, the above differences represent the accuracy of the alignment in terms of differing
counterpart subsets. The WRMS parameters for ICRF3 S/X are about 15µas worse
for the aE,Re

2,1 and aE,Im
2,1 terms when using all counterparts or the subset of 406 sources,

whereas the WRMS for CRFGT clearly reduced by 25µas for aE,Im
2,1 . The reason for the

latter could be the more even distribution of counterparts across the sky.
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4.4 Comparison of radio and optical positions

For the alignment of ICRF3 S/X on Gaia DR2, the impact of different counterpart subsets
on the VSH terms is tested to further investigate the accuracy of the alignment (Fig. 4.60).
The counterpart subsets were chosen to represent interesting subsets that match the
previous investigations. For comparison, the above discussed quantities for the scenarios
using all 2970 counterparts or the 406 common sources to all CRFs are shown. The other
subsets of the 2970 counterparts are: 2773 sources having at least 70 observations in
ICRF3 S/X, 1784 sources having CARMS < 0.4, and 250 ICRF3 defining sources. The
other subsets of the 406 counterparts are: 289 sources having more than 70 observations
in all VLBI-based CRFs, 218 sources from the latter subset that have CARMS < 0.4,
139 sources that are ICRF3 defining sources, and 114 sources from the latter subset that
have more than 70 observations in all VLBI-based CRFs. The ME for the scenarios are
depending on the number of counterparts, as expected. Nevertheless, the MS for the
scenario with 289 sources with small CARMS values has higher MS than the scenario
with 250 ICRF3 defining sources for many parameters. The Q/n of the scenarios equals
one if about 20 % of the suitable counterparts were rejected. Thus, this parameter does
not indicate any subset to be preferred in terms of reduced systematics.

The maximum differences in WM using one or the other subset for one parameter are
20µas to 95µas with a mean of 46µas and a median of 42µas. The differences are largest
for aM,Im

2,1 and aE,Re
2,1 . The rotation parameter WM are smallest for the scenarios with

most counterparts included in the analysis. Also the other VSH terms are not among
the largest for these scenarios. Restricting the number of observations only has a small
impact on the results: scenarios with 2970 and 2773 sources are very close to each other
in terms of WM, while the scenario with 2773 sources has smaller WRMS values for most
parameters.

Section 4.4.1 showed that large Xρ values are typically connected to large CARMS values.
Since outliers in terms of Xρ were excluded from the analysis, the restriction of CARMS
being smaller 0.4 was not expected to have a large impact on the VSH determination
when considering the correlation between the two quantities in Fig. 4.36. Furthermore,
it is expected that the coordinate differences between two CRFs have random directions
on the sky. Thus, the number of counterparts would impact the MS mostly. Indeed, the
MS are smaller for the full set of counterparts. For some parameters the WRMS values
are smaller than for the solution with all counterparts, but for other scenarios with fewer
counterparts they are similarly smaller.

The ICRF3 defining sources are evenly distributed across the sky, thus with this counter-
part subset a possible impact of inhomogeneous distribution of counterparts in the VSH
terms can be tested, since the counterparts are rather evenly distributed as well. Again,
sources with outliers in terms of Xρ were excluded. No clear conclusion can be drawn
from the results.
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For ICRF3 K, the larger correlations drop only for the scenarios in which the ICRF3
defining sources were selected. However, this finding might be superimposed by effects
due to the small sample size of 163 counterparts.

For ICRF3 X/Ka, the parameters in D3 and aM
2,0 have the high values only for the subset

with all counterparts or with the 406 counterparts (Fig. 4.61). For the other scenarios
they are about −63µas to 0µas for D3 and 30µas to 70µas for aM

2,0. In these scenarios,
the counterparts are more evenly distributed across the sky.

Impact of different transformation methods

The different methods typically used to align CRF in astrometry were tested for ICRF3
and Gaia to investigate how much the rotation parameters A differ between the different
methods. The methods were introduced in Sect. 3.3. The tested parameterizations are (1)
the full set of the 16 VSH terms (three rotations A, three glide terms D, 10 quadrupole
terms), (2) the thee rotations A combined with linear trends Dα and Dδ and the bias Bδ,
(3) the three rotations A and the three glide terms D, and (4) the three rotations A only.

The respective WM, WRMS, ME, and MS quantities were tested for the 406 sources
common to all VLBI-based CRFs and Gaia DR2, as well as for the 2970 sources common
to ICRF3 S/X and Gaia DR2 (Fig. 4.63). For the subset of 2970 sources, the rotation
parameter differences are 3.5µas to 5µas for the different transformation methods. The
glide parameters are different by 1µas to 2.5µas only. Thus, for ICRF3 S/X, difference in
rotation parameters is larger using either the 406 counterparts or the 2970 counterparts
(about 5µas to 50µas) compared to using additional transformation parameters for the
2970 counterparts. The same conclusion holds for the glide parameters. The rotation and
glide parameters are systematically smaller using 2970 instead of 406 counterparts for the
transformation. This could be due to the fact that the full set of counterparts was used for
the initial alignment between Gaia DR2 and the ICRF3 S/X prototype. Also the WRMS,
ME, and MS quantities are smaller for most parameters using the 2970 counterparts. The
iterative result of Dα is unstable according to the WRMS divided by two times the ME
for both subsets. For the 2970 counterparts, the aM

2,0 is also unstable. The significance of
the parameters is shown in Fig. 4.66a. Clearly, the various methods and subsets support
a significant rotation in A2, as well as a significant aM,Re

2,1 term. Also, the rotation in A1

is significant for all scenarios using the full set of suitable counterparts.

For ICRF3 X/Ka (Fig. 4.64), on the other hand, the difference in the transformation
parameters used leads to larger differences in the rotation (40µas to 120µas) and glide
(5µas to 55µas) parameters for the 558 counterparts than the difference due to the
different counterpart subsets. Using 406 or 558 counterparts results in a difference of
about 5µas to 30µas. ICRF3 X/Ka has large D3 and aM

2,0 deformations compared to
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4.4 Comparison of radio and optical positions

Gaia DR2. This is also reflected in the fitted rotations in the sense that the A1 and
A3 rotations are much closer to zero and the WRMS parameters for all three rotations
are systematically smaller for methods that parameterize more than the three rotations.
When only three rotations and three glide terms are parameterized, the WRMS and MS
of the glide terms are also significantly worse than when the second-order VSH terms are
also set up. For both ICRF3 S/X and ICRF3 X/Ka, the WRMS values of the rotation
parameters are among the smallest in case the full set of 16 VSH parameters was employed.
The lowest MS values of the rotation parameters for ICRF3 X/Ka are determined from the
same scenario, whereas for ICRF3 S/X it its the scenario where only the three rotations
were estimated. Similar to ICRF3 S/X, the MS of the rotation parameters are similar to
those of the other scenarios when Dα, Dδ, and Bδ were estimated, however, the MS and
WRMS of Dα are high compared to those of the other parameters. The iterative results of
all parameters are stable in terms of the WRMS divided by two times the ME. The large
D3 and aM

2,0 deformation, or in case Dα, Dδ, and Bδ were set up, the large deformation
in Dα and Bδ, disappear when only sources with more than 70 observations were selected
(see previous section). Re-consulting the information given in Sect. 3, Bδ describes a
global translation in δ direction, which is significant in the presence of declination biases,
e.g., due to incorrect modeling of the troposphere at low elevation.

The correlation parameters in Fig. 4.62 and Fig. 4.51 depict the linear correlation between
the parameters of interest. As stated earlier, the correlation coefficients for the 16 VSH
terms are ≤ |0.30|. The largest correlations are between A2 and D1 (−0.31), between
A1 and D2 (+0.30), and between A2 and aM,Im

2,1 (+0.27). The correlation coefficients for
the rotation parameters, the linear trends Dα and Dδ and the bias Bδ are ≤ |0.18| for
all parameters except between Dδ and Bδ (−0.35). The correlation coefficients for the
three rotations and three glide parameters are ≤ |0.12| for all parameters except between
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Figure 4.62 Correlation coefficients between the transformation parameters between ICRF3 S/X
and Gaia DR2 for the first iteration of each scenario. All suitable counterparts without outliers
were used. (a) depicts the scenario in which the thee rotations A combined with linear trends Dα

and Dδ and the bias Bδ were estimated, (b) the three rotations A and the three glide terms D,
and (c) the three rotations A only. The respective correlation parameters of the first iteration of
the full VSH terms are shown in Fig. 4.51.
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A1 and D2 (−0.27) and between A2 and D1 (+0.27). The correlation coefficients for the
rotation parameters only are ≤ |0.10|. The correlations between the rotation parameters
for all scenarios are negligible.

For the alignment of ICRF3 S/X and Gaia EDR3, all (except one) transformation param-
eters are within about ±50µas. Thereby, the rotation parameters vary by 2µas to 13µas
between the different transformation methods based on the 3142 counterparts, whereas
the glide parameters vary by 2µas to 16µas based on the same subset. These values
are slightly larger than for Gaia DR2. The WRMS scatter is below 20µas and the MS
are below 3µas to 6µas for most parameters based on 3142 counterparts, slightly better
than for Gaia DR2. Since the WRMS of the two subsets of 512 and 3142 counterparts,
respectively, are closer in Gaia EDR3 than the WRMS of the subsets of 406 and 2970
counterparts in Gaia DR2, the question arises whether this is a feature of the known
lower systematics in Gaia EDR3 compared to Gaia DR2. This is to be answered in future
studies. For the alignment of ICRF3 S/X and Gaia EDR3, on average, the solution with
most counterparts (3142 counterparts) and the 16 VSH parameters has the lowest WRMS
values for the rotation parameters, while it has about 0.2µas larger MS than the solution
using the other transformation methods for the 3142 counterparts. The smallest MS for
the three rotation parameters are derived when only estimating those parameters. The
significance of the parameters is shown in Fig. 4.66b. Clearly, the various methods and
subsets support a significant rotation in A2, as well as significant aM,Re

2,1 and aE,Re
2,2 terms.

Impact of constraining the VLBI data time interval

The alignment of CRFGT and Gaia DR2 is evaluated in this subsection. CRFGT is a
CRF based on VLBI at S/X frequencies and uses only VLBI observations during the
Gaia DR2 observation time interval (Sect. 4.1.3). It was specifically created to determine,
whether the alignment of the CRFs from Gaia DR2 and VLBI can be improved using
the same observation time interval for the CRFs. Using a similar software setup and the
same VLBI observations as used for the creation of ICRF3 S/X, a CRF close to ICRF3
S/X was determined (CRF7918, Sect. 4.1.2). The evaluations in Sect. 4.3.1 proved that the
differences between ICRF3 S/X and CRF7918 are negligible, and that thus the differences
between ICRF3 S/X and CRFGT are not expected to be due to the somewhat different
software setup between ICRF3 S/X and this work. Among others, the consistency was
visualized by the angle differences Ψ of the arc between the ICRF3 S/X and CRF7918
positions and the arc between the ICRF3 S/X and ICRF3 K positions of the sources
being not systematically in the same direction (Fig. 4.18a). Furthermore, the negligible
systematic differences between CRF7918 and ICRF3 S/X were visualized by the 16 VSH
terms in Fig. 4.21.
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Figure 4.63 WM, WRMS, ME, and MS quantities for the various transformation parameters
between ICRF3 S/X and Gaia DR2. Two sets of counterparts were tested: the 406 counterparts
common to all VLBI-based CRFs and Gaia DR2 or the 2970 counterparts between ICRF3 S/X
and Gaia DR2. Only counterparts for which the normalized arc lengths are not outliers were used.
The first iteration and the number of suitable counterparts minus the last 20 % of the iterations
(until iteration 262 or 2033) was used to mitigate any effects due to low number of counterparts
in those iterations.
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Figure 4.64 WM, WRMS, ME, and MS quantities for the various transformation parameters
between ICRF3 X/Ka and Gaia DR2. Two sets of counterparts were tested: the 406 counterparts
common to all VLBI-based CRFs and Gaia DR2 or the 558 counterparts between ICRF3 S/X and
Gaia DR2. Only counterparts for which the normalized arc lengths are not outliers were used.
The first iteration and the number of suitable counterparts minus the last 20 % of the iterations
(until iteration 241 or 353) was used to mitigate any effects due to low number of counterparts in
those iterations.
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Figure 4.65 WM, WRMS, ME, and MS quantities for the various transformation parameters
between ICRF3 S/X and Gaia EDR3. Two sets of counterparts were tested: the 512 counterparts
common to all VLBI-based CRFs and Gaia EDR3 or the 3142 counterparts between ICRF3 S/X
and Gaia EDR3. Only counterparts for which the normalized arc lengths are not outliers were
used. The first iteration and the number of suitable counterparts minus the last 20 % of the
iterations (until iteration 329 or 2977) was used to mitigate any effects due to low number of
counterparts in those iterations.
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Figure 4.66 Significance of the transformation parameters, (a) between ICRF3 S/X and Gaia
DR2, (b) between ICRF3 S/X and Gaia EDR3. If the value of WM/(3MS) is larger unity, the
parameters are considered as significantly determined. The results are shown for the various
transformation methods as shown in Figs. 4.63 and 4.65.
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4.4 Comparison of radio and optical positions

From Table 4.1, the median position offset between ICRF3 S/X and CRFGT is 0.31 mas
with a median σpos,max of 0.30 mas, while the normalized arc lengths Xρ mostly follow the
expected Rayleigh distribution. For comparison, the median separation ρ for ICRF3 S/X
and CRF7918 is 0.10 mas with a median σpos,max of 0.16 mas. Likewise, from Table 4.4,
the median position offset between Gaia DR2 and CRFGT is 0.66 mas with a median
σpos,max of 0.28 mas, while for ICRF3 S/X, the values are 0.58 mas and 0.19 mas. The
normalized arc lengths Xρ of the 406 sources common to all discussed VLBI-based CRFs
and Gaia DR2 follow the expected Rayleigh distribution slightly better for CRFGT than
for ICRF3 S/X, as the former has less outliers with Xρ > 3.7 (67 versus 78).

In terms of global systematics it is not possible to determine whether ICRF3 S/X or CR-
FGT align better to Gaia DR2. In terms of WRMS of the rotation parameters towards
Gaia DR2, both ICRF3 S/X and CRFGT have lower WRMS values for some of the param-
eters. Figure 4.50 suggests that CRFGT and Gaia DR2 have a significant aE

2,0 parameter
based on the full set of suitable counterparts, which is confirmed based on the iterative
results in Fig. 4.58. Consulting the iterative rotation parameter results in Figs. 4.52 and
4.53, and the correlation parameters in 4.51, it might be that the correlations, although
their magnitude is smaller than 0.3, are still too high.
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4.5 Discussion

Determining, verifying, and possibly improving the alignment of the ICRFs at various
frequencies is an important task. An accurate frame tie is required for a variety of research
topics, such as frequency-dependent position offsets of sources or source categorization.

In this chapter, the ICRF3 at K band and at X/Ka band were compared to the ICRF3
S/X. Furthermore, the VLBI-based CRFs were compared to Gaia DR2 and Gaia EDR3.
The goal was to determine the accuracy of the alignment between the radio and optical
CRFs. For this purpose, the individual source position offsets were examined, and their
dependence on radio source structure effects and the number of VLBI observations was
studied. Next, global systematic differences such as rotations and glide patterns were
determined. Their dependency on various subsets of suitable counterparts, as well as the
alignment methods, was demonstrated based on the radio-optical position offsets. Surely,
the individual source position differences are typically about one magnitude larger than
the global systematic differences. The individual source position differences are correlated
with the amount of radio source structure effect, whereas the global systematic differences
depend more on the number of counterparts used for the alignment.

To determine the impact of VLBI observations far away in time from the Gaia observation
time, the CRFGT was constructed, which is a CRF at S/X band using only observations
during the Gaia DR2 time span. It includes only 52 % of the sources in ICRF3 S/X. At
the same time, the median position uncertainties are a factor of two larger for CRFGT
compared to ICRF3 S/X.

While the normalized arc lengths Xρ between ICRF3 K, ICRF3 X/Ka after transformation
to ICRF3 S/X, or CRFGT towards ICRF3 S/X follow the expected Rayleigh distribution,
the distributions of the normalized arc lengths of the VLBI-based CRFs towards Gaia DR2
or Gaia EDR3 deviate more from the expected Rayleigh distribution. This larger deviation
is also resulting in more outliers of Xρ. It shows that the uncertainties of the Gaia or
VLBI catalogs are too optimistic and could be inflated to better match the expected
distribution (see also Petrov et al. 2018, who determined more realistic uncertainties for
the positions in their VLBI-based CRF and Gaia DR2.).

Xu et al. (2021) found that the statistically significant position differences between ICRF3
S/X and Gaia EDR3 are related to large radio source structure based on a comparison
of the normalized arc lengths and the CARMS values of these sources. In this work, this
finding was approved for position differences between the various VLBI-based CRFs at
different frequency bands or observation time intervals and ICRF3 S/X, as well as for the
position differences between the various VLBI-based CRFs and Gaia DR2 or Gaia EDR3.
Liu et al. (2021) found similar results when comparing ICRF3 to Gaia EDR3 position
offsets to the structure index (Charlot 1990; Fey and Charlot 1997).
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4.5 Discussion

In this study, the position offset directions ψ between the various VLBI-based CRFs
were compared. The ψ are defined as the angles between the declination direction and
the arc of the position offset between the ICRF3 S/X positions and the ICRF3 K or
ICRF3 X/Ka positions. They have a tendency along the declination direction even after
transforming to ICRF3 S/X, similar to what was found in Charlot et al. (2020). They
conclude that remaining systematics between the radio catalogs must exist, which cause
these declination biases. The angles ψ between the various VLBI-based CRFs and Gaia
positions are however evenly distributed, as expected. The VLBI to ICRF3 S/X angles
ψ seem to be biased by the small scale systematics as the median distances between the
radio positions are small (about 0.2 mas to 0.3 mas). This is not the case for the VLBI to
Gaia DR2 positions, which have a larger median of about 0.5 mas.

The angle differences Ψ of the directions ψ of the position offset of the VLBI-based
CRF positions and the ICRF3 S/X position of a source favor the same direction as the
position offset between the ICRF3 K position and the ICRF3 S/X position. Only for
CRFGT, a weak favor also in the opposite direction was found. The offset directions of
the VLBI-based positions and the Gaia position however only favor the same direction
as the ICRF3 S/X position and the respective Gaia position (Gaia DR2 or Gaia EDR3).
Lambert et al. (2021) found using similar data that from the S/X position, the optical
position is for most sources downstream the jet, and the K and X/Ka position is upstream
the jet. In the future, the evaluation in this thesis can be repeated with respect to the
S/X position instead of the Gaia position in order to confirm this finding of Lambert et al.
(2021). It was shown that the sources with larger Xρ favor the same direction for both the
radio-only position differences or the radio-optical position differences (only for CRFGT
the position differences slightly favor the opposite direction compared to the other radio
position differences as well). Only the directions from the ICRF3 S/X position to the
ICRF3 K position and the ICRF3 X/Ka position which was transformed to ICRF3 S/X
show a slight dependency on very small and very large CARMS values. Comparisons
of the position offset directions between VLBI and Gaia DR2 and Gaia EDR3 with jet
angles derived from radio images were conducted in Kovalev et al. (2017); Petrov et al.
(2018); Plavin et al. (2019); Xu et al. (2021). A comparison of the jet angles with the
offset direction between Gaia DR2 and the various ICRF3 catalogs was conducted in Lunz
et al. (2019a); Lambert et al. (2021). The comparison of the offset directions with the jet
angles derived from images does not show an as clear favor for the same direction as the
comparison between the different position offset directions in this work. In general, the
jet angles align with the offset directions, however, probably more care has to be taken in
solving the 180◦ ambiguity of the jet angle determination as there appears also a medium
peak in the histograms for the opposite direction to the jet angles.

The global systematic differences between the radio and optical catalogs agree well with
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those already published in other literature mentioned in the introduction. The global
systematic differences between the various VLBI-based CRFs and ICRF3 S/X in terms of
the 16 VSH parameters are accurate to a WRMS scatter of below 15µas as determined
from iterative solutions where the most deviating source was rejected in each iteration.
Furthermore, their mean standard deviation (MS) is below 6µas. In contrast, when com-
paring the various VLBI-based CRFs to Gaia DR2, the WRMS scatter is mostly below
25µas and the MS values are below 12µas. The smaller WRMS values for the VLBI-only
transformations, although based on different antenna networks, compared to the WRMS
values of the VLBI-Gaia transformations may indicate the presence of larger internal
systematics in the Gaia CRFs. The correlation coefficients between the deformation pa-
rameters are most prominent for ICRF3 K, suggesting a more detailed analysis of the
uniformity of the source distribution across the sky.

The selection of different initial subsets, such as using only sources with small source
structure at S/X frequency bands or using only sources with more than 70 VLBI obser-
vations, results in differences of the weighted mean (WM) of about 6µas to 35µas for
the comparison between ICRF3 K and ICRF3 S/X and about 20µas to 95µas for the
comparison between ICRF3 S/X and Gaia DR2. The WM values of the three rotation
parameters differ by 8µas to 30µas for the comparison between ICRF3 K and ICRF3
S/X and 25µas to 65µas for the comparison between ICRF3 S/X and Gaia DR2. The
WRMS values for the 16 VSH parameters differ by up to 10µas for ICRF3 K and ICRF3
S/X and by up to about 30µas for ICRF3 S/X and Gaia DR2. The mean errors (ME)
mainly depend on the number of counterparts, as expected.

The impact of using different functional models for the transformations between catalogs
on the rotation parameters was determined to be on the order of a few µas only for
the comparison between ICRF3 S/X and Gaia DR2. However, in case of the larger
deformations of ICRF3 X/Ka, the rotation parameters are significantly affected by several
tens of µas when including more deformation parameters or only the three rotations in the
analysis. The correlation coefficients of the different transformation methods based on the
alignment between ICRF3 S/X and Gaia DR2 show that the rotations can be very weakly
correlated with some of the glide and quadrupole parameters. In contrast, the linear trends
and biases are not correlated to the rotation parameters. In the future, simulations can
be used to further assess the reason for the correlations and their impact on the rotation
parameters, e.g., by using a synthetic data set of evenly distributed and evenly weighted
positions. The investigations support the finding from Charlot et al. (2020) and others,
which is that the ICRF3 X/Ka is subject to significant large-scale deformations. Using
the transformation between ICRF3 X/Ka and Gaia DR2 as an example because ICRF3
X/Ka has large deformations, the sample with most counterparts and the 16 VSH terms is
identified as best suitable for the determination of the rotations between the two frames,
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4.5 Discussion

as the WRMS values and the MS values of the rotation parameters for this case are the
smallest (Fig. 4.64). Again, simulations might help to further assess this finding.

Thus, it can be concluded that the rotations between the ICRF3 catalogs can be deter-
mined to a precision of less than 30µas (the noise of ICRF3 S/X), and that the rotations
between ICRF3 S/X and Gaia DR2 can be determined to a precision of less than 65µas.
This finding is a little more pessimistic than the work of Charlot et al. (2020); Liu et al.
(2020), who concluded that ICRF3 S/X and Gaia DR2 are consistent at the 30µas level.
The larger level of 65µas can be explained by the larger variety of tested subsets compared
to those in the work of Charlot et al. (2020).

For a more accurate alignment, it is recommended to choose a consistent set of trans-
formation parameters, and more importantly, a fixed set of common counterparts. This
holds especially for the definition of any rotations (orientation offsets) between the ICRF
realizations to reduce any scatter or inaccuracy of the registration of the CRFs due to
different sets of defining sources.

The Gaia DR2 is aligned to the ICRF3 S/X prototype, whereas the various VLBI-based
CRFs and Gaia EDR3 are aligned to ICRF3 S/X. Thus, it might be the explanation that
the rotations of the VLBI-based CRFs towards Gaia DR2 are a little larger than towards
Gaia EDR3. The various methods support a significant rotation in A2 and, in case the 16
VSH terms were determined, a significant aM,Re

2,1 parameter for both Gaia DR2 and Gaia
EDR3 towards ICRF3 S/X, respectively. As a possible significant systematic difference
between ICRF3 S/X and Gaia DR2, the aE

2,0 parameter with a value of 35 ± 9µas was
determined in Charlot et al. (2020). The evaluation in this work shows that the scatter
of results from different subsets and the iterative solutions is too large to confirm the
significance of this parameter.

All VSH parameters between CRFGT and ICRF3 S/X are below 20µas, except D3

(−42µas) and aE
2,0 (41µas). These are very similar deformations compared to those

determined by Charlot et al. (2020) between the ICRF2 with modeled Galactocentric
acceleration and the ICRF3 S/X. Furthermore, Mayer (2018) found that including Ray-
tracing into the analysis for their VLBI CRF decreased the aE

2,0 value while it increased
the D3 value. On the other hand they found that a correction of a likely systematic
effect at VLBI station Hobart12 increased the aE

2,0 value while it decreased the D3 value
(increase and decrease are depending on the direction of the alignment test). A reason
for the higher and opposing values in these two parameters could be the slight correlation
of D3 and aE

2,0 in these three cases (Fig. 4.24). The comparisons of the individual source
position differences and the global systematic differences towards Gaia DR2 show that no
clear indication can be found as to CRFGT being closer to Gaia DR2 in terms of individ-
ual source positions than ICRF3 S/X. Only in case of large temporal differences in source
structure differences in individual source positions were expected. The global systematic
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differences appear to be smaller for ICRF3 S/X when all available counterparts are used.
However, this statement is not evident when the counterparts common to all CRFs are
used.

There are some limitations of this work. The possible correlation of the results to the
number of Gaia observations was not discussed. Only the mean positions over a varying
observation time span were used for the comparisons. Position changes of the VLBI
core or the photocenter of the sources during the VLBI and Gaia observations were not
considered (other than restricting the VLBI data for CRFGT to the Gaia DR2 observation
time interval), but only the mean positions were used. It is expected that any temporal
changes in the VLBI or Gaia position appear for sources which are randomly distributed
across the sky, and that the position changes appear in random directions. Consequently,
these position differences will not significantly affect the determination of global systematic
differences. The comparison between the radio and optical positions is based on a set of
counterparts between the VLBI-based CRFs and Gaia DR2 using the basic selection
criteria as developed by the Gaia DPAC and the probability of false detection from the
density of the full Gaia sample. A more ambitious selection was determined by Makarov
et al. (2019) using, among others, multicolor images. Future work can determine the
change in deformation parameters using this selection.

Since the large systematic deformations of ICRF3 X/Ka can be larger than the position
uncertainty and the position difference of the individual source, it is recommended to
correct for the systematic deformations before the analysis of individual sources. The
impact on the analysis of the individual source positions and the offset directions was
shown in this work for ICRF3 X/Ka, as it has the largest deformations. However, if arc
lengths are small, also small systematic differences can have an impact on the results.

The Gaia astrometric performance1 predicts standard deviations of about 80µas to
620µas in Gaia DR4 for the individual source positions with G magnitudes between
G = 18 mag and G = 20.7 mag. The values are heavily depending on G. Similarly,
for Gaia DR5, standard deviations of about 55µas to 440µas for sources in the same
G magnitude range are expected. Already now, the global systematic differences can be
determined to well below these values.

Also the CRF at radio frequencies are constantly improved. For example, the newest
version of the X/Ka-band frame (JPL 2022a X/Ka) has an insignificant distortion in the
D3 parameter, and the aM

2,0 parameter value reduced by about half (Jacobs et al. 2022).
The position uncertainties are also comparable to those of ICRF3 S/X for common sources.
This suggests that the smaller D3 and aM

2,0 estimates found in this work using some subsets
of all counterparts between ICRF3 X/Ka and Gaia DR2 should be re-examined using the

1https://www.cosmos.esa.int/web/gaia/science-performance#astrometric performance, accessed 24 Oc-
tober 2021.
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4.5 Discussion

updated X/Ka band frame and Gaia EDR3. Jacobs et al. (2022) also recommend using
the full covariance information to grade this CRF. Also the K-band and S/X-band frames
already improved, and both frames are now almost even for the common sources in terms of
source position uncertainties (Gordon et al. 2022; de Witt et al. 2022). Currently, ICRF3
S/X is best suited to align the Gaia catalog to ICRF3. However, with the improved
CRFs in the K and X/Ka bands, it needs to be evaluated whether they can be superior
to the improved CRF in the S/X band for aligning Gaia in the future, as their position
uncertainties are already at comparable level with fewer observations compared to those
from S/X observations.

Outlook on proper motions: Ideal CRF sources should show no apparent proper
motion at all, and sources with significant proper motion in Gaia were excluded from the
sample during the selection process of valid counterparts (Sect. 4.2). As a future task,
apparent linear proper motions from Gaia and VLBI should nevertheless be compared
as well. First attempts in the course of this work did not show a good agreement (Lunz
et al. 2019b), which is why they were not presented here. For VLBI, the apparent proper
motions were derived from position time series of the sources. Only time series with more
than 10 positions spread over at least 1.5 years were employed and the number of scans
in each session had to be larger 3. Least squares matching and a more robust estimator
against outliers, RANdom SAmple Consensus (Fischler, M. A. and Bolles, R. C. 1981,
RANSAC), were tested. In both approaches, the data were weighted according to their
uncertainties. The results were then manually filtered for credibility. The position time
series were derived from repeating the global solutions in Sect. 4.1.2 and 4.1.3 respectively,
where in each repetition a different random small set of source positions was not set up as
a global parameter but as a session-wise parameter using the Helmert blocking in Eq. 3.28
via a backwards solution BW. The consistency of the global solutions was checked using
the EOP and they are within the ICRF3 S/X error level. An example for the source
position time series and the fitted position offsets and linear apparent proper motion is
shown in Fig 4.67. The comparison of the direction of the apparent proper motion data
from Gaia DR2 and CRFGT can be seen in Fig. 4.68. Clearly, there is no overall tendency
of the VLBI and Gaia proper motions facing the same direction. In general, the Gaia DR2
proper motions are much larger than the VLBI-based proper motions and have a higher
standard deviation. As future work, a comparison to VLBI proper motions from linear
splines using the entire VLBI observation time interval for the respective source can be
performed, similar to what was introduced in Karbon et al. (2017), but using position
time series from the global solution.
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Figure 4.67 Source position time series (black dots, the errorbars describe the uncertainty of the
position) and fitted position offsets and linear apparent proper motion for source 0454-463. The
fitted models using least-squares adjustment or RANSAC are shown as solid lines. The number
of available positions is 84. RANSAC excluded one declination coordinate as an outlier.
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Figure 4.68 Comparison of the selected linear ap-
parent proper motions for 275 AGN from Gaia DR2
and CRFGT based on the weighted RANSAC. For
the 625 suitable sources for CRF7918 there is also no
clear dependency.
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5 Optically bright radio sources

The separate investigation of the alignment of the Gaia optically bright reference frame
to the ICRF3 is necessary due to the technical design of Gaia and its internal calibration
strategies presented in Sect. 2.3.2. This section documents efforts on the VLBI side to
improve the determination of this alignment. The VLBI observations in this section are
mainly based on the method of phase referencing relative to a radio-bright calibrator
as introduced in Sect. 2.2.3, since the optically bright objects at radio frequencies are
usually too faint to be detected in the absolute geodetic mode, as in the case for ICRF3.
Only in Sect. 5.5 a few star positions from the absolute geodetic mode were also included.
First, the homogenization of existing VLBI data from phase-referencing observations is
addressed, which means that all star positions are preferably referenced to calibrator
positions in ICRF3. Then, the impact of treating Galactocentric acceleration in the
similar way for both Gaia data and VLBI data is examined. Suggestions for suitable new
VLBI observations are made, and realized observations are discussed and evaluated in
more detail. Since there are few counterparts between VLBI and Gaia for the optically
bright data, no VSH, but only rotation parameters in terms of orientation offset and spin
between the two catalogs are determined. The global pattern determined by VSH could
anyway, in contrast to the evaluation of data from extragalactic objects, be dominated
by larger systematic effects within the Galaxy such as Galactic rotation and shear effects
(Gaia Collaboration et al. 2021b). The effects of the various steps on the analysis of
the rotation parameters are shown, and possible future improvements are described. A
discussion concludes this chapter.

5.1 Homogenization of existing data

If two reference frames should get aligned, all data of one catalog must be based on
the same reference frame. Otherwise, an artificial bias can distort the results. The
main goal of this work is to test the alignment of the Gaia catalog to ICRF3. However,
star positions from the archive are usually given relative to a calibrator position in one
of the predecessors of ICRF3 or even in CRFs which were not adopted conventionally,
simply because the ICRF3 did not exist at the time of their analysis. Consequently,
the principle of homogenization is quite simple: if the difference between the historical
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calibrator position and the position of the same calibrator in ICRF3 is applied to the
original star position, the updated star position is then also given in ICRF3. For this
point tie no uncertainty is assumed.

The basis for the data treated in this section is the literature search of historic VLBI
data from Table 1 in Lindegren (2020a). Most of these data are estimates of a model
of stellar motion from time series of relative star positions. The model consists of a
maximum of five astrometric parameters, position, proper motion, and parallax. Parallax
and proper motion are in general not dependent on the CRF and therefore do not need
to be homogenized. According to Lindegren (2020a), some of the star positions in his
collection were already shifted to ICRF3. Thereby, the ICRF3 coordinates at epoch
2015.0 were employed, which means that the effect of Galactocentric acceleration was
neglected in the context of his work (More on the handling of this topic in Sect. 5.2). Not
all publications provided easy access to the required historical calibrator positions, thus,
not all stars were referred to ICRF3. Therefore, in this work, emphasis was placed on
homogenizing all star positions. This was accomplished using auxiliary data from online
archives or metadata in the respective publications to find the historic calibrator positions.

“If not found in the publication or in a cited catalog, the positions from .vex files or, if
missing, from the .crd files in the VLBA observing archive1 were collected in order to
obtain the calibrator positions most likely used. For some publications only the observed
fields were given, but it was possible to connect each star to a field and then to identify
the calibrator used by cross-referencing some of the tables in the respective publications.
For one publication contradictory information was sorted out with the help of the main
author.

The calibrator positions were not listed in all publications with a sufficient level of accu-
racy. Thus, some assumptions were made, and cross-checks with the VLBA observation
archive, where metadata of the observation sessions are stored, were performed. We as-
sume that if the calibrator positions would have been changed after the scheduling or
.vex file creation, it would have been mentioned in the respective publication. All orig-
inal calibrator positions were identified and the differences to the ICRF3 positions were
determined. They are listed in Table 5.1 as αoriginal and δoriginal. With this information,
all star model positions were transformed to ICRF3 by applying the shifts ∆α and ∆δ

between the original calibrator position and the ICRF3 S/X catalog position. The ICRF3
catalog position uncertainties were applied as calibrator position uncertainties σα,CRF or
σδ,CRF to the star position uncertainties. All star positions thereby have a consistent er-
ror budget. For S Per, the calibrator position and uncertainty from the rfc_2018b catalog
(Petrov 2018) were taken, as the calibrator is not present in ICRF3. It is indicated in
Table 5.1. As shown in Lunz et al. (2019a), the rfc_2018b and ICRF3 S/X are aligned

1www.vlba.nrao.edu/astro/VOBS/astronomy/, accessed 10 July 2021.
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5.1 Homogenization of existing data

Table 5.1 Subset of stars from Table 1 of Lindegren (2020a) along with the corresponding
phase-referencing calibrators and the corrections to be applied in order to homogenize the
dataset. Listed are only the stars which need homogenization.

Star Phase-referencing calibrator Shift to ICRF3 [mas] Resource Ref.
Name Name αoriginal [◦] δoriginal [◦] ∆α σα,CRF ∆δ σδ,CRF

SY Scl J0011 − 2612 2.755194738 −26.209271344 −0.0039 0.0382 +0.2940 0.0360 publication 1
S Per J0222 + 58481 35.639670150 +58.803873460 +1.9950 0.8600 +0.5850 1.0400 publication 2
UX Ari J0329 + 2756 52.490289271 +27.937638614 +0.2220 0.1130 −0.2555 0.1108 publication 3
HD 283447 J0408 + 3032 62.084906562 +30.541802731 +0.0369 0.2728 −0.1985 0.4248 VLBA o. a. 4
V410 Tau J0429 + 2724 67.470669867 +27.410521200 +0.0167 0.0411 +0.1813 0.0443 VLBA o. a. 5
V1023 Tau J0429 + 2724 67.470669825 +27.410521189 −0.1333 0.0411 +0.1413 0.0443 VLBA o. a. 6
HD 283572 J0429 + 2724 67.470669825 +27.410521189 −0.1333 0.0411 +0.1413 0.0443 VLBA o. a. 6, 5
T Tau J0428 + 1732 67.148473662 +17.539885553 −0.0353 0.1173 +0.4301 0.2328 publication 7
HD 283641 J0429 + 2724 67.470669867 +27.410521200 +0.0167 0.0411 +0.1813 0.0443 VLBA o. a. 5
V1110 Tau J0435 + 2532 68.894095596 +25.549915803 −0.1518 0.1214 −1.6523 0.2062 VLBA o. a. 5
HD 282630 J0459 + 3106 74.887640446 +31.109524306 −0.6429 0.1211 −0.7672 0.1622 VLBA o. a. 5
T Lep J0513 − 2159 78.454643017 −21.987803342 +0.0123 0.0748 +0.0920 0.1159 publication 8
V1961 Ori J0529 − 0519 82.473056042 −5.328226883 −0.7522 0.1145 +0.1458 0.2271 publication 9
Brun 334 J0529 − 0519 82.473056042 −5.328226883 −0.7522 0.1145 +0.1458 0.2271 publication 9
V1321 Ori J0529 − 0519 82.473056042 −5.328226883 −0.7522 0.1145 +0.1458 0.2271 publication 9
MT Ori J0539 − 0514 84.999738300 −5.244806039 +0.8051 0.3541 −1.1310 0.7662 publication 9
V1046 Ori J0539 − 0514 84.999738300 −5.244806039 +0.8051 0.3541 −1.1310 0.7662 publication 9
HD 37150 J0539 − 0514 84.999738300 −5.244806039 +0.8051 0.3541 −1.1310 0.7662 publication 9
TY C5346-538-1 J0542 − 0913 85.732822533 −9.225279611 −0.9450 0.1595 −1.0675 0.2860 publication 9
HD 290862 J0558 − 0055 89.684964417 −0.918589931 −1.8798 0.2988 +5.3974 0.4889 publication 9
[SSC75] M 78 11 J0558 − 0055 89.684964417 −0.918589931 −1.8798 0.2988 +5.3974 0.4889 publication 9
VY CMa J0725 − 2640 111.351721250 −26.675744444 −0.9074 0.1500 −0.5828 0.3357 publication2 10
S Crt J1147 − 0724 176.964808479 −7.411428081 +0.0022 0.0331 +0.0866 0.0364 publication 11
Haro 1-6 J1627 − 24263246.750025782 −24.444573598 −0.3121 0.1971 −2.0066 0.4999 VLBA o. a. 12
DoAr 51 J1627 − 24263246.750025782 −24.444573598 −0.3121 0.1971 −2.0066 0.4999 VLBA o. a. 12
W 40 IRS 5 J1826 + 0149 276.604421567 +1.827810811 +0.5072 0.0912 −0.5268 0.1718 VLBA o. a. 13
SS Cyg J2136 + 4301 324.100026608 +43.028464750 +0.4542 0.1515 −0.5418 0.1450 VLBA o. a. 14
IM Peg J2253 + 1608 343.490616401 +16.148211374 −0.0594 0.0340 +0.0665 0.0357 publication4 15
PZ Cas J2339 + 6010 354.838021708 +60.169958056 +0.2008 0.1773 −0.5795 0.0864 publication 16

Notes. Right ascension αoriginal and declination δoriginal were used in the original publications. The
shift in right ascension ∆α and declination ∆δ has to be subtracted in order to match the ICRF3
coordinates. The variables σα,CRF and σδ,CRF are the uncertainties of the calibrator coordinates
in ICRF3, to be applied as uncertainties for the star coordinates. The last two columns list the
resource where the coordinates most likely used in the original publication were found, which can
be the VLBA observation archive (VLBA o. a.) or the original publication, and the reference
of the original publication. (1) Not in ICRF3. The position used is from rfc_2018b and is (α, δ)
= (35.639 669 596◦±0.86 mas, 58.803 873 297◦±1.04 mas). (2) Correct position, obtained from corre-
spondence with main author.(3) The position used is from the ICRF3 K band catalog. (4) Publication
directs to ICRF2 which was therefore used as original position.
References. Nyu et al. (2011); (2) Asaki et al. (2010); (3) Peterson et al. (2011); (4) Torres et al.
(2012); (5) Galli et al. (2018); (6) Torres et al. (2007); (7) Loinard et al. (2007); (8) Nakagawa
et al. (2014); (9) Kounkel et al. (2017); (10) Zhang et al. (2012); (11) Nakagawa et al. (2008); (12)
Ortiz-León et al. (2017b); (13) Ortiz-León et al. (2017a); (14) Miller-Jones et al. (2013); (15) Bartel
et al. (2015); (16) Kusuno et al. (2013).
Note. According to Lunz et al. (2020a, Table 1).
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within about 50µas in orientation, which is acceptable at the current stage of analysis,
considering the error level involved (see below). It is assumed that for the stars from
references 3, 5, 14, and 17 in Table 1 of Lindegren (2020a) the model positions already
were transformed to ICRF3, and the calibrator uncertainties from ICRF3 were applied,
as stated in the publication. Furthermore, the two data entries for the star HD 283572 are
based upon the same observational data but different calibration strategies (Galli et al.
2018), therefore they are highly correlated2”(Lunz et al. 2020a).

The error budget for these homogenized absolute star positions from models of stellar
motion in ICRF3 is labeled σmodel pos. When utilizing these positions for comparison to
an independent measurement system like Gaia, additional error budget items have to be
considered in order to obtain realistic values. For the sake of brevity, the error budget of
the absolute star positions in ICRF3 will be revised in more detail in the later Sect. 5.4.5.
There, the error budget of the absolute star position from models of stellar motion and
from single-epoch phase-referencing (as used in Sect. 5.4.4) will be directly compared. The
reader is referred to that section for more information, but it should be revealed here that
the upper limit of additional noise to σmodel pos to obtain the realistic error budget for the
absolute positions from models of stellar motion is 0.21 mas in α∗ and δ, respectively.

5.2 Impact of Galactocentric acceleration on phase-referencing
results

While the homogenization of the underlying reference frame is only relevant for the calibra-
tor positions and thus for the star positions, the global systematic effect of Galactocentric
acceleration affects both the positions and the proper motions. Although the effect is tiny
compared to the individual star proper motions, it affects all objects in a systematic way
(see Eq. 3.63).

In Gaia DR2, it was not possible to determine this effect due to internal systematics of the
Gaia DR2 dataset being well above its magnitude. In Gaia EDR3 however, the effect was
found to be of magnitude |D| = 5.05 ± 0.35µas yr−1 towards (αD = 269.1◦ ± 5.1◦, δD =
−31.6◦ ± 4.1◦) derived from the proper motions of extragalactic compact objects (Gaia
Collaboration et al. 2021b).

The star positions at various epochs from VLBI in Sect. 5.1 do not yet account for the
Galactocentric acceleration because positions listed in the ICRF3 at epoch 2015.0 were
used for the homogenization in all cases. In addition, the star proper motions, based on
time series of relative positions from phase-referencing, need to be investigated. This is
because at historic times the same (static) calibrator position was used for the fringe-fitting

2Both data entries were used for this work to be consistent with Lindegren (2020a).
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5.2 Impact of Galactocentric acceleration on phase-referencing results

to determine the position time series from phase-referencing, since the historical CRF did
not take the effect of Galactocentric acceleration into account, which was only newly
introduced into the CRF with ICRF3. Both the VLBI and Gaia datasets should include
or not include this effect in all positions and proper motions to be consistent. In this work,
the VLBI data is corrected to also include the effect of Galactocentric acceleration to be
fully consistent with ICRF3 and thereby also with Gaia. The magnitude for the time-
dependent correction in the shape of a dipole pattern is chosen to be |D| = 5.8µas yr−1

in the Galactocentric direction (αD = 266.4◦, δD = −29.0◦) following the values employed
in the creation of ICRF3. They are based on VLBI results from the IVS Working Group
on Galactic Aberration (WG8), published in MacMillan et al. (2019). These results agree
with the Gaia-based result within the error limits. However, to be fully consistent, the
same values should be used in future data releases of the two measurement techniques.

“Considering this relation, the homogenized star positions in ICRF3 at epoch 2015.0
can be corrected for the effect of Galactocentic acceleration (see e.g., Titov et al. 2011;
MacMillan et al. 2019) by

∆α =∆t · (−D1 sinα+D2 cosα)/ cos δ,
∆δ =∆t · (−D1 cosα sin δ −D2 sinα sin δ +D3 cos δ), (5.1)

where D1 = |D| · cos δD cosαD, D2 = |D| · cos δD sinαD, D3 = |D| · sin δD and ∆t =
tB − 2015.0, with tB as the barycentric times of the barycentric star positions, and α and
δ as the calibrator coordinates. The correction needs to be added to the star positions.

[...] The correction of

∆µα∗ = −D1 sinα+D2 cosα,
∆µδ = −D1 cosα sin δ −D2 sinα sin δ +D3 cos δ, (5.2)

needs to be added to the star proper motions µα∗ and µδ to correct for the time-varying
calibrator coordinates that should have been used during the data processing with respect
to ICRF3” (Lunz et al. 2021b).

The stars in this work are located at distances between about 23 pc for σ2 CrB and 2 500 pc
for PZ Cas. Therefore about three orders of magnitude larger systematic effects within
the Galaxy such as Galactic rotation and shear effects dominate the evaluation of the
Galactocentric acceleration (Gaia Collaboration et al. 2021b). Therefore, it is currently
impossible to infer the Galactocentric acceleration effect from star proper motions using
this method.
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5.3 Proposals for new observations of radio stars

Analyses of Lindegren (2020a,b) showed that more observations of known radio stars
and more optically bright counterparts are necessary to improve the determination of the
alignment between VLBI and Gaia. For this reason, three types of proposals have been
worked out in Lunz et al. (2020b) that can be observed from theVLBA, located in the U.S.
It is an excellent antenna network for high-precision radio interferometry of objects that
are generally expected to be weak at radio frequencies and it is strongly interconnected
with the IVS antenna network. Together, they provide the main data for ICRF3 S/X.
This section reflects the findings from Lunz et al. (2020b).

The detection limit for possible counterparts was intended to be 1 mJy at X-band and
0.45 mJy at C-band. The C-band should only be used if suitable historical observations
have also been made at C-band. The star positions at C-band are potentially differently
connected to the ICRF3 S/X than observations at X-band. However, due to the expected
error budget for absolute star positions from phase-referencing, a consistent frequency
band for the absolute positions of all stars was judged to be secondary to the consistency
of the more precise relative positions of one star. Thus, systematic errors that could be
attributed to a possible frequency-dependent position of the calibrator could be excluded
when determining the proper motion from time series of relative positions. The detection
limit was chosen to represent a compromise between observation time with the VLBA and
good astrometric results. It was determined based on results from the relevant literature,
where the instrument was used in a similar way as in this work.

All stars for the proposed observations lie within the declination limit of the VLBA and are
optically brighter than G = 13 mag, as is required for the Gaia bright frame. In Fig. 5.1,
the sky coverage for the different proposals is shown, and the corresponding brightness
histograms are presented in Fig. 5.2. Unless otherwise stated, the selected stars have a
fully valid 5-parameter solution in Gaia DR2. Moreover, as indicated by the RUWE
parameter (re-normalized unit weight error calculated from Gaia DR2 data, Lindegren
et al. 2018) smaller than 1.4, which means that they are not resolved as binary stars in
Gaia DR2 and they show a good fit to a single star model from these data. The final main
criterion for all proposals is that the stars were selected to provide good sky coverage, i.e.
in areas with many stars, only the brightest ones were selected.

Proposal A: Re-observation of already known radio stars

Re-observing radio stars that have been previously observed with VLBI not only has
the advantage of obtaining improved proper motions and parallaxes for them, but also
provides the opportunity to determine their VLBI positions during Gaia’s observing pe-
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5.3 Proposals for new observations of radio stars

Figure 5.1 Stars selected for observations with color-coding according to the type of proposal.
Note. According to Lunz et al. (2020b, Fig. 1). Reproduced with permission from C. Bizouard.

riod. This is achieved with little investment of new observing time and the probability of
successful detection is high. Compared to extragalactic radio sources normally used for
geodetic VLBI, optically bright stars are highly variable and faint at radio frequencies.
In this work, the emphasis is on continuum observations, so stars detected by spectral
line observations only are excluded. Suitable spectral types for the link between optical
and radio frequencies are main sequence stars with two exceptions. First, O and B type
stars, because of the higher probability of radio-optical shifts due to stellar winds and
complex structures, and second, M and L type stars due to the higher probability of re-
solved binaries in VLBI observations (Lindegren, L., June 2019, private communication).
Therefore, 40 candidate radio stars which were detected in continuum mode in Benaglia
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Figure 5.2 Histogram of G-magnitude of the
stars selected for the observations.
Note. According to Lunz et al. (2020b, Fig. 2).
Reproduced with permission from C. Bizouard.
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Figure 5.3 Histogram of the spectral types of
the stars selected for the observations. For pro-
posal C, a stricter selection for the most suit-
able spectral types would be possible.
Note. According to Lunz et al. (2020b, Fig. 3).
Reproduced with permission from C. Bizouard.
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(2010), were rejected because they are of O or B type. As recommended by Lindegren
(2020a), Mira-type stars and red supergiants are also not selected. The spectral class
information was taken from the SIMBAD database (Wenger et al. 2000).

As described in Lunz et al. (2020b), the final selection of 46 stars includes:

• 17 stars from the list of recommended candidates for Gaia-VLBI link in (Lindegren
2020a). Four of them are of spectral type O or B, but they were exceptionally
selected because they fit well into a single-star model and therefore higher priority
was given to the valuable longer data set available when combining the new data with
data from the archive. One of the 17 stars (DoAr 51, also known as V2248 Oph)
shows a small discrepancy between VLBI and Gaia as determined from its low
RUWE parameter, but is known to be a triple star system. Further monitoring will
help to improve the study of the VLBI and Gaia offsets for this object.

• Four other stars in Lindegren (2020a) were selected with a view of future Gaia DRs,
where orbital parameters for some objects may also be available, and verification
of these orbits by VLBI, namely T Tau, HD 283447, UX Ari and σ2 CrB. They are
likely to have a binary companion indicated by their high RUWE values and thus
it is likely that along with VLBI positions from the archive, orbital parameters can
also be estimated from VLBI.

• Two other stars, namely CoKu HP Tau G2 and bet Per, were selected from the Xu
et al. (2019b) list, which are not in Lindegren (2020a). The star bet Per is the
only one of the eleven link stars for the Hipparcos mission not yet in the selected
sample, since a complete astrometry solution was not available for this star in Gaia
DR2. The exception was made because it is likely that if the star was detected by
Hipparcos, it would also be well observed by Gaia3. Moreover, it would then be
possible in future Gaia DRs to perform tests on the same stars used for Hipparcos
comparisons. Also for this star, new observations together with the positions from
the 1980s and 1990s would give a long position time series. Searching for other
possible stars for the Gaia-VLBI connection that have an extensive VLBI observing
history and have been discovered by Gaia, but for which a complete astrometric
solution is not yet available will remain a future task. Star CoKu HP Tau G2 was
chosen because it fulfills all selection criteria and does not have any other stars
nearby.

• Boboltz et al. (2003) and Boboltz et al. (2007) performed phase-referenced contin-
uum observations at X-band of 52 radio stars for the Hipparcos CRF link using the
VLA and Pie Town telescopes. With the same selection approach, 23 suitable stars
for the Gaia-VLBI link were found.

3Later investigations revealed that the star is simply too bright for Gaia.
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5.4 New observations of radio stars

Proposal B: Detection of nearby stars

The second proposal aims to increase the number of radio-optical counterparts to improve
their sky distribution. Optically bright stars included in both the Hipparcos and Gaia
DR2 catalogs were selected in terms of having a reasonable chance of accurate Gaia data
at a later phase of the mission. Stars identified by Hipparcos as double or multiple star
systems were excluded, and SIMBAD data were used to filter for main sequence stars
that have suitable spectral types. Based on the inverse square law, the nearest stars are
assumed to be the brightest. The nearest stars thus are the preferred observables if new
detections at radio frequencies are to be more likely. Therefore, the distance requirement
was set to less than 20 pc from Earth. The final selection consists of 102 stars that, to our
knowledge, have not yet been observed with VLBI. The data set was selected to achieve
uniform sky coverage in terms of geometry, using equal area grids (Malkin 2016b,a). In
addition, stars with spectral types from SIMBAD that were most suitable for alignment
were preferred in each grid cell. The distribution of the latter is shown in Fig. 5.3.

Proposal C: VLBI-observation of previously detected stars

The third proposal targets the re-observation of stars that have been previously detected
by continuum radio observations. The Wendker (2015) catalog, a collection of radio
detections up to the late 1990s, was utilized to find promising objects for successful re-
observation with the VLBA. The selected stars must be listed with a minimum flux density
of 0.5 mJy in a frequency range from 1 to 100 GHz. It is assumed that the continuum
emission does not vary substantially over a wide frequency range. Because it is expected
that the stellar brightness variations can be large, a lower detection limit than targeted
for the VLBA observations was chosen to not exclude any stars prematurely. In total
75 stars were selected. No further filtering was done for suitable spectral classes, as seen
in Fig. 5.3, because a higher priority was given to non-binarity and the higher number
of possible new counterparts. A more stringent selection is however possible. As to the
authors’ knowledge, the objects have not been observed in phase-referencing mode before
and are therefore not included in the selection of proposal A.

5.4 New observations of radio stars

Proposal A was prioritized for realization in this work because the probability for success-
ful detection is higher for known radio stars than for stars that have not yet been observed
by VLBI. The observations were designed as a survey to determine the peak intensities
of candidate stars with the VLBA. The star positions were determined whenever possible
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and used for the subsequent analyses. This section describes the selection of suitable cali-
brators for phase-referencing, the observation setup, and the data analysis. Furthermore,
the determined peak intensities and star positions are reported. The error budget for
these absolute star positions obtained at a single observation epoch is compared in detail
to the error budget of absolute star positions from models of stellar motion (see Sect. 5.1),
where both types of position are based on continuum phase-referencing observations.

5.4.1 Calibrator selection

Table 5.2 Calibrators, observation setup and metadata for the 46 radio stars observed
with the VLBA.

Phase-referencing calibrator Secondary calibrator
Star Type Gaia DR2 match P 1 P 2 S1 S2 Exp Freq Ref.

UV Psc bL* 2576772264960362112 J0121+0422 . . . J0110+0714 J0105+0600 A, C X 1
HD 8357 XB* 2566277181659646208 J0121+0422 . . . J0110+0714 J0130+0842 A, C X 1
LS I +61 303 HXB 465645515129855872 J0244+6228 . . . J0306+6243 . . . A, C X 2, 3
RZ Cas Al* 541801332594262912 J0243+7120 . . . J0319+6949 . . . A, C X 1
bet Per Al* 239863001382455424 J0313+4120 . . . J0310+3814 . . . A X 2, 3
UX Ari RS* 118986060277836160 J0316+27331 J0329+2756 . . . . . . A X 2, 3
HD 224682 RS* 3263936692671872384 J0339−0146 . . . J0337+0137 . . . A X 2, 3
HD 283447 TT* 163184366130809984 J0408+3032 J0403+2600 J0421+26061 . . . A C 4
B Per SB* 270632486391536512 J0359+5057 . . . J0413+5250 . . . A X 1
V410 Tau TT* 164518589131083136 J0429+2724 . . . J0421+26061J0433+2905 A C 5, 3
HD 283572 TT* 164536250037820160 J0429+2724 . . . J0421+26061J0433+2905 A X 6
T Tau Sb TT* 48192969034959232 J0428+1732 . . . J0423+2108 . . . A C 7, 3
HD 283641 TT* 152104381299305600 J0429+2724 . . . J0421+26061J0433+2905 A C 5, 3
CoKu HP Tau G2 TT* 145213192171159552 J0438+2153 J0426+2350 . . . . . . A C 8
V1961 Ori Or* 3209424108758593408 J0529-0519 . . . J0541−0541 . . . A C 9, 3
Brun 334 pr* 3017270879709003520 J0529−0519 . . . J0541−0541 . . . A C 9, 3
TYC 5346-538-1 Star 3015742318025842944 J0542−0913 . . . J0541−0541 . . . A C 9, 3
HD 290862 Star 3219148872492984192 J0541−02111 . . . J0552+0313 . . . A C 9, 3
SV Cam Al* 1143477013259041920 J0626+8202 . . . J0637+8125 . . . A, B X 1
R CMa Al* 3030977013710528768 J0721−1530 . . . J0725−1904 . . . A, B X 1
54 Cam RS* 1081565094046074624 J0811+5714 . . . J0752+5808 . . . B X 1
TY Pyx RS* 5648046341168575616 J0900−2808 . . . J0854−2540 . . . B X 1
XY UMa RS* 1023682919309621632 J0902+5402 . . . J0903+5151 . . . B X 1
IL Hya RS* 5674681804189819648 J0923−2135 . . . J0921−2618 . . . B X 1
HU Vir RS* 3582095053777917952 J1216−1033 . . . J1204−0710 . . . B X 1
DK Dra RS* 1690218825255945216 J1220+7105 . . . J1243+7442 . . . B X 1
RS CVn Al* 1474194339773131648 J1308+3546 . . . J1317+3425 . . . B X 1
BH CVn RS* 1475118788534734592 J1324+3622 J1340+3754 J1322+3912 . . . B X 2, 3
RV Lib RS* 6285122413593372032 J1436−1846 . . . J1432−1801 . . . B X 1
del Lib Al* 6332277920392457472 J1510−08431 J1456−0617 J1512−0905 . . . B, C X 1
AG Dra Sy* 1642955252784454144 J1623+6624 . . . J1604+67221 . . . B, C X 1
σ2 CrB RS* 1328866562170960512 J1613+3412 . . . J1558+3323 . . . B, C X 2, 3
Haro 1-6 TT* 6049142032584969088 J1633−2557 . . . J1625−2527 . . . C C 10, 3
DoAr 51 TT* 6047570826172040960 J1633−2557 . . . J1625−2527 . . . C C 10, 3
WW Dra RS* 1624551008683167616 J1635+5955 . . . J1645+6330 . . . C X 1
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Table 5.2 continued.
Phase-referencing calibrator Secondary calibrator

Star Type Gaia DR2 match P 1 P 2 S1 S2 Exp Freq Ref.

Z Her RS* 4501439984674494080 J1756+1535 . . . J1758+1429 . . . C X 1
HD 226868 HXB 2059383668236814720 J1953+3537 . . . J1957+3338 . . . C X 2, 3
HD 199178 Ro* 2162964329341318656 J2102+4702 . . . J2114+4634 . . . C X 2, 3
ER Vul Ae* 1845206534070618624 J2114+2832 . . . J2105+29201 . . . C X 1
SS Cyg DN* 1972957892448494592 J2136+4301 . . . J2153+4322 . . . C X 11
RT Lac RS* 1961028607902617216 J2153+4322 J2202+4216 J2207+43161 . . . C X 1
AR Lac RS* 1962909425622345728 J2153+4322 J2202+4216 J2207+43161 . . . C X 2, 3
IM Peg RS* 2829193299742131328 J2253+1608 . . . J2253+1942 . . . C X 2, 3
SZ Psc RS* 2658507622907361536 J2311+0205 J2320+0513 . . . . . . C X 1
lam And RS* 1939115478596951296 J2322+4445 . . . J2354+4553 . . . C X 1
HD 224085 RS* 2855095251072482432 J2347+2719 . . . J2352+3030 . . . C X 1

Notes. The columns indicate the star names and types as listed in the SIMBAD database
(Wenger et al. 2000), their Gaia DR2 match and the respective calibrators that were observed. In
order to be able to distinguish the calibrators better in the further work, they were also assigned
variables – P1, P2, S1, and S2. For each star, the experiment(s) (see Table 5.3), the frequency
band, and the literature reference for a priori positional data used for scheduling are given as
well. In case that two literature references are given, the first one describes the original data
and the second one points to improved data as given in the respective reference. In this case
the improved data were used. An ellipsis (. . .) indicates the omission of an entry. (1) Not in
ICRF3. The position in rfc_2018b (given in the format of (α, δ)) is (49.120 883 046◦±0.36 mas,
27.552 263 194◦±0.45 mas) for J0316+2733, (65.263 952 933◦±0.37 mas, 26.110 132 133◦±0.48 mas)
for J0421+2606, (85.340 401 167◦±0.15 mas, −2.185 662 947◦±0.29 mas) for
J0541-0211, (227.727 671 113◦±0.21 mas, −8.722 588 583◦±0.46 mas) for J1510-
0843, (241.192 478 767◦±1.96 mas, 67.371 391 931◦±0.66 mas) for J1604+6722,
(316.431 623 725◦±0.67 mas, 29.347 996 394◦±0.77 mas) for J2105+2920,
(331.789 686 825◦±0.23 mas, 43.274 276 806◦±0.28 mas) for J2207+4316.
(2) Also known as HR 1099.
References. (1) Boboltz et al. (2007); (2) Lestrade et al. (1999); (3) Lindegren (2020a); (4)
Torres et al. (2012); (5) Galli et al. (2018); (6) Torres et al. (2007); (7) Loinard et al. (2007); (8)
Torres et al. (2009); (9) Kounkel et al. (2017); (10) Ortiz-León et al. (2017b); (11) Miller-Jones
et al. (2013).
Note. According to Lunz et al. (2020a, Table 2).

For the 46 stars in Proposal A, phase-referencing calibrators P were selected that are
located near the target star, are compact in their structure, and are radio-bright. The
NRAO VLBA calibrator search tool4, the RFC calibrator search tool5, and the Astrogeo
VLBI FITS image database6 were used for this purpose. Several criteria were considered
for the identification of suitable calibrators, as suggested by the ’Guide to Proposing for
the VLBA (and HSA/Global VLBI)’7. Phase calibrators were selected that were

• bright enough to be detected with an SNR suitable for self-calibration. This thresh-
4www.vlba.nrao.edu/astro/calib/, accessed 20 October 2021.
5astrogeo.org/calib/search.html, accessed 20 October 2021.
6astrogeo.org/vlbi_images/, accessed 20 October 2021.
7https://science.nrao.edu/facilities/vlba/docs/manuals/propvlba/calibration-considerations, accessed

20 October 2021.

115



old is determined by looking up the baseline sensitivity of the VLBA, which is given
for a fringe-fit interval of 2 minutes, and the 2 Gbps recording rate for continuum
observations in Table 3 of the VLBA Observational Status Summary 2020A8, which
was the current state of information at the time the observations in this work were
planned. The values are 1.2 mJy in X-band and 0.7 mJy in C-band. The SNR in
geodetic VLBI is usually set to about 20. The scan length is chosen to be 30 sec-
onds. Therefore, the minimum flux density for a calibrator in X-band is determined
to be

(︂
1.2 mJy ·

√︁
2 min/30 s · 20

)︂
/
√

6 = 20 mJy, where 6 is the number of baselines
per antenna, assuming not all antennas in the VLBA were observing mutually. The
respective value for C-band is 11.5 mJy. Accounting for changing source structure
and other time-dependent variables, the values were multiplied by a factor of 1.5,
and to secure detections (because the whole star observation would otherwise be
lost) the values were doubled. The resulting limit for unresolved flux density was
set to 60 mJy at X-band and 34 mJy at C-band for the calibrators. Only calibrators
with expected values greater than this threshold and reasonably large correlated
flux density values on the long baselines were considered. This is to ensure that the
radio source is visible even on the longest baseline, which is necessary in order to
achieve the desired resolution.

• closest to the target star. It is preferred to select calibrators that are closer to the
target but fainter than using a calibrator that is brighter but further away. As
shown by Martí-Vidal et al. (2010, 2011) and Peterson et al. (2011) the atmospheric
difference between the two objects is limiting the dynamic range, which is inversely
proportional to the sine of their position offset. Similar behavior is shown for the
peak flux densities of the targets. In general, the calibrators should not be more
than 2◦ to 3◦ away from the target star, with a maximum of 5◦.

• listed with a CRF catalog position uncertainty of less than 10 mas and better less
than 1 mas, where the lowest uncertainties are preferred (Reid and Honma 2014).

Furthermore, known radio bright and compact calibrators on the order of 10 Jy are needed
for fringe-finding to calibrate the phases and delays, and for bandpass calibration of the
data channels. For both calibration purposes, the same radio source and scan can be
utilized. Radio sources J0927+3902, J2253+1608, J0359+5057, and J1927+7358 were
selected as calibrators for the different patches of the sky.

Atmospheric calibration is performed using geodetic blocks, for each of which on the order
of 15 calibrators are randomly selected from a pool of suitable geodetic point sources
distributed across the sky to sample the atmosphere.

8https://science.nrao.edu/facilities/vlba/docs/manuals/oss2020A/referencemanual-all-pages, accessed
20 October 2021.

116



5.4 New observations of radio stars

Also, in addition to the primary calibrators, secondary calibrators S can be picked for
each target star. With their supplementary observations, residual phase gradients can be
removed during data processing. In selecting appropriate secondary calibrators for each
star, the recommendations on the geometrical arrangement of the secondary calibrators
with respect to the phase calibrator and the star in Fomalont and Kogan (2005) were
followed. Occasionally, however, suitable calibrators were not available, so no secondary
calibrator could be chosen.

As described in Lunz et al. (2020a), both phase calibrators P1 and secondary calibrators
S1, S2 were selected, preferring calibrators already used in previous observations from the
literature. If the calibrator is compact, its position from phase-referencing best matches
the ICRF3 catalog position. Using the CARMS values of Xu et al. (2019a) (basic-noise
weighting), the compactness of the primary calibrators was evaluated. If the calibrator
P2 chosen in the older historical observations had significant structure, another, more
compact, but then often weaker calibrator P1 was chosen as the alternative to be tested
(except for del Lib where both calibrators P1 and P2 were newly selected). The groups
of stars, calibrators and the references can be found in Table 5.2.

Some of the calibrators are not part of ICRF3 S/X, and therefore the coordinates had to
be taken from a different resource. The coordinates from rfc_2018b CRF were chosen as
was done for the homogenized data in Sect. 5.1.

5.4.2 Observations and data analysis

The observations were designed to detect stars brighter than about 1 mJy. A valid detec-
tion is achieved if the dynamic range, which is the ratio between peak intensity and the
RMS noise of the image, is larger 5. For determination of the required on-source time
to achieve this goal with the VLBA, the image sensitivity of the network is needed. It
is taken from the EVN sensitivity calculator9, and the required on-source time is deter-
mined to be 5 minutes for a recording rate of 2 Gbps assuming the longest baseline of the
VLBA is available. Then, the detection limit is 1 mJy in X-band and 0.45 mJy in C-band.
Shortly before the planned observations, it was possible to double the recording rate due
to new Mark 6 recorders, and thereby to achieve an increase in sensitivity by a factor of√

2.

The content of the following two paragraphs is essentially based on the information given
in (Lunz et al. 2020a). In order to observe all stars within only 14 hours of VLBA time
and still achieve sufficient uv-coverage, the schedule was divided into three experiments
spanning over various blocks of Local Sidereal Time (LST) as seen in Table 5.3. Each star
was observed three times, with the antennas pointing at the primary calibrator for 30 s, at

9http://old.evlbi.org/cgi-bin/EVNcalc, accessed 20 October 2021.
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the target star for 100 s and at the primary calibrator again for 30 s. Criteria for scheduling
in this nodding-style are described in Wrobel et al. (2000). Since the calibrators were
manually scheduled with a fixed scan duration of 30 s per scan, some may be observed
with a higher SNR value than the desired value of about 20. The time intervals were
chosen considering the degradation of quality of the results with the size of the target-
calibrator separations, as published in Martí-Vidal et al. (2010, 2011), and not to lose
phase-coherence between the scans of the primary calibrator at the given frequencies
for typical weather. Furthermore, elevations below 10◦ were neglected (Ulvestad 1999;
Beasley et al. 1994). The three observing blocks for each star were distributed over one
or two of the three experiments, as documented in Table 5.2. The time difference between
first and last scan was adapted to prevent any significant smearing effects in case of
known high proper motion. This was the case for star HD 224085, which has a proper
motion of approximately 577 mas yr−1 according to literature, and with the time interval
set to 23 minutes, the smearing effect is limited to 25µas. No jitter due to high-frequency
orbital motion of a star was considered. “In one of the blocks, the secondary calibrators
were observed with one 30 s scan between the respective target and primary calibrator
scans. Within an experiment, frequency setups were depending on the observed star.
The center frequencies were 8.11225 GHz for observations at X-band and 4.61175 GHz for
C-band. Four subbands with a bandwidth of 128 MHz each were used. Dual-polarization
observations were recorded with a total data rate of 4 Gbit s−1. With this setup, stars
fainter than 1 mJy beam−1 can be detected” (Lunz et al. 2020a).

Table 5.3 Date and time of experiments.

Exp Date Start (UTC) End (UTC)

UL005B (B) 06 January 2020 09:40:41 13:35:10
UL005C (C) 06 January 2020 16:54:30 21:48:40
UL005A (A) 07 January 2020 01:08:09 06:06:27

Note. According to Lunz et al. (2020a, Table 3).

The bandpass calibrators and fringe finders were scheduled for each experiment in two
3 minute scans per frequency setting, one near the beginning and one near the end of
the experiment. In experiment UL005A the calibrator was J0359+5057, in experiment
UL005B it was J0927+3902, in experiment UL005C it was J2253+1608 at X-band, and
J1927+7358 at C-band. At the end of the first third and the second third of each ex-
periment, two geodetic blocks of 30 minute duration each were recorded. These consist of
observations to bright radio sources at various elevations to enable atmospheric correc-
tions in the data processing using group delays as specified by Mioduszewski (2009). The
recorded data were correlated at the VLBA correlator in Socorro, New Mexico (USA).

The data were processed with the help of the NRAO Astronomical Image Processing Sys-
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tem (AIPS; Greisen 2003) as described in the AIPS cookbook10 and by using ParselTongue
(Kettenis et al. 2006). Detailed information on the general data calibration, including the
use of the different calibrator observations, can be found in the appendix A.

After the general data calibration, several processing steps are needed to determine peak
intensities, absolute star positions, and star positions relative to the corresponding pri-
mary calibrator.

• The primary calibrator was assumed to be a point source during the fringe fit,
as it was done for geodetic VLBI analysis that was used for the creation of the
ICRF3. In this way it was attempted to best connect the phase-referenced positions
of the stars to the absolute positions of the primary calibrators from ICRF3. “The
ICRF3 calibrator positions are in general neither referring to the core nor to the
jet. Therefore, we won’t be able to correct the calibrator source structure suffi-
ciently because [...][it cannot be assumed that] the ICRF3 position is in the core (or
in the jet). Moreover, without correcting calibrator source structure, the derived
position of a star would refer to a point somewhere between the core and the jet
of the calibrator, as in the case of the ICRF3 positions” (Lunz et al. 2021b). The
position differences between the primary calibrator and the star from this method
were added to the calibrator positions to derive the ’absolute star positions’ at a
single epoch. Here, self-calibration was dispensed with in order not to falsify the
reference to the calibrator position. For the determination of the peak intensities,
these primary calibrator data were used for self-calibration (see appendix A) to de-
rive a CLEANed image (Högbom 1974; Clark 1980) with a high dynamic range. The
clean component model of the source, which describes its source structure as seen
from the observations, was created in the process of constructing the self-calibrated
CLEANed image. It was used in the second type of fringe fitting as described below.

• A clean component model was applied for the primary calibrator during the fringe fit
in order to model its source structure. The clean component model was derived from
self-calibration of the primary calibrator data (from a fringe fit with a point source
model applied). Following this method, the ’relative star positions’ were derived,
which were inserted in the adjustment of models of stellar motion from VLBI position
time series. Compared to the fringe fitting on a point source calibrator model, this
method eliminates any scatter in the relative position time series due to the source
structure of the primary calibrator. “This re-analysis allows the best connection to
positions from other studies, where the same procedure was applied. [...] As long as
the common feature within the images of the calibrator is used as reference, there
is no need to involve the ICRF3 at all and there is no need to define which feature
was used as reference” (Lunz et al. 2021b).

10www.aips.nrao.edu/CookHTML/CookBook.html, accessed 20 October 2020.
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For each star, one calibrated data set was derived for each of the above fringe fitting
methods. If a star was observed relative to two different primary calibrators P1 and P2,
the file per fringe fitting method was derived for each calibrator separately, e.g., one file
referencing the star’s data to the first primary calibrator P1 and another file referencing
the star’s data to the second primary calibrator P2. These data were used in the following
Sects. 5.4.3 and 5.4.4.

5.4.3 Peak intensities

For the determination of peak intensities in the radio source images, the data from the
fringe fit with the point source model of the primary calibrator used were employed, and
various self-calibrations were performed. From these data final clean images were derived,
which have a high-dynamic range due to the self-calibration of the phases and amplitudes.
What is even more important is that due to the self-calibration, the phase-coherence of
the stars is improved and the accuracy of the peak intensity measurement is increased.
However, due to the self-calibration, the absolute position information of the calibrator
and thus also of the stars is lost.

The peak intensities PI of the radio emission in the images of all objects were determined
(using task JMFIT in AIPS). A separate run was conducted in case multiple centers
of radio emission were visible. Radio source J1456−0617 was used as the final phase-
referencing calibrator for the star del Lib because it had more valid fringes than the
observations of radio source J1510−0843 (Lunz et al. 2020a). J1510−0843 is also not in
ICRF3 catalog. The PI of the detected stars and their calibrators are given in Table 5.4.
Some of the stars were observed by VLBI (VLBA) for the first time. Also provided are
the dynamic ranges DR for the images of the stars, which are obtained by dividing the
PI by the RMS of the image residuals. According to Lunz et al. (2020a), 32 out of the
46 observed stars were detected, which means they had a DR ≥ 5σ of the image noise
level. The non-detected stars were HD 283641, V1961 Ori, HD 290862, R CMa, XY UMa,
RV Lib, AG Dra, WW Dra, HD 226868, ER Vul, RT Lac, lam And, Z Her, and TY Pyx.
The sky distribution of the observed and detected stars is shown in Fig. 5.7.

“The mean (median) peak intensity for the detected target stars is 11 (1.5) mJy beam−1.
Their mean (median) standard deviations σPI, which represent the RMS noise of the
images, are 0.17 (0.09) mJy beam−1. Dynamic ranges DR vary from 5.5 for star SV Cam
to 349.6 for SZ Psc.” (Lunz et al. 2020a) If a star is that bright, theoretically no other
calibrators are needed to detect it and it could be observed by geodetic VLBI using group
delays. However, it is known that the emission of stars can be very variable at radio
frequencies (Hjellming and Wade 1971).

Three of the detected stars (HD 283447, DoAr 51, and UX Ari) are close binary star sys-
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tems and have resolved components when observed by VLBI. The identification of their
components Aa and Ab was based on their images in Figs. 5.4, 5.5, and 5.6.

“Stars HD 283447 (V773 Tau) and DoAr 51 (V2248 Oph) consist of two close components
of almost equal peak intensity. As Torres et al. (2012) summarize, HD 283447 is at least
a quadruple system. The subsystem HD 283447 A is a strong radio source and a spec-
troscopic binary consisting of components Aa and Ab (Phillips et al. 1996; Boden et al.
2007; Massi et al. 2008). Its trajectory is gravitationally influenced by other components,
mainly by subsystem HD 283447 B, which has an apparent [maximum] separation of about
150 mas. From comparison of Fig. [...][5.4] with the orbit (Fig. 4 of Torres et al. 2012),
it could be determined that the west (right) component is the primary component Aa,
and the east (left) component is the secondary component Ab. DoAr 51 is a triple system
with a close binary of about 60 mas maximum separation and a third component about
0′′.8 away (Barsony et al. 2003; Ortiz-León et al. 2017b). From comparison of the image in
Fig. [...][5.5] with the orbit in Fig. 3 of Ortiz-León et al. (2017b), it could be determined
that the east (left) component is the primary component Aa, and the west (right) com-
ponent is the secondary component Ab. In addition, structure was detected for UX Ari
as shown in Fig. [...][5.6], which could represent the close inner binary system A of the
triple system described in Hummel et al. (2017). Then the large east (left) component is
the subgiant primary star Aa, and the small west (right) component is its main-sequence
companion Ab as reported in Carlos and Popper (1971). JMFIT was unable to fit two
separate Gaussians, which is why only one component is shown in Table [...][5.4]” (Lunz
et al. 2020a).

Center at RA 04 14 12.9346239  DEC 28 12 11.809806

BOTH: HD283447  IPOL  4878.003 MHz  HD283447.ICL001.413
PLot file version 1  created 02-SEP-2020 16:33:43

Grey scale brightness range= -0.294 1.793 MilliJY/BEAM
Cont peak brightness = 1.7934E-03 JY/BEAM
Levs = 3.736E-04 * (-16, -8, -4, -2, 2, 4, 8, 16, 32, 64, 128, 256,
512, 1024, 2048, 4096, 8192, 16384, 32768, 65536)
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Figure 5.4 Phase-referenced
map of star HD 283447 where
self-calibration of the calibrator
J0408+3032 was applied.

Center at RA 16 32 11.7895761 DEC -24 40 22.081979

BOTH: DOAR 51 IPOL 4877.796 MHz DOAR 51.ICL001.413
PLot file version 1 created 07-SEP-2020 10:49:31

Grey scale brightness range= -0.246 1.125 MilliJY/BEAM
Cont peak brightness = 1.1253E-03 JY/BEAM
Levs = 3.431E-04 * (-16, -8, -4, -2, 2, 4, 8, 16, 32, 64, 128, 256,
512, 1024, 2048, 4096, 8192, 16384, 32768, 65536)
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Figure 5.5 Phase-referenced
map of star DoAr 51 where
self-calibration of the calibrator
J1633−2557 was applied.

Center at RA 03 26 35.4456133  DEC 28 42 52.171780

BOTH: UX ARI  IPOL  8368.188 MHz  UX ARI.ICL001.413
PLot file version 1  created 04-SEP-2020 16:31:02

Grey scale brightness range= -0.77 11.26 MilliJY/BEAM
Cont peak brightness = 1.1260E-02 JY/BEAM
Levs = 7.272E-04 * (-16, -8, -4, -2, 2, 4, 8, 16, 32, 64, 128, 256,
512, 1024, 2048, 4096, 8192, 16384, 32768, 65536)
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Figure 5.6 Phase-referenced
map of star UX Ari where self-
calibration of the calibrator
J0316+2733 was applied.

Note. According to Lunz et al. (2020a, Fig. C.1-C.3).

For multiple star systems, it must be checked in detail from which component Gaia de-

122



5.4 New observations of radio stars

livers the trajectory and from which component VLBI delivers the trajectory. Due to the
expectation that the Gaia spacecraft will not be able to resolve any sources below 100 mas
even in its final DR, these three close binaries require more research. This means that
Gaia is detecting the photocenter of the binary for these close binaries. Apart from any
radio-optical shifts, it is not certain whether the multiple star systems also emit optical
emission similar to radio emission. It is possible that a component does not emit at all
at optical frequencies while emitting radio emission, and it is possible that a component
is much brighter or fainter compared to the other components. This would pull the unre-
solved Gaia position more toward one component or the other. Therefore, close binary or
multiple star systems need special attention if their astrometry is used for the alignment
between VLBI and Gaia (see Sect. 5.4.4).

5.4.4 Positions

Although the observations were designed to obtain realistic peak intensities and not very
precise positions, the star positions were derived and tested to be used already for com-
parison between VLBI and Gaia.

Absolute and relative single-epoch star positions

From the phase-referencing VLBI data of one epoch, two types of target positions can
be retrieved: single-epoch absolute star positions and single epoch relative star positions.
Only the fringe-fitting of the calibrator data is different, as described in Sect. 5.4.2. In Lunz
et al. (2020a) and in the appendix B, it was found that based on the UL005 experiment
data modelfit in the Caltech Difmap imaging package (Shepherd 1997) is more robust
in determining the position of the centroid of emission compared to JMFIT in AIPS
if structure or multiple close components are present, so its results were used in this
analysis. The positions of the stars α(t) and δ(t) were determined at the observation
epoch t, which is the mean of the first and last scans of the epoch. “The epochs of
observation t are displayed with five digits after the decimal point of the Julian year to
represent 6 minutes time difference. This higher precision compared to information in
other publications such as Lindegren (2020a) is needed, because star HD 224085 in our
list has a combined proper motion of approximately 577 mas yr−1 according to literature,
which reflects in an acceptable position error of about 0.007 mas only at this level of time
accuracy” (Lunz et al. 2020a). The position uncertainties σα∗,random and σδ,random were
derived from the beam shape and the RMS noise of the image based on equations for
elliptical Gaussians in Condon (1997). They reflect the thermal noise of the observations.

The absolute star positions are listed in Table 5.5 and the relative star positions (used in
Sect. 5.5) are listed in Table 5.6.
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Table 5.5 [Absolute] positions estimated for the 32 radio stars detected with the VLBA on
6-7 January 2020, along with the respective phase-referencing calibrators used.

Star Calibrator ∆c t α(t) σα∗,random σα∗,absolute δ(t) σδ,random σδ,absolute
[◦] [Julian year] [◦] [mas] [mas] [◦] [mas] [mas]

UV Psc J0121+0422 2.7 J2020.01506 19.230136917 0.051 0.336 6.811818183 0.113 0.769
HD 8357 J0121+0422 3.1 J2020.01507 20.737009593 0.032 0.334 7.420541599 0.072 0.764
LS I +61 303 J0244+6228 1.3 J2020.01520 40.131930495 0.007 0.361 61.229330180 0.030 0.770
RZ Cas J0243+7120 1.8 J2020.01520 42.231326331 0.011 0.361 69.634498545 0.041 0.782
bet Per J0313+4120 1.0 J2020.01541 47.042232516 0.014 0.333 40.955640671 0.042 0.763
UX Ari Aa J0316+2733 2.5 J2020.01542 51.647690075 0.016 0.464 28.714492103 0.040 0.885
. . . J0329+2756 1.1 J2020.01542 51.647689970 0.017 0.346 28.714491777 0.043 0.770
UX Ari Ab J0316+2733 2.5 J2020.01542 51.647689596 0.041 0.465 28.714492021 0.103 0.890
. . . J0329+2756 1.1 J2020.01542 51.647689491 0.038 0.347 28.714491711 0.096 0.775
HD 22468 J0339−0146 2.5 J2020.01545 54.196857481 0.017 0.333 0.586857856 0.041 0.762
HD 283447 Aa J0408+3032 2.7 J2020.01544 63.553893394 0.070 0.415 28.203279915 0.174 0.888
. . . J0403+2600 3.3 J2020.01544 63.553893460 0.071 0.341 28.203280346 0.175 0.782
HD 283447 Ab J0408+3032 2.7 J2020.01544 63.553894285 0.069 0.415 28.203280449 0.171 0.888
. . . J0403+2600 3.3 J2020.01544 63.553894350 0.070 0.341 28.203280911 0.175 0.782
B Per J0359+5057 3.1 J2020.01544 64.561289604 0.025 0.334 50.295190728 0.077 0.765
V410 Tau J0429+2724 2.7 J2020.01546 64.629671674 0.053 0.337 28.454348214 0.127 0.772
HD 283572 J0429+2724 2.0 J2020.01547 65.495256404 0.030 0.334 28.301662284 0.073 0.765
T Tau J0428+1732 2.5 J2020.01548 65.497657029 0.054 0.353 19.534875498 0.126 0.805
CoKu HP Tau G2 J0438+2153 1.2 J2020.01549 68.975719888 0.056 0.350 22.903662821 0.133 0.791
. . . J0426+2350 2.3 J2020.01549 68.975720024 0.056 0.351 22.903662788 0.135 0.789
Brun 334 J0529−0519 1.2 J2020.01560 83.665661456 0.055 0.354 −5.407113861 0.135 0.805
TYC 5346-538-1 J0542−0913 1.1 J2020.01561 85.640320727 0.102 0.381 −8.120884591 0.252 0.850
SV Cam J0626+8202 0.6 J2020.01461 100.331305792 0.010 0.334 82.266505083 0.074 0.765
54 Cam J0811+5714 1.1 J2020.01358 120.648721430 0.026 0.348 57.273297738 0.050 0.770
IL Hya J0923−2135 2.2 J2020.01348 141.203985240 0.023 0.350 −23.826489202 0.067 0.806
HU Vir J1216−1033 1.7 J2020.01371 183.336147857 0.029 0.353 −9.079682807 0.072 0.806
DK Dra J1220+7105 1.5 J2020.01362 183.922718144 0.006 0.355 72.551058090 0.045 0.771
RS CVn J1308+3546 0.5 J2020.01370 197.653442180 0.023 0.333 35.934999284 0.067 0.764
BH CVn J1324+3622 2.1 J2020.01370 203.699807328 0.016 0.365 37.182358583 0.050 0.793
. . . J1340+3754 1.3 J2020.01370 203.699807107 0.020 0.363 37.182358180 0.059 0.803
del Lib J1456−0617 2.1 J2020.01405 225.242763734 0.036 0.359 −8.518981969 0.081 0.772
. . . J1510−0843 2.5 J2020.01405 225.242763508 0.035 0.392 −8.518981571 0.078 0.887
σ2 CrB J1613+3412 0.4 J2020.01416 243.668436106 0.015 0.333 33.858120828 0.031 0.762
Haro 1-6 J1633−2557 2.3 J2020.01429 246.512495673 0.050 0.364 −24.393536461 0.147 0.852
DoAr 51 Aa J1633−2557 1.3 J2020.01429 248.049123210 0.071 0.368 −24.672800585 0.209 0.865
DoAr 51 Ab J1633−2557 1.3 J2020.01429 248.049121991 0.077 0.369 −24.672802148 0.228 0.869
HD 199178 J2102+4702 3.0 J2020.01452 313.473754647 0.014 0.432 44.386404314 0.037 0.818
SS Cyg J2136+4301 1.3 J2020.01451 325.679208442 0.052 0.352 43.586257891 0.113 0.782
AR Lac J2153+4322 3.5 J2020.01460 332.169653346 0.020 0.345 45.742508506 0.046 0.770
. . . J2202+4216 3.6 J2020.01460 332.169653266 0.021 0.333 45.742508577 0.047 0.762
IM Peg J2253+1608 0.7 J2020.01469 343.259318421 0.018 0.333 16.841040559 0.041 0.762
SZ Psc J2311+0205 0.8 J2020.01475 348.349199758 0.029 0.503 2.675591665 0.065 1.151
. . . J2320+0513 3.1 J2020.01475 348.349199839 0.022 0.333 2.675591802 0.047 0.762
HD 224085 J2347+2719 2.1 J2020.01471 358.770517712 0.038 0.351 28.633868049 0.062 0.790

Notes. The apparent separation between star and calibrator is ∆c. Uncertainties σα∗,random and
σδ,random refer to the random error from observations, whereas σα∗,absolute and σδ,absolute are inflated
uncertainties as described in Sect. 5.4.5. The parameters Roe (t), ∆α, and ∆δ need to be applied if
the effect of parallax should be corrected. Thereby, the Römer delay Roe needs to be subtracted from
the epoch t in column 4, which is the mean epoch between the first and the last scans. In addition,
the parallax effects ∆α, and ∆δ need to be added to the positions in Cols. 5 and 8.
Note. According to Lunz et al. (2020a, Table 4).

124



5.4 New observations of radio stars

Table 5.6 Relative positions in ICRF3 for 14 stars based on observations conducted
in January 2020 which are including correction of the phase calibrator structure.

Star Calibrator ∆c t α(t) σα∗,random δ(t) σδ,random
[◦] [Julian year] [◦] [mas] [◦] [mas]

HD 283572 J0429+2724 2.0 J2020.01547 65.495256413 0.033 +28.301662253 0.072
V410 Tau J0429+2724 2.7 J2020.01546 64.629671673 0.059 +28.454348213 0.126
SS Cyg J2136+4301 1.3 J2020.01451 325.679208442 0.071 +43.586257890 0.112
Brun 334 J0529−0519 1.2 J2020.01560 83.665661454 0.055 −5.407113858 0.134
TYC 5346-538-1 J0542−0913 1.1 J2020.01561 85.640320721 0.101 −8.120884576 0.248
Haro 1-6 J1633−2557 2.3 J2020.01429 246.512495679 0.055 −24.393536459 0.148
CoKu HP Tau G2 J0438+2153 1.2 J2020.01549 68.975719883 0.061 +22.903662815 0.134
BH CVn J1324+3622 2.1 J2020.01370 203.699807328 0.020 +37.18235859 0.050
. . . J1340+3754 1.3 J2020.01370 203.699807118 0.019 +37.18235822 0.046
σ2 CrB J1613+3412 0.4 J2020.01416 243.668436110 0.018 +33.85812083 0.031
HD 199178 J2102+4702 3.0 J2020.01452 313.473754649 0.019 +44.38640432 0.037
AR Lac J2153+4322 3.5 J2020.01460 332.169653348 0.029 +45.74250851 0.046
IM Peg J2253+1608 0.7 J2020.01469 343.259318422 0.019 +16.84104056 0.041
HD 22468 J0339−0146 2.5 J2020.01545 54.196857495 0.016 +0.58685785 0.038
del Lib J1456−0617 2.1 J2020.01405 225.242763738 0.037 −8.51898195 0.082

Notes. Position α(t) and δ(t) at epoch t and respective uncertainties σα∗,random and σδ,random.
The apparent distance between star and primary calibrator is ∆c.
Note. According to Lunz et al. (2021b, Table 1).

The differences in star positions between Tables 5.5 and 5.6 are small and the differences
in the dynamic range are negligible. Figure 5.8 shows the star position offsets for the
32 stars using one or the other method for fringe-fitting, sorted by the dynamic range.
Their RMS is 19µas in α∗ and 35µas in δ (Lunz et al. 2021b). None of the position
differences is larger than two times their uncertainty. The position difference is highest
with 0.112 ± 0.103 mas in δ for the star HD 283572. All other position offsets are within
±73µas in δ and ±57µas in α∗.

“Star bet Per, although successfully detected in VLBI, was not used for the adjustment
computations. In our VLBI observations in January 2020, star bet Per was scheduled al-
though it only had a matching object in Gaia DR2 with a two parameter solution (position
only). It was assumed that in Gaia EDR3 a five parameter solution would be available
for the object assumed to be bet Per due to the longer data time span and therefore pre-
sumably more observations for the parameter fit. The assumption was supported by the
fact that the star was also detected by its predecessor spacecraft Hipparcos. However, in
Gaia EDR3, no counterpart was found for bet Per. This position will however be useful
if comparing to future Gaia data releases, should a counterpart with a full five-parameter
solution be available for the star” (Lunz et al. 2020a).
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Figure 5.7 Sky plot of the Lindegren (2020a)
stars, the observed stars, and the detected
stars in January 2020 (this work).
Note. According to Lunz et al. (2021a).
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Figure 5.8 Differences between the two types
of positions in Tables 5.5 and 5.6 for the 32 de-
tected stars. The tables are based on differ-
ent fringe fits of the primary calibrators P1.
The differences are plotted versus the dynamic
range DR from Difmap modelfit of the images
with structure correction of the primary cali-
brator applied. The two stars of the close bi-
nary systems are plotted as two separate dots.

Unresolved binaries as seen by Gaia - center of luminosity versus barycenter

For close binary or multiple star systems that are not resolved by Gaia but are resolved by
VLBI, a stable reference point must be defined which is the same for both measurement
methods and that can ideally be modeled by the simple five astrometric parameters. The
Gaia spacecraft detects the photocenter of the star system, while VLBI has the potential to
detect one, some, or all of the components of the star system individually. In the example
for the observations from this work, they can be detected individually if the separations
are larger than the milliarcsecond scale. In a standard analysis, the barycenter would be
determined from the astrometric measurements and used to represent the trajectory of the
whole star system, but for comparison with the Gaia-sensed photocenter, this might not
be the ideal reference point because the ratio between stellar masses and brightness need
not be the same. Thus, the photocenter observed by Gaia and the barycenter determined
by VLBI differ. In fact, the luminosity increases faster than the mass. In addition, the
location of the radio emission of a star does not need to coincide with the center of mass
of the star. As an alternative, the center of luminosity was determined in Lunz et al.
(2020a), which takes into account their brightness at the observing frequency rather than
the masses of the components. The comparison between the two types of reference points
for the VLBI astrometry from Lunz et al. (2020a) is reproduced in the following.

As a start, the apparent separation r between the two best-fitting Gaussian components
of the binary star from VLBI needs to be known. These were derived from the star
positions based on a point source fringe fit of the primary calibrator. For HD 283447, it
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5.4 New observations of radio stars

was determined to be 2.824 ± 0.070 mas in α∗ and 1.975 ± 0.174 mas in δ, which is the
mean of the result for the apparent separation between the two components from the
observations relative to the first and the second primary calibrators, respectively. The
corresponding values for DoAr 51 are −4.031 ± 0.105 mas in α∗ and −5.626 ± 0.309 mas
in δ, and for UX Ari the two components differ on average −1.514 ± 0.030 mas in α∗ and
−0.268 ± 0.076 mas in δ. Since only two components of the close unresolved star systems
were detected in this work, the binary star model was applied as an approximation, even
if the close binary system is part of a multiple star system.

“For calculation of barycenter coordinates of a binary system, the masses of the two
components, m1 for the primary and m2 for the secondary, are needed. For HD 283447
Aa and Ab the masses are given in Torres et al. (2012), for DoAr 51 they are given in
Ortiz-León et al. (2017b) and for UX Ari they are given in Hummel et al. (2017). Then,
the vector r1 between the primary star position and the barycenter is (Torres et al. 2012)

r1 = m1
m2 +m1

r, (5.3)

where r is the separation between the primary and secondary star as mentioned above.

The center of luminosity was calculated in the same manner, but instead of the masses
the luminosities of the stars were used for the calculations. For HD 283447 the optical
luminosities for components Aa and Ab are given in Welty (1995) and for UX Ari, they
are given in Hummel et al. (2017). For DoAr 51 we determined the factor equivalent to

m1
m1+m2

from the flux ratio in Schaefer et al. (2018), assuming that both stars are equally
distant, since we could not find the luminosities directly. We use the J-band flux ratio
because it is the closest to the Gaia bands” (Lunz et al. 2020a).

The components for the vector r1 in the direction of α and δ are listed in Table 5.7 for
the offset of the barycenter or the offset of the center of luminosity from the primary
star. Their differences are given as well and they are several hundred microarcseconds in
magnitude. These displacements were added to the position of the primary star of the
binary system to obtain the absolute position of the center of luminosity and the barycen-
ter. As expected, the separations between the components derived from the solution with
or without considering the source structure of the phase calibrator during the fringe fit
are not significantly different. Also, they are not significantly different when using the
P1 or the P2 calibrator for phase referencing as it was done for HD 283447 and UX Ari.
The differences between the two types of centers conclude that position offsets between
VLBI and Gaia for these close binaries of up to 0.7 mas can be explained by the offsets
between photocentric position and barycenter or center of luminosity. At this stage, no
clear indication could be found as to the trajectory of which of the two centers better
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Table 5.7 Components in α and δ for the vector r1 including the uncertainties σr1,α∗ and σr1,δ

from the calculation of the position of the barycenter and center of luminosity, respectively, with
respect to the position of the primary star of the close binary system in UX Ari, HD 283447
and DoAr51 based on Eq. 5.3.

Barycenter Center of Luminosity Difference
r1,α∗ σr1,α∗ r1,δ σr1,δ r1,α∗ σr1,α∗ r1,δ σr1,δ r1,α∗ σr1,α∗ r1,δ σr1,δ

UX Ari, P 1 −0.707 0.020 −0.139 0.052 −0.304 0.009 −0.060 0.022 −0.403 0.022 −0.079 0.056
UX Ari, P 2 −0.708 0.019 −0.111 0.049 −0.305 0.008 −0.048 0.021 −0.403 0.021 −0.063 0.053
HD 283447, P 1 +1.286 0.045 +0.873 0.111 +0.568 0.020 +0.386 0.049 +0.717 0.049 +0.487 0.121
HD 283447, P 2 +1.283 0.045 +0.924 0.113 +0.567 0.020 +0.408 0.050 +0.716 0.050 +0.515 0.123
DoAr 51, P 1 −2.003 0.052 −2.795 0.153 −2.169 0.057 −3.028 0.166 +0.167 0.077 +0.233 0.226

Notes. If two primary calibrators – P1 and P2 – were available for phase-referencing, the results from
referencing to each of them are shown. The standard deviations σr1,α∗ and σr1,δ

are based on the random
error σrandom and variance propagation. Units are in milliarcseconds.
Note. According to Lunz et al. (2020a, Table 6).

matches the Gaia trajectory, and the center of luminosity was used in the following.

In addition to the information provided in Lunz et al. (2020a), it has to be noted that
for UX Ari the five astrometric parameters of the center of mass of the triple system
were taken from Peterson et al. (2011) and used in the estimation of rotation parameters
between VLBI and Gaia in Lindegren (2020a). The outer binary has a semi-major axis
of 648.0 ± 0.7 mas (Peterson et al. 2011), thus it can be resolved by Gaia. It should be
checked, whether the center of the mass from the inner binary only, with a semi-major
axis of 1.71 mas (Peterson et al. 2011), would be more suitable for matching with Gaia.
Also from the VLBI side further homogenization of the data is needed. For example,
in the adjustment of the rotation parameters between VLBI and Gaia, triple system
astrometric parameters should not be mixed with parameters from the inner binary only
as it was done in Lindegren (2020a) when using both the Peterson et al. (2011) data and
the data from Lestrade et al. (1999). This kind of homogenization is out of the scope of
this work, however this gross error will not affect the results of the rotation parameter
analysis much, because UX Ari is one of the first rejected stars and therefore the rotation
parameters including its data were not used for any of the statistics.

Stars phase-referenced to multiple primary calibrators

From the star positions based on a point source fringe fit of the primary calibrator another
investigation was done.

“Seven of the detected target stars, UX Ari, HD 283447, CoKu HP Tau G2, BH CVn,
del Lib, AR Lac, and SZ Psc, were observed along with two different primary calibra-
tors within the same respective observing block as indicated in Table 5.2. The pat-
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5.4 New observations of radio stars

tern was P1-P2-star-P1-P2. Therefore the star positions relative to P1 and P2 are
highly correlated in terms of error sources like earth orientation, atmosphere, and
uv-coverage; however both are valid results considering an appropriate error budget.

Table 5.8 Difference ∆α∗ and ∆δ in the absolute
positions of seven stars when phase-referenced to
two different primary calibrators.

Name ∆α∗ σ∆α∗,CRF ∆δ σ∆δ,CRF

UX Ari Aa +0.33 0.34 +1.18 0.46
UX Ari Ab +0.33 0.34 +1.12 0.46
HD 283447 Aa −0.21 0.24 −1.55 0.43
HD 283447 Ab −0.20 0.24 −1.66 0.43
CoKu HP Tau G2 −0.45 0.14 +0.12 0.24
BH CVn +0.63 0.21 +1.45 0.33
del Lib +0.80 0.25 −1.43 0.46
AR Lac +0.20 0.10 −0.26 0.12
SZ Psc −0.29 0.38 −0.49 0.86

RMS +0.47 0.26 +1.08 0.47

Notes. Uncertainties σ∆α∗,CRF and σ∆δ,CRF were de-
rived from the coordinate uncertainties of the primary
calibrators P1 and P2 as described in Sect. 5.4.5 into
account. The last lines indicates the RMS of the quan-
tities, where double stars (UX Ari, HD 283447) were ac-
counted only once in the calculations. Units are in mil-
liarcseconds.
Note. According to Lunz et al. (2020a, Table 5).

This observational setup provides
the opportunity to study the ac-
curacy of the absolute positions of
these stars. The positions derived
with MODELFIT in DIFMAP were
obtained from the same data set
once with phase referencing all ob-
jects of the group, consisting of
the star and the associated cali-
brators, to the primary calibrator
P1 and once with phase referenc-
ing all objects of the group to P2.
The results are also reported in Ta-
ble [...]5.5. The differences between
the positional fits to P1 and P2,
∆α∗ and ∆δ, are presented in Ta-
ble [...]5.8. These quantities can be
used to quantify potential system-
atic errors in the absolute star po-
sitions, which is further investigated
in Sect. [...]5.4.5.

The RMS of the offsets ∆α∗ and ∆δ is 0.47 mas in α∗ and 1.08 mas in δ. For comparison,
the RMS of the standard deviations of the catalog positions of the calibrators σ∆α∗,CRF

and σ∆δ,CRF is 0.26 mas and 0.47 mas respectively, which is a factor of 2 smaller than the
RMS of the offsets. The RMS of the offsets in the α direction is only half that in the δ
direction. This could be due to the poor uv-coverage of our observations in the δ direction
due to network geometry, as indicated by the beam sizes, and the short observation time
span for most objects. For double stars only one component was considered for these
calculations in order not to bias the results. Furthermore, for both UX Ari and del Lib,
one of the calibrators is not included in ICRF3, so its position and uncertainty were taken
from the rfc_2018b catalog. However, the offsets for these two stars are not significantly
different than those for the other stars. The offsets of the respective other primary and
secondary calibrators observed along with the stars, as listed in Table [...]5.2, do not
differ significantly from those of the stars” (Lunz et al. 2020a). No systematics could be
identified between offsets of stars observed at X-band or at C-band.
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Correction of the absolute single-epoch star positions for parallactic displacement
and Römer delay

As described in Sect. 2.2.3, the source positions determined by phase-referencing VLBI at
an epoch tmust be corrected for the parallactic displacement (Eq. 2.9), and the observation
epoch t must be corrected by the Römer delay Roe (Eq. 2.10) to obtain Solar System
barycentric positions s(tB) at the time of arrival at the Solar System barycenter tB that
are comparable to the positions from Gaia, the positions for extragalactic objects in
ICRF3, and the positions from models of stellar motion. For these reductions, the Solar
System barycentric coordinates of the Earth’s center b(t) at the time of observation t were
derived from the DE 421 ephemeris (Folkner et al. 2009) employing the VieVS@GFZ VLBI
software developed by the German Research Centre for Geosciences (GFZ) in Potsdam.

“For the evaluation of the Gaia DR2 dataset, the Gaia parallax was applied to all stars,
as the VLBI parallax is not available for all objects (for example, for the stars in Boboltz
et al. 2007), and a unified result was aimed for. The parallaxes of Gaia DR2 are known to
be biased by a few tens of µas (Arenou et al. 2018). For faint quasars an offset of −0.03 mas
was determined by Lindegren et al. (2018), but for brighter objects this parameter was
determined to be larger. A variety of studies examining this topic by using different sets
of stars and methods already exist (Riess et al. 2018; Schönrich et al. 2019; Zinn et al.
2019). Following Lindegren (2020a), the parallax offset of −0.05 mas was used to keep
results comparable. In the last columns of Table 4 [in Lunz et al. (2020a)],the calculated
Römer delay Roe (t) and the shifts to mitigate the parallax effect ∆α (t) and ∆δ (t) at the
epoch of observation t, both using the Gaia DR2 parallax, are listed [...].For Gaia EDR3,
the parallax correction is not static and the python implementation calculating the bias
function provided in Lindegren et al. (2021a) was used instead. Therefore, corrections
∆α (t) and ∆δ (t) for Gaia DR2 in Table 4 [in Lunz et al. (2020a)]are slightly different
in case of Gaia EDR3” (Lunz et al. 2020a). They are given, also for the additional stars
discussed in Sect. 5.5, in Table 4 of Lunz et al. (2021b).

5.4.5 Error budget of absolute star positions from phase-referencing VLBI

The difference in the error budget of the star positions in ICRF3 from phase-referencing
VLBI when the star positions are used as absolute positions for the analysis of the rotation
parameters between VLBI and Gaia is described below. This subsection was taken from
Lunz et al. (2020a), and references to other sections, tables and figures were adjusted to
match the outline of this work.

The positions derived in the previous sections are of two kinds that is the model positions
from Sect. 5.1 and the single-epoch positions from Sect. 5.4.4. The single-epoch positions
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5.4 New observations of radio stars

describe the star positions at a specific epoch in time. For these positions no averaging or
correction for non-visible binary companions and other disturbances could be applied. In
contrast, the uncertainties of the model positions from a fit of relative position time series
to models of stellar motion (usually mean position, linear proper motion, and parallax)
are affected by such disturbances. They would increase the uncertainty of the estimated
astrometric parameters because the formal errors are usually adjusted by variance com-
ponent estimation during the fit, so that the reduced χ2 of the adjustment equals unity.
The impact is minimized by selecting stars with a small RUWE parameter [...] indicating
that the Gaia data fits the five-parameter astrometric model well, and by the iterative
approach, where deviating stars get rejected first. Nevertheless, the difference of the error
budget for the two types of positions needs further investigation, which is given in the
following.

In general, positions derived from phase-referencing measurements, as in the present study,
are affected by the following errors:

• Random error σrandom [thermal] due to thermal noise calculated based on the SNR
and the shape of the elliptical Gaussian fitted to the central map component (e.g.,
Thompson et al. 1986; Condon 1997). Mean (Median) values of 0.034 (0.026) mas
in α∗ and 0.087 (0.067) mas in δ were determined from the data of this study.

• CRF calibrator position uncertainty σCRF [thermal]. The median position uncer-
tainty in ICRF3 S/X is 0.1 mas in α and 0.2 mas in δ. Additional error due to
absolute position wander of individual calibrators, for example quantified by Allan
variance in Gattano, C. et al. (2018), is ignored.

• Delay model error σdelay model [systematic] from residual ionospheric and tropo-
spheric errors, antenna and source position errors, and the accuracy of the earth
orientation parameters used for calibration; mostly depending on the declination
of the source and the calibrator-target separation. Pradel et al. (2006) determined
this error is roughly between 0.015 mas to 0.284 mas per coordinate direction for
a calibrator-target separation of 1◦ from a simulation without residual ionospheric
delay but with calibrator position uncertainty considered. The uncertainty due to
residual ionospheric delay for JPL TEC maps is below 0.1 mas.

• Source structure error σstructure [systematic] due to non-point like and possibly vary-
ing calibrator structure. The larger the structure, the higher the effect. When mod-
eling calibrator structure, the positions of the stars estimated in our analysis show
a mean difference of −0.003 mas in α∗ and 0.002 mas in δ, while the RMS of the
differences is 0.019 mas mas in α∗ and 0.035 mas in δ.

• Uncertainty σphase-group [systematic] due to the difference between calibrator group-
and phase-delay positions in the presence of core shift (possibly varying with time).
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The value is the order of 0.036 mas to 0.326 mas for a source with core shift median
value of 0.44 mas between S- and X-band (Kovalev et al. 2008) and for a variety of
power-law exponents (Porcas 2009). We anticipate the impact of core shift on C-
band to be smaller since it lies between the frequency bands of S and X. In practice,
it is possible that σphase-group is also affected by structure at S-band, which impacts
the S/X-band positions, but this is only a second order effect.

All of these effects are unique in magnitude and direction in the sky from radio sources
to radio sources.

A possible way to get insights into the magnitude of unaccounted systematic errors in the
single-epoch positions may be obtained by comparing absolute star positions determined
by phase-referencing with respect to two different calibrators (see Sect. 5.4.4). In principle,
i.e. in the absence of systematic errors, the difference in the absolute positions of a star
measured in such a case should have the uncertainties derived from a combination of
the positions uncertainties of the two calibrators in the ICRF3, σ∆α∗,CRF and σ∆δ,CRF.
Any difference larger than that reveals the presence of systematic errors. In our analysis
(see Sect. 5.4.4 and Table 5.8), the RMS of the differences of the star positions, ∆α∗ and
∆δ, is on average twice as large as the combined calibrator uncertainties, σ∆α∗,CRF and
σ∆δ,CRF. Thus, our analysis is not free of systematic errors. To evaluate the magnitude of
such systematic errors, we subtracted in quadrature the RMS of σ∆α∗,CRF and σ∆δ,CRF,
respectively, from the RMS of ∆α∗ and ∆δ, as

√
0.472 − 0.262/

√
2 = 0.28 mas for α∗

and
√

1.082 − 0.472/
√

2 = 0.69 mas for δ. The errors thus determined can then be added
to the thermal errors σrandom and σCRF to get the absolute star position uncertainties,
expressed as

σsingle epoch
α∗,absolute =

√︂
σ2

α∗,random + [σα,CRF · cos(δ)]2 + 0.282 mas (5.4)

and

σsingle epoch
δ,absolute =

√︂
σ2

random + σ2
δ,CRF + 0.692 mas. (5.5)

The mean (median) of σsingle epoch
absolute quantity for our data is 0.315 (0.305) mas in α∗ and

0.738 (0.714) mas in δ respectively.

In case of star positions derived from fitting models of stellar motion to multi-epoch
relative positions, many systematic errors were accounted for by inflating the formal errors
such that the χ2 of the fit equals one. However, not all systematic errors can be accounted
for by this method. Such inflated errors are labeled σmodelpos if the σCRF were added (as
it was done for the homogenization efforts in Sect. 5.1). To complete the realistic absolute
position error budget for the model positions, an average value for σphase-group still needs to
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be applied. We found three approaches to determine an average value for this uncertainty.

Table 5.9 Realistic error budget for the one-epoch
positions of the additional stars used in in Sect. 5.5.

Star t σα∗,absolute σδ,absolute
[Julian year] [mas] [mas]

HD 167971 J2020.21812 2.410 2.036
HD 167971 J2020.53120 4.899 5.147
V479 Sct J2020.21812 0.364 0.826
EI Eri J2020.21812 0.345 0.793
YY Men J2020.53120 0.348 0.779
YY Men J1990.94045 4.350 13.600

Notes. Realistic error budget σα∗,absolute and
σδ,absolute for the star positions α (t) and δ (t) at epoch
t in Table 3 in Lunz et al. (2021b) when used as ab-
solute positions in ICRF3 for the comparison to Gaia
positions.
Note. According to Lunz et al. (2021b, Table 5).

First, the difference between group-
delay position and phase-delay po-
sition determined from simulations
in Porcas (2009) is 0.166 mas for
a core shift of 0.440 mas between
2.3 GHz and 8.4 GHz, and in the
case of an ideal source having
no jet. Second, Fomalont et al.
(2011) studied the difference be-
tween ICRF2 positions and po-
sitions from phase-referencing at
8.6 GHz for four compact radio
sources by using the VLBA. The
conclusion was that the positions
in ICRF2 can be offset from the
phase-referenced positions (materi-
alized by the core of the sources) by up to 0.5 mas. The mean difference between ICRF2
positions and 8.6 GHz peak positions in the images is 0.42 mas. Dividing by

√
2 a

σphase-group of 0.30 mas per coordinate direction is obtained. Third, the trajectory of
the Cassini spacecraft was observed at 8.4 GHz relative to various primary calibrators by
VLBA as well (Jones et al. 2020). From this study, σphase-group was determined to be in
the range of 0.18 mas to 0.20 mas, similar to the above values. The mean value of the three
approaches is 0.21 mas. For star positions observed at C-band, this value might be smaller
due to the C-band being closer to the frequency between S- and X-bands. However, this
is not considered in this study. The 0.21 mas are added as an average extra noise for
σmodel pos to obtain a more realistic error budget for the absolute positions derived from
models of stellar motions:

σmodel
α∗,absolute =

√︂
σ2

α∗,model pos + 0.212 mas (5.6)

and

σmodel
δ,absolute =

√︂
σ2

model pos + 0.212 mas. (5.7)

The more realistic error budget for the absolute positions presented in this section has to
be used when comparing the two kinds of absolute positions from VLBI to an independent
measurement system like Gaia.

In addition to the above cited information from Lunz et al. (2020a) for the detected stars

133



of this experiment UL005, additional stars from other projects are discussed in Lunz et al.
(2021b) and therefore also in Sect. 5.5 of this work. Their absolute position uncertainties
are reproduced in Table 5.9 for completion.

In this work, the σCRF are considered twice, as the RMS of σ∆α∗,CRF and σ∆δ,CRF were
not subtracted from the RMS of ∆α∗ and ∆δ, respectively. Instead, the RMS of ∆α∗ and
∆δ were taken directly as 0.47mas/

√
2 = 0.33 mas for α∗ and 1.08mas/

√
2 = 0.76 mas

for δ. The mean (median) of σsingle epoch
absolute quantity for the data is 0.360 (0.351) mas in α∗

and 0.805 (0.782) mas in δ respectively. The correct error assessment was applied to the
affected scenarios in Lunz et al. (2020a). The star positions remained the same as in the
results presented in the previous manuscript version, and only the star position uncertain-
ties of the single-epoch VLBA observations in 2020 were changed. For “55,EDR3” The
order of rejected stars only changes slightly: UX Ari and V1023 Tau (iterations 5 and 6)
are switched, HD 8357 is not rejected at iterations 26 but iteration 22, del Lib and IL Hya
(iterations 27 and 28) are switched, and the order of the following rejected stars is also
slightly different. Other than that, the plots of the iterative parameter estimates do not
change, as can be seen comparing relevant figures in this work and in Lunz et al. (2020a).
The baseline solution at k = 13 rejected stars changes from (ϵX , ϵY , ϵZ , ωX , ωY , ωZ) =
(+0.212, +0.319, +0.175, +0.020, +0.065, -0.017) ± (0.073, 0.098, 0.057, 0.010, 0.011,
0.011) mas or mas yr−1 with Q/n = 5.5 to (+0.226, +0.327, +0.168, +0.022, +0.065,
-0.016) ± (0.070, 0.091, 0.054, 0.010, 0.011, 0.010) mas or mas yr−1 with Q/n = 5.6.
The uncertainties combining the formal error and

√︁
Q/n are (0.172, 0.230, 0.134, 0.023,

0.027, 0.025) mas or mas yr−1 for the first and (0.165, 0.215, 0.127, 0.023, 0.027, 0.024)
mas or mas yr−1 for the latter parameter set. Thus, the uncertainties of ϵ decrease, but
only by 4 % to 7 %. The parameter estimates themselves do not change significantly. The
decrease in correlation parameter magnitude for the two baseline solutions is minor. The
WM, WRMS, and ME quantities based on the same iterations change as shown in Ta-
ble 5.10. Thus, there is no significant difference in the WM, only a slight reduction in the
WRMS for ϵX , and only 7 % to 8 % reduction of the ME values in ϵ (but when applying the√︁
Q/n, the reduction is 4 % to 6 %, similar to the uncertainties of the baseline solution).

Similarly, for “55,DR2” only small changes in the rejection process occur using one or the
other error budget. RR Aql and HD 224085 are switched (iterations 17 and 18), HD 8357 is
excluded in iteration 16 instead of 18, BH Cvn and Il Hya switch place with V1110 Tau and
SY Scl (iterations 32-35), and so forth. The WM, WRMS, and ME quantities, the baseline
solution, and the correlation coefficients similarly only slightly change. For example, the
ME values only reduce by 2 % to 5 % for ϵ.
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5.5 New estimates for models of stellar motion

Table 5.10 WM, WRMS, and ME of scenario “55,EDR3”.

Scenario Parameter ϵX(T ) ϵY (T ) ϵZ(T ) ωX ωY ωZ

55,EDR3 this work WM 0.292 0.337 0.086 0.033 0.054 −0.019
WRMS 0.058 0.071 0.083 0.016 0.014 0.013
ME 0.083 0.107 0.064 0.012 0.013 0.012

55,EDR3, Lunz et al. (2020a) WM 0.294 0.340 0.077 0.034 0.055 −0.020
WRMS 0.049 0.074 0.084 0.016 0.014 0.012
ME 0.079 0.099 0.060 0.011 0.013 0.012

Notes. The epoch T is 2016.0 for Gaia EDR3. Units are in milliarcseconds for ϵX(T ), ϵY (T ), and
ϵZ(T ). They are milliarcseconds per year for ωX , ωY , and ωZ .

5.5 New estimates for models of stellar motion

The new topocentric single-epoch relative positions from Table 5.6 were used in this section
to produce improved estimates for models of stellar motion whenever possible or they were
used to determine such estimates from VLBI data for the first time. The relevant formulas
and methods for estimating the main astrometric parameters – position, proper motion,
and parallax – from position time series and for testing the significance of additional linear
acceleration parameters are introduced in Sect. 2.2.3.

“Each star position was corrected to be referenced to the calibrator position in ICRF3 by
accounting for the difference between the calibrator position in ICRF3 and the calibrator
position used in the literature” (Lunz et al. 2021b). Using Eq. 2.11 or Eq. 2.15 as the
functional model, a linear least squares fit as described in Sect. 3.3.1 was performed to
these position time series. The positions were weighted by variances determined from
the thermal noise σrandom. In the case where the empirical variance of the weight unit
s2

0,α∗, s2
0,δ for the residuals in the coordinate direction α and δ was greater than one,

the variances E2
α∗ and E2

δ were added to the variances of the respective observations in
the weight matrix in Eq. 3.17 such that the s2

0,α∗, s2
0,δ approach unity in the fit. This

method leads to realistic uncertainty estimates for the parameters and is often used in
astrometry projects such as Loinard et al. (2007). Compared to multiplying the square
sum of residuals Q with the empirical variance of the weight unit s2

0 for all residuals
to obtain the covariance matrix Σxx of the estimated parameters as in Eq. 3.23, this
method recognizes different weights in α and δ directions and equalizes the weights of the
individual observations in the presence of large additional variances.

“The new estimates for models of stellar motion obtained in this study are listed in
Table 5.12 along with corresponding estimates found in the literature. Their sky motion
including the astrometric models and the positions are shown in [...][the respective figures
in each of the subsections]. The estimates for the models of the five astrometric parameters
α0, δ0, ϖ, µα∗, and µδ derived using only data from the literature are denoted Mold, while
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the estimates for the models containing the 2020 positions are labeled Mnew. [If the
acceleration terms aα∗ and aδ were also estimated, the models are denoted Mold,a and
Mnew,a, respectively.] The table also provides information on the additional uncertainties
Eα∗ and Eδ. The RMS of the post-fit residuals v is denoted by RMSv, specifically RMSv,α∗

and RMSv,δ for the two coordinate directions. The epoch of α0 and δ0 was chosen as
the mean epoch t0 of the observation epochs t to minimize the correlations between
the parameters. For the projection of the parallax ellipse in Eq. 2.13, the barycentric
coordinates of the Earth’s center of mass at the observation epoch were derived from the
DE 421 ephemeris (Folkner et al. 2009).

Considering the difference between positions determined from group delays, as used for
the determination of ICRF3, and positions from phase delays, as determined from phase-
referencing, special attention should be paid to the combination of star positions referenced
to different phase-calibrators. For the VLBA observations in 2020, position differences
with a RMS of 0.47 mas in α∗ and 1.08 mas in δ were determined from referencing seven
stars to two different phase-calibrators (Lunz et al. 2020a). To account for this effect on
the position time series, all observations not referenced to a primary phase calibrator can
be down-weighted by adding the respective additional uncertainties to the star position
uncertainties through variance propagation. A mean value of 0.5 mas in both directions is
assumed to be not too pessimistic in the presence of different uv-coverage, source structure,
difference between group- and phase-delay position, and residual delay model errors in
the historical observations. The resulting models are denoted ’w0.5’ ”(Lunz et al. 2021b).

In the following, a detailed description of the input positions from various resources, the
homogenization of the input data, and model estimates of various analysis cases are given
separately for each star. The results are compared to the parameter values from Gaia
and from literature. The subsections were mainly taken from Lunz et al. (2021b), and
references to other sections, tables and figures were adjusted to match the outline of this
work.
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5.5 New estimates for models of stellar motion

HD 283572
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Figure 5.9 Observed positions, selected model in
Table 5.12, and adjusted positions for HD 283572.
The observed positions are marked with the red
stars and their uncertainties are visualized by the
black ellipses. The adjusted positions are labeled
by the black dots and their uncertainties by the
blue ellipses. The model is indicated by a black
line. If no ellipses are visible, they are too small
for the scale of the image.
Note. According to Lunz et al. (2021b, Fig. 1).

The star HD 283572 (HDE 283572) was ob-
served relative to J0429+2724 at 6 epochs
from September 2004 to December 2005
at 8.4 GHz (Torres et al. 2007). These
data were reprocessed in Galli et al. (2018)
using the same scheme as that described
in Sect. 5.4.2. Observations in the same
band and using the same primary cal-
ibrator were carried out in experiment
UL005. The shifts of −0.133 3 mas in α∗
and 0.141 3 mas in δ were subtracted from
the single-epoch star positions from Galli
et al. (2018) to reference them to ICRF3.

The work of Galli et al. (2018) does not re-
port a model position, whereas Lindegren
(2020a) determined a full five-parameter
model for the star using the single-epoch
positions of Galli et al. (2018). The solu-
tion Mold is not significantly different from
Galli et al. (2018) – however, the formal
errors of Mold are larger. Adding the 2020 position to the analysis (Mnew) reduces the
formal errors by 10 % to 20 % for α0, δ0, and ϖ, and by about 90 % for µα∗ and µδ com-
pared to Mold. The latter is due to the longer time span involved for the estimation.
The additional uncertainties Eα∗ and Eδ decrease by 10 % to 15 %, while the values of
RMSv do not change significantly. The differences in model estimates between Mnew and
Galli et al. (2018) are not significant” (Lunz et al. 2021b). Higher order terms were not
significant.

V410 Tau

“The 2020 position of V410 Tau (HD 283518) was added to the 9 epochs listed in Galli
et al. (2018). These epochs span from October 2014 to September 2017, used the same
antenna network as the January 2020 observations, and used a self-calibrated image of
the phase-calibrator as a model during the fringe fit. The first 5 epochs were observed at
8.4 GHz, whereas the last 4 epochs were observed at 5.0 GHz, consistent with the January
2020 observation at 4.6 GHz. The same phase calibrator, J0429+2724, was used. The
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shifts of 0.016 7 mas in α∗ and 0.181 3 mas in δ were subtracted from the star positions
from Galli et al. (2018) to reference them to ICRF3.
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Figure 5.10 Observed positions, selected
model in Table 5.12, and adjusted positions for
V410 Tau. For a description of the plot, see
Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

The formal errors are not improved be-
tween Mold and Mnew. The additional ob-
servation uncertainties increase from Eα∗

= 116µas and Eδ = 79µas to Eα∗ =
199µas and Eδ = 93µas when the January
2020 position is included in the analysis,
and the scatter of the residuals increases.
The residuals at X-band and C-band how-
ever do not differ. Compared to the esti-
mates in Galli et al. (2018), the new val-
ues are not significantly different but the
proper motion is closer to the Gaia one”
(Lunz et al. 2021b).

V410 Tau is a multiple star system (Harris
et al. 2012) where one component is de-
tected at radio frequencies. While Galli et al. (2018) could not determine a signature of
orbital motion using their data, the inclusion of the January 2020 position provided a sig-
nificant acceleration term in the α∗ direction (0.062 ± 0.024 mas/yr2) applying Student’s
t-test at a significance level of 5 % (this level indicates the probability that the hypothesis
is false when it is actually true). The RMSv,α∗ and RMSv,δ are reduced by about 25 %
when comparing Mnew,a with Mnew. Gaia EDR3 only provides a fit of five astrometric
parameters. To be consistent, the Mnew estimates are used for the frame alignment.

SS Cyg

“SS Cyg was observed by Miller-Jones et al. (2013) from April 2010 to October 2012 in
7 epochs with the VLBA at 8.4 GHz and in 2 epochs at 5 GHz with the European VLBI
Network (EVN). In the publication, the phase-calibrator position of the EVN observations
was already corrected to match that used by the VLBA. The 2020 position was referenced
to the same phase-calibrator, J2136+4301, and observed at 8.1 GHz. All star positions
were referred to the same ICRF3 phase-calibrator position by subtracting 0.454 2 mas
in α∗ and 0.541 8 mas in δ from the 9 epochs in Miller-Jones et al. (2013). In all 10
epochs, the phase-calibrator data were processed by taking the self-calibrated image of
the phase-calibrator as a structure model.

For Mnew, the formal errors were reduced by 10 % to 20 % (for α and δ), 40 % (for ϖ) and
by 70 % (for µα∗ and µδ) compared to Mold. The additional observation uncertainty Eα∗
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5.5 New estimates for models of stellar motion

is 184µas, while in the δ direction no uncertainty was added, since the reduced χ2 was
already below 1. The correlations between all parameters decrease when the new epoch
in 2020 is included, especially those between α and δ, and between µα∗ and µδ. Only
the correlation between parallax and proper motion increases slightly. This indicates that
more observations sensitive to the parallax determination are needed to decorrelate the
parameters. The residuals at X-band and C-band do not differ” (Lunz et al. 2021b).

Figure 5.11 Observed positions, selected model
in Table 5.12, and adjusted positions for SS Cyg.
For a description of the plot, see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

-30-20-10010
 [mas]

-8

-6

-4

-2

0

 [m
as

]

J2014.18754
J2014.72416

J2015.15674
J2015.66051

J2016.16427

J2020.01560

Figure 5.12 Observed positions, selected
model in Table 5.12, and adjusted positions for
Brun 334. For a description of the plot, see
Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

Brun 334

“Brun 334 (VLBA 19, Parenago 1540) was observed by Kounkel et al. (2017) using the
VLBA in 5 epochs between March 2014 and March 2016 at 5 GHz. The publication
only gives the observation epochs to the precision of a full day. Therefore, the positions
could be imprecise by up to 0.005 mas, considering the proper motion in Gaia EDR3 of
3.840 mas yr−1. The star was observed in one epoch in January 2020 at 4.6 GHz relative to
the same phase-calibrator, J0529−0519. The shifts of −0.752 2 mas in α∗ and 0.145 8 mas
in δ were subtracted from the single-epoch star positions from Kounkel et al. (2017)
to reference them to ICRF3. The phase-calibrator data were processed using the self-
calibrated image of the phase-calibrator as a structure model at all epochs.

When the January 2020 position is included in the analysis, the formal errors of the proper
motion parameters improve by 60 % and 40 %, respectively, while those of the position
and parallax degrade (in δ 50 %). However, the residual scatter in each coordinate direc-
tion doubles and the additive variances (mostly in δ) need to be increased to obtain χ2
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equal one. [In contrast, when additional acceleration parameters are added in solution
Mnew,a, the same level of residuals as in Mold is reached and the Student’s t-test with
a significance level of 5 % reveals both acceleration terms to be significant.] Although
Brun 334 is a spectroscopic binary (Marschall and Mathieu 1988), these short-term or-
bital parameters were not considered in this work. Comparing the model estimates to
Gaia EDR3, which fit five astrometric parameters only, shows that the five-astrometric
parameter model is in good agreement (2-σ level) [, whereas the Mnew,a model deviates
more]. Therefore, the Mnew model is used for the calculations in Sect. 5.6.4” (Lunz et al.
2021b). More observations should be conducted for this star to confirm the existence of
long-term acceleration.
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Figure 5.13 Observed positions, selected
model in Table 5.12, and adjusted positions for
TYC 5346-538-1. For a description of the plot,
see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star TYC 5346-538-1 (VLBA 45) was ob-
served in 5 epochs between March 2014 and
March 2016 by Kounkel et al. (2017) at
5 GHz. As for Brun 334, the epoch was
only given to the precision of a full day.
Considering the small proper motion in
Gaia EDR3 of 0.610 mas yr−1, this aspect
is negligible for this study. The new obser-
vation in January 2020 was also observed
at 4.6 GHz and the same phase-calibrator
calibrator was used as for the historical ob-
servations, J0542−0913. All positions are
based on an analysis with source structure
corrections applied to the phase-calibrator
data. The shifts of −0.945 0 mas in α∗ and
−1.067 5 mas in δ were subtracted from the
single-epoch star positions from Kounkel et al. (2017) to reference them to ICRF3. In
addition, Kounkel et al. (2017) applied corrections of 0.256 mas in α∗ and 0.771 mas in δ to
the positions of the first epoch and of 0.204 mas in α∗ and 0.659 mas in δ to the positions
of the fourth epoch. It is believed that the reason is a pointing error due to calibration.
These corrections were also imposed to the data to achieve the positions shown in Fig. 4
in Kounkel et al. (2017).

The reduced χ2 in α direction is already 0.07 without adding additional weights to the
data in model Mold. Mold and Mnew differ by 0.299 ± 0.142 mas yr−1 in µδ, which is about
60 % of its value, and by −0.102 ± 0.049 mas yr−1 in µα∗. Both parameters are closer to
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5.5 New estimates for models of stellar motion

the Gaia EDR3 solution for Mnew. The formal errors for µα∗ and µδ decrease by about
40 % compared to Mold, whereas the formal error in ϖ increases. Mold,orig and Mnew,orig

are solutions without applying the above corrections from Kounkel et al. (2017). They
agree with the parameters Mold, Mnew, and Gaia EDR3 within the uncertainty bounds,
except for µδ which differs at the 1.4-σ level between Mold and Mold,orig” (Lunz et al.
2021b).

The various tests performed on the data have shown that further VLBI observations are
needed to improve the determination of the proper motion in the declination direction as
well as the position shifts in the first and fourth epochs.

BH CVn

Figure 5.14 Observed positions, selected model
in Table 5.12, and adjusted positions for BH CVn.
For a description of the plot, see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star BH CVn (HR 5110) was observed
at 15 epochs from May 1987 to May
1994 relative to J1317+3425 or relative
to J1340+3754 in Lestrade et al. (1999).
The 6 sessions relative to J1340+3754
were conducted at 8.4 GHz (observed af-
ter 01 January 1992), while the frequency
of the other observations is 5.0 GHz for
the four sessions before 01 January 1992
and 8.4 GHz for the sessions thereafter.
The star was observed in January 2020
at 8.1 GHz relative to J1324+3622 and
J1340+3754. A second reference source
was chosen because J1340+3754 has signif-
icant structure and is relatively faint con-
sidering the sensitivity of the observations at the given frequency bands. Therefore,
J1324+3622 was chosen as a backup calibrator, which is closer to the target star than the
second historical calibrator J1317+3425, but also relatively faint. In Lestrade et al. (1999)
the phase-calibrator data were corrected for source structure only for the positions relative
to J1340+3754 because of its significant structure. The structure correction was applied
for both positions in 2020. The star positions were referenced to the ICRF3 position of
the respective calibrators at all epochs. This results in the shift of −0.285 0 mas in α∗ and
0.170 0 mas in δ subtracted from positions referenced to J1317+3425, and −0.866 2 mas
in α∗ and 1.376 8 mas in δ from positions referenced to J1340+3754. The 2020 positions
was already in ICRF3, so no correction was needed.

As with the other stars in this study, several solutions with five astrometric parameters
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were determined based on three different selections of observations to show the reliability
of the final solution. Mold and Mnew are based on the observations relative to all cal-
ibrators, whereas MJ1340+3754 contains only positions relative to calibrator J1340+3754
and Mothers contains only positions referenced to the other two calibrators. Because
MJ1340+3754 has the least residual scatter, this calibrator was used as the primary cal-
ibrator without additional weights in Mw0.5,new. Comparing the various solutions, no
significant differences can be found for µα∗. The estimate for parameter µδ converges to
the Gaia EDR3 value when the 2020 position is added. The formal error of both param-
eters deceases by 80 % when the 2020 position is added. It decreases by more than 90 %
for solution MJ1340+3754, but only by about 60 % for solution Mothers. The result indicates
that even though source structure was present for a calibrator and this was corrected
during in the data analysis, the relative positions are more consistent than referencing to
several more compact calibrators (without consistent calibration of their structure). The
latter is the solution which determines the parallax worst in terms of formal error. Solu-
tion Mw0.5,new is not significantly different from MJ1340+3754 and Mnew, but MJ1340+3754

clearly has the lowest formal errors in all parameters. Thus, it is used for the analysis of
the rotation parameters in Sect. 5.6.4, and the additional observations relative to other
calibrators are thereby neglected. This is not possible for all corresponding stars in this
study, as these stars do not have as many positions in the time series to choose from and
therefore the solutions deteriorate more by neglecting a subset of the positions” (Lunz
et al. 2021b).
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Figure 5.15 Observed positions, selected model
in Table 5.12, and adjusted positions for Haro 1-6.
For a description of the plot, see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star Haro 1-6 (DoAr 21) was observed in
9 epochs from September 2005 to August
2006 relative to J1625−2527 at 8.42 GHz
in Loinard et al. (2008), where 7 epochs
were of good quality. Another 8 epochs
were conducted at the same frequency from
December 2006 to September 2007 relative
to J1625−2527. Three of the epochs were
discarded due to influence of bad weather
(Ortiz-León et al. 2017b). Then Ortiz-
León et al. (2017b) observed the star in 2
epochs at 8 GHz and in 5 epochs at 5 GHz
from August 2012 to October 2015 relative
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5.5 New estimates for models of stellar motion

to J1627−242611. In the following, the re-
processed data from Ortiz-León et al. (2017b) is used, who referenced the star positions
from all these observations to the same calibrator position of J1627−2426. In January
2020, the star was observed at 4.6 GHz relative to J1633−2557, since J1627−2426 is not in
ICRF3 and probably too faint for the observation setup, and J1625−2527 has developed
structure in the meantime. Just as in Ortiz-León et al. (2017b), the phase-calibrator data
were processed by considering source structure correction.

To reference the star positions to the ICRF3 position of J1633−2557 at all epochs, the
shifts of −0.345 mas in α∗ and −1.2 mas in δ between J1627−2426 and J1625−2527,
as determined by Ortiz-León et al. (2017b) from observations between 2005 and 2007,
were subtracted from the star positions in Ortiz-León et al. (2017b). Another shift of
−0.030 0 mas in α∗ and 0.060 0 mas in δ was subtracted, corresponding to the position
offset between the calibrator position of J1625−2527 from Ortiz-León et al. (2017b) and
the rfc_2018b catalog used in the 2020 observation. Finally, a third shift of 0.755 0 mas
in α∗ and −0.020 7 mas in δ was subtracted, which represents the difference between
the observed calibrator position of J1625−2527 in the 2020 experiment (when phase-
referenced to J1633−2557) and the rfc_2018b catalog position. This workaround is not
ideal, however it reduces the RMSv,δ by 10 %. Calibrator J1627−2426 should get added
to the next ICRF to resolve this issue.

To show the robustness of the final solution, several solutions based on three different
subsets of the time series were obtained. Mall includes all the above mentioned positions
as input data in the fitting process, while Mwo7 excludes the position at the seventh epoch,
since that position showed the largest residuals (about 6 mas for α∗) and was considered
as an outlier. M>2012 includes only the more precise latest observations, similar to what
was used for the final selection in Ortiz-León et al. (2017b). For each of the three different
selections, a solution with (new) or without (old) the January 2020 position was obtained.
Down-weighting the 2020 position by 0.5 mas, because it is relative to a different calibrator
(similar to what was tested for the observations of BH CVn), does not change the results
significantly, which is to be expected as the positions were previously homogenised to one
calibrator position.

Comparing the model estimates Mall with Mwo7, the additional noise required to achieve
a χ2 of 1 and the scatter of residuals decrease significantly in α∗. The proper motion
estimates do not change, but the formal errors of µα∗ decrease by 60 %. Furthermore ϖ
decreases by 8 % and its formal error by 60 %. The ϖ of Gaia EDR3 lies between these
two VLBI-based estimates and the ϖ of Mwo7 deviates significantly from the Gaia EDR3
11Positions α = 246◦.750025782, δ = -24◦.444573598 are given in the VLBA archive for radio source

J1627−2427. It is assumed to be the radio source J1627−2426 (α = 246◦.750025121, δ =
-24◦.4445743194) in catalog rfc_2018b, whose position only differs by 2.38 mas and 2.60 mas.
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result due to the decreased formal error. Employing only the more precise positions in
M>2012 reduces the residual scatter by more than half, and ϖ matches the Gaia EDR3
result. However, µδ deviates significantly compared to Gaia EDR3, even though the ob-
servation selection is closest in time to the Gaia EDR3 observations compared to the other
selections. Since the formal error in proper motion parameters is smallest for the Mwo7,new

solution due to the long time interval between first and last observation employed, this
solution is used in Sect. 5.6.4” (Lunz et al. 2021b).

σ2 CrB

Figure 5.16 Observed positions, selected model
in Table 5.12, and adjusted positions for σ2 CrB.
For a description of the plot, see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star σ2 CrB was observed at 12 epochs
from May 1987 to November 1994 relative
to J1613+3412 in Lestrade et al. (1999) at
5.0 GHz in the first three epochs and at
8.4 GHz thereafter. In January 2020 the
star was observed at 8.1 GHz relative to the
same calibrator with positions in ICRF3.
For calculation of the new estimates for the
model of stellar motion, the position with-
out structure correction during the fringe
fit of the phase-calibrator is employed,
since the correction was also not made in
Lestrade et al. (1999). The subtraction of
0.101 7 mas in α∗ and 0.196 5 mas in δ is re-
quired to reference the star positions from
the historical observations to ICRF3.

Additional weights are only needed in case of Mnew. [The RMS of residual scatter decreases
by about two thirds in α and about half in δ when acceleration terms are set up. They are
highly significant in both coordinate directions.] Due to the large time difference between
the historical observations and the 2020 position, small but significant linear acceleration
terms [...] are needed to align the proper motion values from VLBI to Gaia EDR3, as
shown by the better agreement of the proper motion and parallax parameters and the
reduction of residual scatter in the case of Mnew,a, where the estimated acceleration terms
are −0.046 ± 0.004 mas/yr2 in α∗ and −0.018 ± 0.004 mas/yr2 in δ. The estimates for
Mold and Mnew,a differ by −1.137 ± 0.060 mas yr−1 in µδ. Also µα∗ changes by −0.451 ±
0.061 mas yr−1. Both estimates are closer to the Gaia EDR3 solution for Mnew,a. Their
formal errors decrease by more than 20 %, whereas the formal error of ϖ increases by
about 15 % and those of the positions by about 100 % to 120 %. This could be due to the
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change in epochs from about 1993 to 2016. Compared to values in Lestrade et al. (1999),
the proper motion values were brought closer to those of Gaia EDR3” (Lunz et al. 2021b).

HD 199178

Figure 5.17 Observed positions, selected
model in Table 5.12, and adjusted positions for
HD 199178. For a description of the plot, see
Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star HD 199178 was observed at 6 epochs
from September 1992 to May 1994 relative
to J2102+4702 in Lestrade et al. (1999) at
8.4 GHz. In January 2020, the star was
observed at 8.1 GHz relative to the same
calibrator with positions in ICRF3. For
calculation of the new estimates for the
model of stellar motion, the position with-
out structure correction during the fringe
fit of the phase-calibrator was employed,
since the correction was also not made in
Lestrade et al. (1999). The subtraction of
0.376 0 mas in α∗ and 1.386 1 mas in δ is re-
quired to reference the star positions from
the historical observations to ICRF3.

The scatter of the residuals does not change comparing Mold and Mnew. This shows that
the observations fit each other well. Moreover, the formal errors decrease by about 97 %
for proper motion and by 30 % for ϖ. The estimates Mnew are closer to the Gaia EDR3
parameters than the ones from Lestrade et al. (1999), however because of the smaller
formal errors, the differences for Mnew are significant. No additional weights were added
in either solution, and the χ2 was 0.5. This is suggesting that the uncertainties were too
pessimistic for the single-epoch positions” (Lunz et al. 2021b).

AR Lac

“Star AR Lac was observed at 6 epochs from July 1990 to May 1994 relative to J2202+4216
in Lestrade et al. (1999) at 5.0 GHz in the first two epochs and at 8.4 GHz thereafter. In
January 2020, the star was observed at 8.1 GHz relative to the same calibrator with
positions in ICRF3. The star was additionally observed relative to J2153+4322 because
J2202+4216 shows a lot of structure and future observations could benefit from a more
compact calibrator, which can nowadays be used due to the increased sensitivity of the
antenna network compared to historical observations. The position without structure
correction during the fringe fit of the phase-calibrator is employed because the correction
was also not made in Lestrade et al. (1999). The epoch in July 1990 was observed
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with poor uv-coverage (Lestrade et al. 1999). The subtraction of 0.173 0 mas in α∗ and
0.083 7 mas in δ is required to reference the star positions from the historical observations
to ICRF3.
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Figure 5.18 Observed positions, selected model
in Table 5.12, and adjusted positions for AR Lac.
For a description of the plot, see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

Adding the new position in 2020 to
all available observations relative to
J2202+4216 decreases the formal errors of
the proper motions decrease by 90 % com-
pared to solution Mold. Furthermore, the
first epoch in July 1990, which was af-
fected by poor uv-coverage, was removed in
Mwo90,J2202+4216,new, which provides about
50 % less residual scatter and formal errors
of all parameters compared to a solution
including this epoch. Adding the star po-
sition relative to J2153+4322 in 2020 in
solution Mwo90,w0.5,new with an additional
uncertainty of 0.5 mas in quadrature, the
additional position has almost no influence
on the estimates, which is verified by the position with respect to J2202+4216 having
residuals of zero, while the position with respect to J2153+4322 has residuals of about
±0.28 mas. If no additional uncertainty was added, the uncertainties of the model pa-
rameters would double. Solution Mwo90,w0.5,new is used for the analysis of the rotation
parameters in Sect. 5.6.4 as the observation relative to J2153+4322 should not be com-
pletely excluded as it is technically not an outlier. Compared to the parameter values in
Lestrade et al. (1999), µα∗ is closer to Gaia EDR3. However, (similar for µδ) the formal
error reduced considerably, which is why the selected solution shows a > 3σ offset relative
to Gaia EDR3, while it is < 2σ for Lestrade et al. (1999). In contrast, ϖ of Mwo90,w0.5,new

is significantly off from Gaia EDR3 and ϖ of Lestrade et al. (1999) agrees with the one
from Gaia EDR3 within about one standard deviation” (Lunz et al. 2021b).

IM Peg

“Star IM Peg was observed at 4 epochs from December 1991 to July 1994 relative to
J2253+1608 in Lestrade et al. (1999) at 5.0 GHz in the first epoch and at 8.4 GHz there-
after. The subtraction of −0.031 8 mas in α∗ and −0.000 5 mas in δ is required for these
star positions to reference them to ICRF3. In addition, 35 positions between January
1997 and July 2005 from the Gravity Probe B experiment at 8.3 GHz could be used
(Ratner et al. 2012). They are referenced to point C1 in J2253+1608 with coordinates
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5.5 New estimates for models of stellar motion

α = 22h53m57s.7479573, δ = 16◦8′53′′.561281 (Bartel et al. 2012), and the calibrator struc-
ture was corrected during the fringe-fit (Lebach et al. 2012). The subtraction of 0.257 7 mas
in α∗ and 0.400 5 mas in δ is needed for these star positions to be referenced to ICRF3. To
weight the positions relative to the data obtained in other studies, the 0.06 mas WRMS
scatter of residuals of the astrometric check source determined in Ratner et al. (2012)
was used as the position uncertainties σα∗,random, σδ,random of the star. In January 2020,
the star was observed at 8.1 GHz relative to the same calibrator. For calculation of the
new estimates for the model of stellar motion, the position obtained after correcting the
phases of the calibrator for structure is used, since this correction was also used in the
latest observations.

Figure 5.19 Observed positions, selected model
in Table 5.12, and adjusted positions for IM Peg.
For a description of the plot, see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

Adding the 2020 position, the formal er-
rors of the proper motions in α∗ and δ

decreased by 30 %, while the formal error
in ϖ remained stable. The radio emis-
sion from star IM Peg has an orbital mo-
tion with a semi-major axis of 0.89 mas
and an axis ratio of 0.30 (Ratner et al.
2012). The orbital motion has a period of
24.64877 days (Marsden et al. 2005). The
reduction of the orbital pattern in the po-
sitions by subtracting the model values de-
rived from the functional model for the lin-
ear orbital parameters in Table 3 of Rat-
ner et al. (2012) resulted in a decrease in
RMSv,α∗ of about 0.15 mas and in RMSv,δ

of about 0.05 mas in the corresponding so-
lution (labelled Morb,new in Table 5.12). Less additive errors were needed and thus the
formal errors of all parameters decreased. However, the astrometric parameters did not
change significantly (they remain within 1σ). Since the binary cannot be resolved by
Gaia, the following analysis uses the estimates for the model without correction for the
binary orbit trajectory, Mnew. The new model estimates are not significantly different
from those presented in previous studies, but the formal error of the proper motion values
is significantly smaller” (Lunz et al. 2021b).

HD 22468

“Star HD 22468 (HR 1099) was observed at 8 epochs from March 1991 to August 1994
relative to J0339−0146 in Lestrade et al. (1999) at 5.0 GHz in the first 3 sessions and
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at 8.4 GHz thereafter. The subtraction of −0.012 0 mas in α∗ and −0.279 2 mas in δ is
required for these star positions to be referenced to ICRF3. In addition, one position was
obtained during experiment V515C (July 2018) relative to the same calibrator by the Long
Baseline Array (LBA) supported by the ATNF (CSIRO), by Russian antennas operated
by the Institute of Applied Astronomy of Russian Academy of Sciences (Shuygina et al.
2019), and by the HartRAO antenna in South Africa as described in Titov et al. (2020).
The calibrator position was in ICRF3. Additional three positions in ICRF3 between May
2015 and July 2016 from absolute astrometry in S/X mode are published in Titov et al.
(2020). Further details are given in Table 5.11. In January 2020, the star was observed
at 8.1 GHz relative to the same calibrator, J0339−0146, with the VLBA. For calculation
of the new estimates for the model of stellar motion, the position determined without
correcting the phases of the calibrator for structure is employed, since the correction was
not applied in the observations from the archive.

Figure 5.20 Observed positions, selected
model in Table 5.12, and adjusted positions for
HD 22468. For a description of the plot, see
Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

Several estimates of astrometric models
were produced to test the impact of the
new positions compared to using only the
Lestrade et al. (1999) positions in solution
Mold. The additional use of the 2018 and
2020 positions for the solution Mnew leads
to a reduction in the formal errors of the
proper motions of more than 90 %, but also
to a decrease of 40 % in those of ϖ. This
can be justified by the two positions be-
ing located at the opposite extremes of the
parallax pattern of the star.

As a final test, the three positions from
absolute astrometry were included in the
analysis, thus all 13 epochs were used.
However, the first two epochs from absolute astrometry were discarded in solution
Mabs,wo9&10,new because they had large residuals of several milliarcseconds after iterative
rejection. Only the third epoch from experiment AOV010 was a good fit to the phase-
referenced data. The number of observations in this epoch is 56 compared to 6 and 10
for the rejected epochs (Titov et al. 2020). Adding this position to the phase-referencing
dataset does not change the results within the error bounds, but improves the formal
errors by another 5 % to 10 % for the five parameters. These estimates are used as the
model for comparison with Gaia in the following section” (Lunz et al. 2021b).

Star HD 22468 is a close binary with a period of about 2.8 days (Fekel 1983; García-
Alvarez, D. et al. 2003). It is located in another binary system ADS 2644A with an
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5.5 New estimates for models of stellar motion

orbital period of 2101 years and 6′′.2 orbital diameter (Lestrade et al. 1999). In solution
Mabs,wo9&10,new,a the acceleration terms were added to the fitting process. The acceleration
is not significant according to Student’s t-test. The greater agreement of the parameter
estimates for ϖ and µα∗ with the Gaia EDR3 parameters and the reduction in Eα∗ as
well as RMSv,α∗ suggests that a long-term acceleration in α should be tested by adding
more observations in a few years from now.

CoKu HP Tau G2
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Figure 5.21 Observed positions, selected
model in Table 5.12, and adjusted positions for
CoKu HP Tau G2. For a description of the plot,
see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star CoKu HP Tau G2 (HP Tau/G2) was
observed during 8 epochs between Septem-
ber 2005 and December 2007 with the
VLBA at 8.42 GHz by Torres et al. (2009)
relative to the calibrator J0426+2327. In
addition, Galli et al. (2018) detected the
star in 5 epochs at 8.4 GHz and in 4
epochs at 5.0 GHz between December 2012
and October 2017 relative to J0438+2153.
They corrected the 8 epochs from Torres
et al. (2009) for the shift of the calibrator
position and combined the time series. The
homogenized data are used for astrometric
fitting and the star position obtained rela-
tive to J0438+2153 at 4.6 GHz, including
correction for source structure, is added.
The star positions from Galli et al. (2018) were corrected by subtracting −0.428 7 mas in
α∗ and −0.049 2 mas in δ, to refer them to the calibrator position in ICRF3 as used for
the position from UL005.

The young star is the primary star in a gravitationally bound system with HP Tau G3 AB
which has a separation of about 10" (Harris et al. 2012; Nguyen et al. 2012). HP Tau G3 AB
itself is a close binary (Richichi et al. 1994). Linear acceleration terms are not sufficient
to model the trajectory of CoKu HP Tau G2 given the above observations, as can be seen
from the large residual scatter and the deviation from the Gaia EDR3 values for solutions
based on all observations towards J0438+2153 (Mnew). The non-linear model is supported
by the RUWE parameter (re-normalized unit weight error, calculated from Gaia data;
Lindegren et al. 2018) in Gaia EDR3, which is 3.85 for this star. [...] Galli et al. (2018)
estimated orbital parameters in addition to position, proper motion, and parallax. In
this work, orbital parameters are not considered. To compare the proper motion with
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Gaia EDR3, the VLBI time series were therefore trimmed to match the Gaia EDR3
observations between 25 July 2014 and 28 May 2017” (Lunz et al. 2021b). Significant
linear acceleration parameters MGaia,a can still be detected and verified by Student’s t-
test. Comparing the model at Gaia EDR3 time MGaia,a with acceleration terms, and
MGaia without acceleration terms, to Gaia EDR3 parameters provides no clear indication
which one better fits the Gaia EDR3 results. The proper motions of MGaia,a are referenced
to the Gaia epoch. Therefore the bias due to linear accelerations is limited.

MGaia is applied in the following analysis to best match the Gaia EDR3 model parame-
terization. No difference in residuals for X-band and C-band observations can be found,
thus frequency dependent position offsets are not considered.

del Lib

Figure 5.22 Observed positions, selected model
in Table 5.12, and adjusted positions for del Lib.
For a description of the plot, see Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star del Lib (HD 132742) was observed
at 3 epochs from July 2016 to July
2020. The positions in experiment UL005
(January 2020) were obtained relative to
two different calibrators, J1456−0617 and
J1510−0843, at 8.1 GHz. During exper-
iment AOV010 (July 2016) it was ob-
served relative to J1456−0617 with the
Asia-Oceania VLBI network (AOV) and
during experiment V583B (July 2020) it
was observed relative to J1512−0905 by
the LBA, both at about 8.4 GHz. The po-
sitions are listed in Table 5.11. The star
position derived without correcting the cal-
ibrator phases for structure was used for
this fit because the other experiments did
not use it either. To reference all observations to ICRF3, −0.457 2 mas in α∗ and
0.209 2 mas in δ were subtracted from the position of J1512−0905, which was originally
α = 15h12m50s.5329, δ = −9◦5′59′′.830. All observations relative to J1456−0617 have
already been in ICRF3.

An additional uncertainty of 0.5 mas was applied to the star positions that are not relative
to J1456−0617 to test the impact of a potential star position offset from referencing to
one or the other calibrator. The resulting solution Mw0.5,new is not significantly different
from a solution without the additional uncertainties Mnew. The VLBI model estimates
differ from those of Gaia EDR3, but for comparison, those of Gaia DR2 differ again.
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5.5 New estimates for models of stellar motion

Mw0.5,new was used in the following” (Lunz et al. 2021b).

HD 142184

Figure 5.23 Observed positions, selected
model in Table 5.12, and adjusted positions for
HD 142184. For a description of the plot, see
Fig. 5.9.
Note. According to Lunz et al. (2021b, Fig. 1).

“Star HD 142184 (HR 5907, 1550−238)
was not in the sample of VLBA obser-
vations in January 2020 because it is a
Be-type star and therefore may exhibit
radio emission from stellar winds leading
to radio-optical offsets. The star is one
of the fastest rotating stars. Data from
absolute astrometry performed with the
LBA, VLBA, AOV, and other networks
were collected. During experiment V583B
(July 2020) it was furthermore observed
relative to J1553−2422 with the LBA at
about 8.4 GHz. To reference the obser-
vation to ICRF3, −0.209 8 mas in α∗ and
−0.049 1 mas in δ were subtracted from the
position of J1512−0905, which was origi-
nally α = 15h53m31s.6278, δ = −24◦22′6′′.036. They are listed in Table [...][2 in Lunz et al.
(2021b)]. The proper motion and parallax [of Mnew] are in agreement with the Gaia EDR3
values within the error bounds. Because most of the data is not referenced to ICRF3 but
the aus2020b12 reference frame, the positions were not included in the analysis of the
rotation parameters in the following section, and only the remaining model parameters
from Mnew were used13. For propagation of the Gaia parameters to the VLBI epoch, the
radial velocity vr =−9.2 km s−1 was taken from the SIMBAD database (Wenger et al.
2000)” (Lunz et al. 2021b). The model estimates Mnew,a indicate a linear acceleration in
the trajectory of the star. However, the proper motion and parallax from the solution
without acceleration terms, Mnew, fit the Gaia EDR3 data better. This star certainly is
a candidate for more detailed comparison of radio and optical emission.

Additional single-epoch positions

“For four additional stars, only one or two epochs were available from experiments ob-
served at 8.4 GHz by the LBA. They are listed in Table 5.11. In experiments V583A
12ftp://ivs.bkg.bund.de/pub/vlbi/ivsproducts/crf/aus2020b.crf.txt, accessed 13 December 2021.
13In future work, the position from V583B can be added to the rotation parameter analysis as an absolute

position. However, for this work, it was not considered.
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(March 2020) and V583B (July 2020), star HD 167971 was observed, but relative to two
different calibrators. The shift of 0.042 8 mas in α∗ and −0.010 2 mas in δ is subtracted for
the star position relative to J1818−1108 and the shift of 0.001 1 mas in α∗ and 0.000 5 mas
in δ is subtracted for the star position relative to J1832−1035 to transfer them to ICRF3.
Because the time interval between first and last scan of a radio star in experiment V583A
was only about 20 to 30 minutes, the uv-coverage was sparse, so the side lobes were large
and so is the uncertainty of the position. The same is true for stars V479 Sct (shift of
−0.000 5 mas in α∗ and −0.000 4 mas in δ) and EI Eri (shift of −0.000 6 mas in α∗ and
0.000 4 mas in δ), which were also observed in experiment V583A. Star YY Men was ob-
served in absolute geodetic mode in two single-baseline experiments in 1990 and 1991,
from which the position from 1990 could be restored. In addition, it was detected in
experiment V583B relative to J0529−7245. The shift of 0.003 6 mas in α∗ and 0.005 0 mas
in δ is subtracted to reference the position to ICRF3” (Lunz et al. 2021b).

Recapitulation

“The RMS of the residual scatter shows that modern phase-referencing observations can
reach levels of 0.1 mas to 0.2 mas and below, whereas inclusion of historical observations
from around the 1990s (case of BH CVn, HD 199178, AR Lac, IM Peg, HD 22468) yields
RMS levels of about 0.2 mas to 0.6 mas. Other reasons, such as orbital jitter (see Lestrade
et al. 1999), may account for the differences as well. This effect is specific to each source
and can be studied in detail. For the present study it is negligible, since the long-term
linear proper motions are of interest.

At the present stage, accelerations are not considered in the rotation parameter analysis.
However, six stars were found to have signs of non-linear proper motion from their VLBI
data verified by Student’s t-test with significance level of 5 % (V410 Tau, Brun 334, σ2 CrB,
HD 22468, CoKu HP Tau G2, and HD 142184). For some stars, the model estimates better
fit the values of the astrometric Gaia model when the same parameterization is applied
(i.e. with no acceleration terms). This is usually the case when the VLBI mean epoch is
close in time to the Gaia observations, such as for V410 Tau, Brun 334, and HD 142184.
In the case of σ2 CrB, the proper motion estimates are closer to the Gaia estimates
when the accelerations are also estimated. This star is representative of those objects
for which the mean epoch of the VLBI observations is temporally more distant from the
Gaia observation time interval. Star CoKu HP Tau G2 has a more complicated trajectory.
Restricting the VLBI time interval to the time interval of the Gaia EDR3 observations,
significant acceleration parameters can be detected, however there are no significant proper
motion differences between models with and without acceleration terms. Star HD 22468
is a close binary with a period of about 2.8 days (Fekel 1983; García-Alvarez, D. et al.
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5.5 New estimates for models of stellar motion
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2003). It is located in another binary system ADS 2644A with an orbital period of 2101
years and 6′′.2 orbital diameter (Lestrade et al. 1999). For this star, the acceleration terms
are not determined significant according to Student’s t-test. The greater agreement of the
parameter estimates with the Gaia EDR3 parameters and the reduction in Eα∗ as well as
RMSv,α∗ however suggests that a long-term acceleration in α should be tested by adding
more observations in a few years from now.

The detailed investigation of the various star time series showed that for some stars
more observations would help proving the existence of long-term accelerations (V410 Tau,
Brun 334, HD 22468), decorrelating the model parameters (SS Cyg, Haro 1-6), or inves-
tigating the reason for significant model differences between VLBI and Gaia (AR Lac)”
(Lunz et al. 2021b).
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Table 5.12 Newly derived estimates for the astrometric models of stellar motion.

model Eα∗ Eδ RMSv,α∗ RMSv,δ Σn t0 α0 σα∗0 δ0 σδ0 ϖ σϖ µα∗ σµα∗ µδ σµδ aα∗ σaα∗ aδ σaδ

[µas] [mas] [Julian year] [◦] [mas] [◦] [mas] [mas] [mas yr−1] [mas yr−1] [mas yr−2] [mas yr−2]

HD 283572
ref. (1,2) . . . . . . . . . . . . . . . 2005.36000 65.495216803 0.032 +28.301769751 0.035 +7.841 0.057 +9.023 0.061 −26.445 0.077 . . . . . . . . . . . .
ref. (1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . +7.722 0.057 +8.853 0.096 −26.491 0.113 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 65.495246613 0.018 +28.301691618 0.009 +7.873 0.019 +8.837 0.027 −26.426 0.017 . . . . . . . . . . . .
Mold 122 185 0.102 0.161 6 2005.36121 65.495216801 0.054 +28.301769680 0.080 +7.736 0.068 +8.865 0.114 −26.502 0.190 . . . . . . . . . . . .
M(1)

new 105 165 0.097 0.159 7 2007.45467 65.495222674 0.043 +28.301754339 0.068 +7.745 0.059 +8.892 0.008 −26.386 0.013 . . . . . . . . . . . .
V410 Tau
ref. (1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . +7.751 0.027 +8.703 0.017 −24.985 0.020 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 64.629661927 0.019 +28.454376079 0.009 +7.730 0.021 +8.846 0.025 −25.129 0.016 . . . . . . . . . . . .
Mold 116 79 0.102 0.075 9 2015.75818 64.629661280 0.040 +28.454377875 0.029 +7.749 0.043 +8.705 0.028 −24.985 0.024 . . . . . . . . . . . .
M(1)

new 199 93 0.175 0.100 10 2016.18390 64.629662471 0.064 +28.454374915 0.033 +7.707 0.067 +8.786 0.033 −25.010 0.022 . . . . . . . . . . . .
Mnew,a 151 90 0.125 0.075 10 2016.00000 64.629661934 0.059 +28.454376202 0.038 +7.732 0.052 +8.738 0.030 −24.996 0.023 +0.062 0.024 −0.031 0.021
SS Cyg
ref. (3,2) 108 91 . . . . . . . . . 2011.56610 325.678846337 0.065 +43.586181392 0.070 +8.800 0.120 +112.420 0.070 +33.380 0.070 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 325.679037286 0.022 +43.586222469 0.026 +8.854 0.030 +112.385 0.029 +33.315 0.033 . . . . . . . . . . . .
Mold 164 0 0.229 0.145 9 2011.22802 325.678831631 0.101 +43.586178393 0.050 +8.841 0.094 +112.449 0.064 +33.399 0.049 . . . . . . . . . . . .
M(1)

new 184 0 0.243 0.136 10 2012.10667 325.678869501 0.081 +43.586186535 0.043 +8.896 0.054 +112.415 0.019 +33.353 0.014 . . . . . . . . . . . .
Brun 334
ref. (4,2)(2) . . . . . . . . . . . . . . . 2015.18000 83.665666567 0.023 −5.407112221 0.048 +2.591 0.046 −4.010 0.080 −1.170 0.070 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 83.665665932 0.009 −5.407112470 0.008 +2.569 0.014 −3.736 0.012 −0.887 0.010 . . . . . . . . . . . .
Mold 150 132 0.061 0.093 5 2015.17864 83.665666765 0.069 −5.407112250 0.063 +2.524 0.070 −3.943 0.098 −1.221 0.094 . . . . . . . . . . . .
M(1)

new 169 226 0.132 0.181 6 2015.98480 83.665665922 0.072 −5.407112466 0.097 +2.502 0.079 −3.766 0.037 −0.995 0.055 . . . . . . . . . . . .
Mnew,a 120 125 0.065 0.082 6 2016.00000 83.665665867 0.076 −5.407112524 0.086 +2.529 0.052 −3.868 0.048 −1.127 0.054 +0.080 0.033 +0.109 0.037
TYC 5346-538-1
ref. (4,2) . . . . . . . . . . . . . . . 2015.20000 85.640319910 0.058 −8.120884301 0.140 +2.348 0.069 +0.680 0.090 −0.510 0.250 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 85.640320285 0.009 −8.120884072 0.010 +2.363 0.013 +0.580 0.012 −0.189 0.012 . . . . . . . . . . . .
Mold 0 114 0.012 0.013 5 2015.19836 85.640320180 0.022 −8.120884015 0.078 +2.348 0.026 +0.686 0.043 −0.524 0.121 . . . . . . . . . . . .
M(1)

new 61 264 0.076 0.235 6 2016.00123 85.640320310 0.037 −8.120884063 0.126 +2.328 0.039 +0.584 0.024 −0.225 0.075 . . . . . . . . . . . .
Mold,orig 139 398 0.111 0.302 5 2015.19836 85.640320157 0.070 −8.120884022 0.189 +2.336 0.071 +0.739 0.099 −0.092 0.274 . . . . . . . . . . . .
Mnew,orig 167 331 0.142 0.283 6 2016.00123 85.640320289 0.076 −8.120884058 0.151 +2.336 0.083 +0.603 0.041 −0.166 0.086 . . . . . . . . . . . .
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Table 5.12 continued.

model Eα∗ Eδ RMSv,α∗ RMSv,δ Σn t0 α0 σα∗0 δ0 σδ0 ϖ σϖ µα∗ σµα∗ µδ σµδ aα∗ σaα∗ aδ σaδ

[µas] [mas] [Julian year] [◦] [mas] [◦] [mas] [mas] [mas yr−1] [mas yr−1] [mas yr−2] [mas yr−2]

BH CVn
ref.(6,2) . . . . . . . . . . . . . . . 1993.10880 203.698997828 0.373 +37.182433334 0.455 +22.210 0.450 +85.496 0.131 −9.220 0.160 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 203.699680762 0.044 +37.182371955 0.048 +21.327 0.089 +85.609 0.043 −9.549 0.051 . . . . . . . . . . . .
Mold 1043 1373 1.656 1.649 14 1992.05054 203.698966582 0.580 +37.182435878 0.580 +22.475 0.683 +85.618 0.179 −9.351 0.228 . . . . . . . . . . . .
Mnew 869 1422 1.575 1.696 16 1995.54593 203.699070754 0.445 +37.182426495 0.511 +22.294 0.655 +85.504 0.037 −9.673 0.044 . . . . . . . . . . . .
M(1)

J1340+3754 0 0 0.687 0.468 7 1997.25288 203.699121926 0.282 +37.182421740 0.224 +21.578 0.333 +85.482 0.018 −9.696 0.012 . . . . . . . . . . . .
Mothers 168 2053 1.282 2.015 9 1994.21831 203.699031029 0.614 +37.182430076 1.025 +23.092 1.146 +85.503 0.055 −9.618 0.085 . . . . . . . . . . . .
Mw0.5,new 785 1348 1.575 1.698 16 1995.54593 203.699070762 0.443 +37.182426490 0.503 +22.268 0.646 +85.502 0.036 −9.675 0.044 . . . . . . . . . . . .
Haro 1-6
ref. (5,2) . . . . . . . . . . . . . . . 2007.99000 246.512566654 0.399 −24.393446456 0.356 +7.385 0.234 −19.630 0.190 −26.920 0.130 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 246.512518670 0.026 −24.393506245 0.014 +7.344 0.031 −19.798 0.045 −27.146 0.033 . . . . . . . . . . . .
Mall,old 1759 595 1.640 0.561 19 2009.45441 246.512557797 0.421 −24.393457135 0.139 +7.592 0.435 −19.606 0.099 −27.047 0.037 . . . . . . . . . . . .
Mall,new 1716 589 1.605 0.556 20 2009.98241 246.512554617 0.395 −24.393461095 0.134 +7.521 0.417 −19.636 0.082 −27.034 0.031 . . . . . . . . . . . .
Mwo7,old 680 642 0.633 0.608 18 2009.61057 246.512556911 0.167 −24.393458297 0.153 +6.961 0.187 −19.675 0.039 −27.049 0.041 . . . . . . . . . . . .
M(1)

wo7,new 659 628 0.617 0.597 19 2010.15813 246.512553621 0.156 −24.393462404 0.146 +6.947 0.177 −19.680 0.032 −27.037 0.034 . . . . . . . . . . . .
M>2012,old 340 220 0.270 0.184 7 2014.15461 246.512529655 0.128 −24.393492465 0.084 +7.385 0.134 −19.631 0.108 −26.928 0.083 . . . . . . . . . . . .
M>2012,new 340 190 0.286 0.178 8 2014.88707 246.512525240 0.120 −24.393497950 0.072 +7.381 0.136 −19.732 0.053 −26.949 0.036 . . . . . . . . . . . .
σ2CrB
ref.(6,2) . . . . . . . . . . . . . . . 1990.00140 243.671114605 0.104 +33.858853887 0.124 +43.930 0.100 −267.048 0.037 −86.660 0.050 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 243.668787168 0.033 +33.858226431 0.041 +44.057 0.046 −268.216 0.043 −87.282 0.058 . . . . . . . . . . . .
Mold 0 0 0.341 0.280 12 1992.47265 243.670893774 0.110 +33.858794346 0.092 +43.844 0.108 −267.078 0.047 −86.671 0.049 . . . . . . . . . . . .
Mnew 1596 344 1.527 0.543 13 1994.59123 243.670704024 0.472 +33.858743174 0.164 +43.496 0.280 −267.725 0.049 −86.947 0.016 . . . . . . . . . . . .
M(1)

new,a 0 0 0.415 0.272 13 2016.00000 243.668787173 0.215 +33.858226371 0.206 +43.809 0.124 −268.215 0.037 −87.122 0.036 −0.046 0.004 −0.018 0.004
HD 199178
ref.(6,2) . . . . . . . . . . . . . . . 1993.79330 313.473486712 0.332 +44.386412565 0.397 +8.590 0.330 +26.595 0.407 −1.240 0.430 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 313.473714681 0.011 +44.386407243 0.013 +8.891 0.015 +26.451 0.015 −0.877 0.015 . . . . . . . . . . . .
Mold 0 0 0.576 0.226 6 1993.79305 313.473486760 0.263 +44.386412351 0.200 +8.637 0.285 +26.555 0.389 −1.221 0.326 . . . . . . . . . . . .
M(1)

new 0 0 0.548 0.277 7 1997.53897 313.473525218 0.210 +44.386411488 0.152 +8.768 0.206 +26.421 0.008 −0.819 0.011 . . . . . . . . . . . .
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Table 5.12 continued.

model Eα∗ Eδ RMSv,α∗ RMSv,δ Σn t0 α0 σα∗0 δ0 σδ0 ϖ σϖ µα∗ σµα∗ µδ σµδ aα∗ σaα∗ aδ σaδ

[µas] [mas] [Julian year] [◦] [mas] [◦] [mas] [mas] [mas yr−1] [mas yr−1] [mas yr−2] [mas yr−2]

AR Lac
ref.(6,2) . . . . . . . . . . . . . . . 1992.43530 332.170232910 0.274 +45.742153188 0.361 +23.970 0.370 −52.080 0.126 +47.030 0.190 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 332.169742736 0.018 +45.742460766 0.017 +23.525 0.023 −52.310 0.021 +46.931 0.020 . . . . . . . . . . . .
Mold 0 0 0.684 0.469 6 1992.70656 332.170227205 0.432 +45.742156681 0.339 +24.125 0.409 −52.023 0.192 +47.297 0.196 . . . . . . . . . . . .
Mwo90,J2202+4216,new 0 0 0.355 0.248 6 1997.62628 332.170124990 0.180 45.742221000 0.139 24.275 0.216 −52.233 0.010 47.032 0.011 . . . . . . . . . . . .
M(1)

wo90,w0.5,new 0 0 0.346 0.249 7 2000.82461 332.170058496 0.164 45.742262784 0.121 24.275 0.238 −52.233 0.011 47.032 0.013 . . . . . . . . . . . .
IM Peg
ref.(6,2) . . . . . . . . . . . . . . . 1992.91720 343.259484359 0.360 +16.841247861 0.392 +10.280 0.620 −20.587 0.459 −27.530 0.400 . . . . . . . . . . . .
ref.(7,2) . . . . . . . . . . . . . . . 2005.08690 343.259410883 0.400 +16.841155569 0.390 +10.370 0.074 −20.833 0.090 −27.267 0.095 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 343.259344951 0.056 +16.841072625 0.049 +10.166 0.065 −21.185 0.063 −27.444 0.060 . . . . . . . . . . . .
Mold 572 635 0.558 0.640 39 2000.48153 343.259438677 0.096 +16.841190373 0.106 +10.424 0.117 −20.847 0.031 −27.306 0.034 . . . . . . . . . . . .
M(1)

new 570 631 0.556 0.632 40 2000.96986 343.259435726 0.094 +16.841186666 0.103 +10.408 0.113 −20.826 0.021 −27.322 0.024 . . . . . . . . . . . .
Morb,new 382 545 0.401 0.584 40 2000.96986 343.259435710 0.064 +16.841186652 0.090 +10.352 0.080 −20.805 0.015 −27.302 0.021 . . . . . . . . . . . .
HD 22468
ref.(6,2) . . . . . . . . . . . . . . . 1992.00000 54.197113376 0.406 +0.588121131 0.401 +33.880 0.470 −31.588 0.330 −161.690 0.310 . . . . . . . . . . . .
ref. (8) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . −31.350 0.300 −160.900 0.300 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 54.196900130 0.027 +0.587041811 0.026 +33.978 0.035 −32.246 0.036 −162.073 0.032 . . . . . . . . . . . .
Mold 0 662 0.630 0.967 8 1992.70183 54.197107163 0.312 +0.588089854 0.372 +33.838 0.432 −31.574 0.303 −161.693 0.338 . . . . . . . . . . . .
Mnew 438 1125 0.781 1.131 10 1998.01762 54.197059930 0.282 0.587850689 0.411 34.307 0.280 −31.973 0.017 −161.966 0.033 . . . . . . . . . . . .
M(1)

abs,wo9&10,new 428 1027 0.689 1.073 11 1999.70415 54.197044944 0.263 0.587774811 0.366 34.220 0.256 −31.976 0.016 −161.965 0.028 . . . . . . . . . . . .
Mabs,wo9&10,new,a 322 1105 0.657 1.075 11 2016.00000 54.19690029 0.700 0.587041623 0.939 34.186 0.342 −32.071 0.187 −161.921 0.267 −0.009 0.018 0.004 0.025
CoKu HP Tau G2
ref. (5) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . +6.145 0.029 +11.248 0.022 −15.686 0.013 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 68.975704541 0.055 +22.903678923 0.032 +5.979 0.059 +13.459 0.074 −11.399 0.054 . . . . . . . . . . . .
Mnew 4986 5379 4.627 4.992 18 2011.81055 68.975691744 1.191 22.903697677 1.268 5.769 1.471 11.103 0.221 −16.085 0.257
M(1)

Gaia 1333 1337 1.018 1.023 6 2015.98433 68.975704603 0.545 22.903678775 0.547 6.353 0.583 11.830 0.586 −10.812 0.624
MGaia,a 468 366 0.302 0.239 6 2016.00000 68.975704363 0.284 22.903679029 0.224 6.247 0.205 11.827 0.206 −10.838 0.174 2.563 0.503 −2.804 0.432
del Lib
Gaia DR2 . . . . . . . . . . . . . . . 2015.50000 225.242843762 0.269 −8.518973195 0.238 +8.328 0.334 −60.564 0.552 −3.651 0.457 . . . . . . . . . . . .
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 225.242834573 0.290 −8.518974108 0.324 +9.282 0.472 −63.051 0.385 −6.024 0.326 . . . . . . . . . . . .
Mnew 469 2633 0.288 1.605 4 2019.28185 225.242775374 0.240 −8.518979155 1.314 +6.616 0.311 −64.411 0.175 −8.205 0.832 . . . . . . . . . . . .
M(1)

w0.5,new 311 2531 0.334 1.569 4 2019.28185 225.242775406 0.217 −8.518979160 1.276 +6.755 0.342 −64.418 0.178 −8.201 0.804 . . . . . . . . . . . .
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Table 5.12 continued.

model Eα∗ Eδ RMSv,α∗ RMSv,δ Σn t0 α0 σα∗0 δ0 σδ0 ϖ σϖ µα∗ σµα∗ µδ σµδ aα∗ σaα∗ aδ σaδ

[µas] [mas] [Julian year] [◦] [mas] [◦] [mas] [mas] [mas yr−1] [mas yr−1] [mas yr−2] [mas yr−2]

HD 142184
Gaia EDR3 . . . . . . . . . . . . . . . 2016.00000 238.482700570 0.069 −23.978202542 0.050 +6.990 0.074 −13.406 0.083 −24.111 0.064 . . . . . . . . . . . .
M(1)

new 1630 384 1.672 2.496 12 2019.18013 238.482688156 0.594 −23.978223981 0.220 +7.690 0.712 −13.663 0.533 −24.339 0.195 . . . . . . . . . . . .
Mnew,a 1284 544 1.355 2.510 12 2016.00000 238.482703642 3.856 −23.978202276 2.044 +8.043 0.627 −19.350 2.521 −24.880 1.493 1.911 0.844 0.181 0.496

Notes. Estimates for astrometric models of stellar motions M with mean positions at mean epoch t0. In case linear acceleration terms were estimated,
the proper motions also refer to t0. The number of single-epoch positions employed for derivation of the respective model is given in column Σn for the
fifteen stars discussed in this study. The parameters from literature references (ref.) and Gaia EDR3 are indicated in the first lines of each star segment.
In case two literature references are given in one line, the first one describes the original data, and the second one points to improved data as given in the
respective reference (e.g. positions were shifted to ICRF3 or positions were determined as they were not provided in the first reference). An ellipsis (. . .)
indicates the omission of an entry. (1)Chosen as best solution for rotation parameter estimation in the following sections. (2)Including orbital fit.
References. (1) Galli et al. (2018); (2) Lindegren (2020a); (3) Miller-Jones et al. (2013); (4) Kounkel et al. (2017); (5) Ortiz-León et al. (2017b); (6)
Lestrade et al. (1999); (7) Ratner et al. (2012); (8) Titov et al. (2020).
Note. All model except those including accelerations according to Lunz et al. (2021b, Table 2).
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5.6 Various rotation parameter solutions

Table 5.13 Radial veloc-
ities (vr) from the SIM-
BAD database (Wenger
et al. 2000) used to calcu-
late the rotation parame-
ters.

Star vr [km s−1]

UV Psc +6.5
HD 8357 +12.7
LS I +61 303 −41.4
RZ Cas −39.4
bet Per +4.0
UX Ari +50.7
HD 22468 −15.3
HD 283447 +16.0
B Per +19.8
V410 Tau +19.9
HD 283572 +14.2
T Tau +19.2
CoKu HP Tau G2 +16.6
Brun 334 +20.3
TYC 5346-538-1 +0.0
SV Cam −13.8
54 Cam +27.5
IL Hya −7.3
HU Vir −0.7
DK Dra −45.3
RS CVn −13.6
BH CVn +6.4
del Lib −38.7
σ2 CrB −14.7
Haro 1-6 −3.7
DoAr 51 +0.0
HD 199178 −30.8
SS Cyg −62.0
AR Lac −33.8
IM Peg −14.4
SZ Psc +12.0
HD 224085 −20.5
HD 142184 −9.20
HD 167971 +14.2
V479 Sct +0.0
EI Eri +17.6
YY Men −8.5

Note. According to Lunz
et al. (2020a, Table 4).

In this section, the solutions for different iterative rota-
tion parameter scenarios between VLBI and Gaia are pre-
sented and evaluated using the method introduced in Sect.
3.3.2. The algorithm allows simultaneous estimation of
the orientation offset ϵ(T ) at epoch T and the spin ω for
the case where multiple positions or position and proper
motion information are given by VLBI for some of the
counterparts under investigation. In each iteration the
star with the largest discrepancy measure, max (Qi/ni),
sensitive to radio-optical offsets and long-term perturba-
tions of the linear proper motion model, was rejected. As
described earlier, only stars that have a five-parameter
astrometric model in the Gaia data set were considered,
as this is required for propagation of the Gaia data to
the VLBI epoch using Eq. 3.33. In addition, the radial
velocity vr is used for the propagation. The values for
vr adopted from the SIMBAD database are given in Ta-
ble 5.13 for the stars in this work.

The results for the scenarios s are compared using among
others the weighted mean WMs, weighted root mean
square WRMSs, and mean formal error MEs statistics as
presented in Sect. 3.3.4. The respective results are listed
in Table 5.14 for Gaia DR2 and in Table 5.15 for Gaia
EDR3.

For each scenario, a representative iteration, called the
baseline solution, is selected. As many stars as possible
are included in the selected iteration, with the offset of
the rotation parameters from the previous iteration be-
ing within their formal errors and representative for the
following iterations. Furthermore, Q/n should no longer
show large jumps in the following iterations and stars with
very large Qi/ni should be excluded. The respective re-
sults are listed in Table 5.16.

The various scenarios s consisting of different VLBI and
Gaia datasets are labeled consistently by “a,b,c,...” in the
following, where a is the number of stars in the dataset, b
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is the Gaia data release used, and the optional identifiers
starting from c are used when, e.g., not the homogenized dataset with realistic absolute
position uncertainties was used (see Sect. 5.4.5) or corrections to the positions were made
(such as considering Galactocentric acceleration).

The whole analysis is inspired by the scenario given in Fig. 3 of Lindegren (2020a) for
the rotation parameters between his collection of models of stellar motion from VLBI
and Gaia DR2 for 41 stars. This scenario is denoted “41,DR2,Lind2020” in this work.
Possible future improvements to the rotational parameter analysis between VLBI and
Gaia are presented and a discussion of the various results concludes the section.

Table 5.14 WM, WRMS, and ME of the various rotation parameter scenarios for Gaia
DR2.

Scenario Parameter ϵX(T ) ϵY (T ) ϵZ(T ) ωX ωY ωZ

41,DR2,Lind2020 WM41,DR2,Lind2020 0.055 1.273 0.537 −0.047 −0.081 0.028
WRMS41,DR2,Lind2020 0.105 0.237 0.087 0.050 0.037 0.030
ME41,DR2,Lind2020 0.031 0.073 0.025 0.023 0.028 0.028

41,DR2,shift WM41,DR2,shift −0.165 0.390 0.005 −0.083 −0.139 0.027
WRMS41,DR2,shift 0.115 0.131 0.103 0.044 0.012 0.019
ME41,DR2,shift 0.029 0.070 0.024 0.022 0.029 0.027

41,DR2,σmodel pos WM41,DR2,σmodel pos −0.152 0.393 −0.017 −0.077 −0.145 0.046
WRMS41,DR2,σmodel pos 0.102 0.055 0.035 0.025 0.010 0.025
ME41,DR2,σmodel pos 0.059 0.107 0.051 0.023 0.030 0.027

41,DR2 WM41,DR2 0.038 0.391 −0.025 −0.061 −0.150 0.045
WRMS41,DR2 0.090 0.051 0.047 0.022 0.013 0.029
ME41,DR2 0.104 0.182 0.087 0.024 0.032 0.028

55,DR2 WM55,DR2 0.057 0.387 −0.014 −0.068 −0.134 0.037
WRMS55,DR2 0.048 0.050 0.077 0.016 0.010 0.021
ME55,DR2 0.083 0.113 0.066 0.022 0.026 0.024

55,DR2,NM WM55,DR2,NM 0.080 0.368 −0.037 −0.064 −0.121 0.019
WRMS55,DR2,NM 0.079 0.063 0.037 0.014 0.013 0.025
ME55,DR2,NM 0.102 0.139 0.079 0.021 0.027 0.024

Notes. For scenarios “41” not including the January 2020 positions iterations 9 to 34 were used
for calculation, whereas for scenarios “55” including the January 2020 positions iterations 12 to
47 were considered. For derivation of values MEs the last 10 iterations were rejected because the
formal errors of the rotation parameters increase substantially if only few stars are available for
calculations. The epoch T is 2015.5 for Gaia DR2. Units are in milliarcseconds for ϵX(T ), ϵY (T ),
and ϵZ(T ). They are milliarcseconds per year for ωX , ωY , and ωZ .
Note. Some scenarios are according to Lunz et al. (2020a, Table 8 and D.1).
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5.6 Various rotation parameter solutions

Table 5.15 WM, WRMS, and ME of the various rotation parameter scenarios for Gaia
EDR3.

Scenario Parameter ϵX(T ) ϵY (T ) ϵZ(T ) ωX ωY ωZ

41,EDR3,Lind2020 WM41,EDR3,Lind2020 0.028 1.137 0.574 0.010 0.117 −0.008
WRMS41,EDR3,Lind2020 0.111 0.227 0.070 0.019 0.018 0.011
ME41,EDR3,Lind2020 0.025 0.051 0.019 0.010 0.011 0.011

37,EDR3,Lind2020 WM37,EDR3,Lind2020 0.778 −0.123 0.521 0.045 0.055 −0.027
WRMS37,EDR3,Lind2020 0.150 0.295 0.201 0.049 0.032 0.033
ME37,EDR3,Lind2020 0.042 0.079 0.031 0.012 0.012 0.013

41,EDR3 WM41,EDR3 0.204 0.221 0.067 0.024 0.050 −0.027
WRMS41,EDR3 0.094 0.129 0.079 0.016 0.015 0.014
ME41,EDR3 0.110 0.189 0.087 0.013 0.016 0.013

41,EDR3,GA WM41,EDR3,GA 0.203 0.217 0.074 0.022 0.047 −0.023
WRMS41,EDR3,GA 0.092 0.128 0.078 0.016 0.015 0.014
ME41,EDR3,GA 0.110 0.189 0.087 0.013 0.016 0.013

55,EDR3 WM55,EDR3 0.292 0.337 0.086 0.033 0.054 −0.019
WRMS55,EDR3 0.058 0.071 0.083 0.016 0.014 0.013
ME55,EDR3 0.083 0.107 0.064 0.012 0.013 0.012

55,EDR3,GA WM55,EDR3,GA 0.288 0.337 0.087 0.030 0.052 −0.016
WRMS55,EDR3,GA 0.058 0.071 0.083 0.016 0.014 0.013
ME55,EDR3,GA 0.083 0.107 0.064 0.012 0.013 0.012

49,EDR3,GA WM49,EDR3,GA 0.318 0.342 0.057 0.037 0.037 −0.004
WRMS49,EDR3,GA 0.035 0.049 0.068 0.014 0.010 0.013
ME49,EDR3,GA 0.088 0.111 0.066 0.013 0.014 0.013

55,EDR3,GA,NM WM55,EDR3,GA,NM 0.302 0.395 0.081 0.029 0.063 −0.013
WRMS55,EDR3,GA,NM 0.059 0.094 0.085 0.010 0.013 0.014
ME55,EDR3,GA,NM 0.098 0.125 0.073 0.010 0.012 0.010

55,EDR3,GA,NM,modelpos WM55,EDR3,GA,NM,modelpos 0.188 0.438 0.117 0.028 0.061 −0.008
WRMS55,EDR3,GA,NM,modelpos 0.031 0.061 0.100 0.008 0.015 0.016
ME55,EDR3,GA,NM,modelpos 0.082 0.106 0.069 0.010 0.012 0.010

49,EDR3,GA,NM WM49,EDR3,GA,NM 0.272 0.498 0.094 0.024 0.043 0.005
WRMS49,EDR3,GA,NM 0.038 0.051 0.078 0.009 0.007 0.005
ME49,EDR3,GA,NM 0.104 0.134 0.077 0.011 0.014 0.011

60,EDR3,GA,NM WM60,EDR3,GA,NM 0.347 0.365 0.086 0.032 0.064 −0.015
WRMS60,EDR3,GA,NM 0.112 0.098 0.084 0.011 0.011 0.013
ME60,EDR3,GA,NM 0.096 0.122 0.072 0.010 0.011 0.010

53,EDR3,GA,NM WM53,EDR3,GA,NM 0.287 0.476 0.112 0.024 0.042 0.006
WRMS53,EDR3,GA,NM 0.046 0.060 0.097 0.009 0.009 0.007
ME53,EDR3,GA,NM 0.104 0.132 0.076 0.011 0.014 0.011

Notes. For scenarios “41” not including the January 2020 positions iterations 9 to 34 were used
for calculation, whereas for scenarios “55” including the January 2020 positions iterations 12 to 47
were considered. For the scenarios where stars were excluded beforehand, the iterations 11 to 41
for “49,EDR3,GA” and “49,EDR3,GA,NM”, and 45 for “53,EDR3,GA,NM” were employed. For
scenario “60,EDR3,GA,NM” iterations 11 to 52, and for scenario “37,EDR3,Lind2020” iterations
9 to 30 were used. For derivation of values MEs the last 10 iterations were rejected because the
formal errors of the rotation parameters increase substantially if only few stars are available for
calculations. The epoch T is 2016.0 for Gaia EDR3. Units are in milliarcseconds for ϵX(T ),
ϵY (T ), and ϵZ(T ). They are milliarcseconds per year for ωX , ωY , and ωZ .
Note. Some scenarios are according to Lunz et al. (2020a, Table 8 and D.1) and Lunz et al.
(2021b, Table 6).
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Table 5.16 Baseline solutions of the various scenarios.

Scenario k ki ϵX(T ) ϵY (T ) ϵZ(T ) ωX ωY ωZ σϵX (T ) σϵY (T ) σϵZ (T ) σωX σωY σωZ Q/n

41,DR2,Lind20201 15 26 −0.019 +1.304 +0.553 −0.068 −0.051 −0.014 0.032 0.074 0.026 0.023 0.027 0.028 5.68
41,DR2 9 32 +0.100 +0.405 −0.044 −0.045 −0.141 +0.023 0.099 0.177 0.082 0.022 0.029 0.026 4.75
55,DR2 11 44 +0.095 +0.477 +0.022 −0.054 −0.114 +0.033 0.077 0.105 0.061 0.020 0.024 0.022 5.79
55,DR2,NM 11 44 +0.089 +0.414 −0.022 −0.061 −0.119 +0.024 0.091 0.125 0.070 0.019 0.024 0.021 6.08

41,EDR3 9 32 +0.100 +0.146 +0.159 +0.011 +0.055 −0.023 0.098 0.171 0.082 0.011 0.014 0.012 6.54
55,EDR3 13 42 +0.212 +0.319 +0.175 +0.020 +0.065 −0.017 0.073 0.098 0.057 0.010 0.011 0.011 5.50
55,EDR3,GA 13 42 +0.209 +0.319 +0.176 +0.019 +0.062 −0.014 0.073 0.098 0.057 0.010 0.011 0.011 5.49
49,EDR3,GA 11 38 +0.311 +0.356 +0.133 +0.041 +0.022 +0.013 0.082 0.107 0.061 0.012 0.014 0.012 4.92
55,EDR3,GA,NM 12 43 +0.274 +0.285 +0.180 +0.032 +0.073 −0.027 0.086 0.113 0.065 0.009 0.010 0.009 5.88
49,EDR3,GA,NM 13 35 +0.289 +0.510 +0.175 +0.027 +0.032 +0.010 0.097 0.128 0.070 0.011 0.013 0.011 4.88
60,EDR3,GA,NM 15 45 +0.308 +0.233 +0.172 +0.033 +0.072 −0.027 0.085 0.107 0.065 0.009 0.010 0.009 6.28
53,EDR3,GA,NM 13 40 +0.332 +0.426 +0.162 +0.028 +0.031 +0.010 0.095 0.121 0.070 0.011 0.013 0.011 6.08

Notes. The epoch T is 2015.5 for Gaia DR2 and 2016.0 for Gaia EDR3. Units are in milliarcseconds
for ϵX(T ), ϵY (T ), and ϵZ(T ). They are milliarcseconds per year for ωX , ωY , and ωZ . The uncertainties
σ are in the same units as the parameters. The parameter Q/n describes the quality of the fit, similar
to s2

0, in the iteration with k discarded stars. For better comparison, the number of included stars, ki is
provided as well.
1 Taken from Table 3 in Lindegren (2020b), solution A.

5.6.1 Homogenization of existing data

To better compare the effects of the homogenization steps of the VLBI data from Lin-
degren (2020a) in Sect. 5.1, this section is first based on Gaia DR2, since the rotation
parameter analysis in Lindegren (2020a,b) is also based on this Gaia data release.

Gaia DR2

Re-calculating the rotation parameters as shown in Fig. 3 of Lindegren (2020b) results
in Figs. 5.24 and 5.25. For scenario “41,DR2,shift” (Fig. 5.24) only the position shifts
of the historic calibrator positions to the positions in ICRF3 S/X, were applied (see
Table 5.1), whereas for scenario “41,DR2,σmodel pos” (Fig. 5.25) also the calibrator catalog
uncertainties σCRF were considered in the star position uncertainties consistently for all
stars. For scenario “41,DR2” (Fig. 5.26), the more realistic error budgets for absolute star
positions from the VLBI phase-referencing, σabsolute, were used.

For this collection of only 41 stars, the small position shifts of mostly less than a mil-
liarcsecond had a large impact on the steadiness of the iterative solutions, as shown by
comparing the WRMS of scenarios “41,DR2,Lind2020” and “41,DR2,shift”. Both the ori-
entation and spin in Y are determined with less scatter between the iterative solutions,
which is visible from the plots, but also from the WRMS statistics being about 70 %
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5.6 Various rotation parameter solutions

smaller for ωY and 50 % smaller for ϵY . Also the WRMS of ωZ decreased by about 40 %,
whereas it increased slightly for ϵZ . While the ME did not change significantly, the WM of
all estimated parameters except ωZ changes significantly as determined by the t-test. The
large ϵY decreases to about one third of its value, 0.390 mas, and the large ϵZ (0.537 mas)to
about zero. The ϵX changes direction and triples its magnitude to −0.165 mas. The spin
in X and Y increases about 70 %, which is several tens of µas yr−1.

Increasing the position uncertainties to a common level for all stars in scenario
“41,DR2,σmodel pos” deceased the WRMS values by a factor of 2 to 4 for ϵY , ϵZ , ωX ,
and ωY compared to “41,DR2,Lind2020”, which is expected. In this scenario, the effect
of position shifts on the spin parameters is smaller; the star LSI +61 303 apparently had
a large effect on the spin in X in “41,DR2,shift”, as can be seen from the different level in
the spin parameters after its rejection, which is reduced in scenario “41,DR2,σmodel pos”.
Compared to scenario “41,DR2,Lind2020”, if the mean

√︁
Q/n over the respective itera-

tions was considered, the ME of the orientation parameters increase by 30 % to 90 %, and
the ME of the spin parameters decrease by 10 % to 20 %. If the mean

√︁
Q/n was not

considered, the ME behave like in Table 5.14, where the “formal errors of the orientation
parameters are increased by a factor of about 1.5 to 2 while the formal errors of the spin
parameters are only marginally affected. Except for ϵX , the WRMS values are equal or
smaller than the ME values, whereas they were larger (by up to a factor of 3.5) in scenario
“41,DR2,Lind2020” ” (Lunz et al. 2020a). The WM are similar to “41,DR2,shift”.

The introduction of the more realistic error budget for absolute star positions from VLBI
phase-referencing in scenario “41,DR2” did not change the results considerably compared
to solution “41,DR2,σmodel pos” except for the WM of ϵX and ωX . As expected due to
the inflated VLBI position uncertainties, mainly the ME in the orientation parameters
raise noticeably, by about 60 %, if the mean

√︁
Q/n over the respective iterations was

considered.

The parameter Q/n is below unity with k = 33 rejected stars for “41,DR2,Lind2020”,
k = 32 for “41,DR2,shift”, k = 29 for “41,DR2,σmodel pos”, and k = 26 for “41,DR2”. The
decrease in rejected stars to reach Q/n = 1 for “41,DR2,Lind2020” and “41,DR2,shift”
shows that the VLBI and Gaia datasets align better for more stars with the homoge-
nization efforts. The differences when inflating the VLBI position uncertainties can be
expected. The order of rejected stars is almost the same.

For “41,DR2”, the solution with k = 9 rejected stars was selected as the baseline solution.
Its Q/n “is 4.75, slightly lower than the value in Lindegren (2020b) of 5.68. However, if
rejecting 15 stars as done in Lindegren (2020b), the Q/n from our solution is as low as
2.26, which reflects the improvement resulting from the homogenization and the increase in
uncertainties for the absolute positions in scenario “41,DR2”. The correlation coefficients
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Figure 5.24 Rotation parameter results for the partly homogenized Lindegren (2020a) dataset
“41,DR2,shift” when introducing only the phase-referencing calibrator shift from Table 5.1 to the
star positions to refer to ICRF3 S/X. The top row shows the orientation (left) and spin (right)
parameters from 38 iterative adjustments, where for each fit the star with the largest (Qi/ni) was
discarded in the following iteration. The respective max (Qi/ni) and the star’s name are shown
in the lower left plot. The lower right plot provides information about the quality of the fit Q/n,
equivalent to χ2. All plots are relative to the number of rejected stars k in the iteration. The
order of the rejected stars is individual to each scenario.
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Figure 5.25 Rotation parameter results for the homogenized Lindegren (2020a) dataset
“41,DR2,σmodel pos” when introducing the phase-referencing calibrator shift as in “41,DR2,shift”,
as well as accounting for the calibrator catalog position uncertainties σCRF in the star position
uncertainties. For a description of the plots refer to Fig. 5.24.
Note. According to Lunz et al. (2020a, Fig. D1).
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Figure 5.26 Rotation parameter results for the homogenized Lindegren (2020a) dataset “41,DR2”
where more realistic uncertainties for the absolute star positions from VLBI phase-referencing,
σabsolute, were accounted for. For a description of the plots refer to Fig. 5.24.
Note. According to Lunz et al. (2020a, Fig. 1).
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Figure 5.27 Rotation parameter results for the Lindegren (2020a) dataset “41,EDR3,Lind2020”
but for Gaia EDR3. The parallax correction was applied to the Gaia data. For a description of
the plots refer to Fig. 5.24.
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Figure 5.28 Rotation parameter results for the homogenized Lindegren (2020a) dataset
“41,EDR3” where more realistic uncertainties for the absolute star positions from VLBI phase-
referencing, σabsolute, were accounted for. For a description of the plots refer to Fig. 5.24.
Note. According to Lunz et al. (2020a, Fig. 2).
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5.6 Various rotation parameter solutions

between the rotation parameters from the baseline solution are

corr[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+1.000 +0.419 +0.276 +0.173 +0.119 +0.031
. . . +1.000 +0.372 +0.052 +0.315 +0.046
. . . . . . +1.000 +0.033 +0.125 +0.113
. . . . . . . . . +1.000 −0.007 +0.345
. . . . . . . . . . . . +1.000 −0.065
. . . . . . . . . . . . . . . +1.000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(5.8)

which show that the orientation parameters are still weakly correlated (correlation coeffi-
cients up to 0.4). The largest changes in correlation coefficient compared to the Lindegren
(2020b) baseline solution happened for that between the orientation and spin parameters
in Y (increase by 0.184), and for that between the Y and Z orientation parameters (in-
crease by 0.166). ” (Lunz et al. 2020a).

For each source i a formal weight Ei was determined, which quantifies the contribution
of the source to the estimation of ϵ(T ), and formal weight Ωi the contribution to ω,
respectively. For the baseline solution in Lindegren (2020a,b) and “41,DR2”, the mini-
mum, maximum, and median values for the weights are given in Table 5.17. The posi-
tions in “41,DR2” were given a lower weight relative to the proper motion information
compared to “41,DR2,Lind2020” because of the more realistic error budget for the star
positions from VLBI phase-referencing observations. However for the spin determina-
tion, stars LSI +61 303, V410 Tau, CygX-1, HD 199178, and AR Lac have a weight above
300 mas−2 yr2 also for the baseline solution of Lindegren (2020a,b).

Table 5.17 Formal weights Ei and Ωi of the various scenarios.

Ei [mas−2] Ωi [mas−2 yr2]
max median min max median

41,DR2,Lind2020 0.01 1156 10 0.68 933 96
41,DR2 0.01 42 6 0.68 898 84
55,DR2 0.01 51 8 0.68 908 98
55,DR2,NM 0.01 36 8 0.68 981 103
41,EDR3,Lind2020 0.01 2074 15 5 5097 464
41,EDR3 0.01 43 7 5 4096 255
55,EDR3 0.01 53 11 5 4168 153
55,EDR3,GA,NM 0.01 38 10 5 6425 153
55,EDR3,GA,NM,modelpos 0.01 41 10 5 6715 153

Notes. The formal weights quantify the contribution of the source to the
estimation of ϵ(T ) and ω, respectively, as defined in Eq. 3.59. The three
stars without position information are not considered.
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Gaia EDR3

“Also in Gaia EDR3 no matched ICRF3 S/X radio sources are brighter than G= 13 mag
and optically bright radio stars are needed for the link of the bright Gaia reference frame
to ICRF.

Gaia EDR3 is based on a longer observation time span than DR2, and the epoch of the
catalog changed to T = 2016.0. Velocities are still only modelled linearly. Higher order
terms or orbits due to multiple star systems are neglected. Therefore, differences in proper
motion of Gaia EDR3 and DR2 can not only be due to better sampling but also due to
non-linear motions. The red supergiant VY CMa shows very large differences between
Gaia DR2 and EDR3. Its Gaia EDR3 proper motions better match the VLBI data in
Zhang et al. (2012). In addition its negative parallax of approximately −6 mas in Gaia

DR2 disappeared. Gaia EDR3 was corrected for its spin offset during the Gaia data
processing. Therefore, the rotation parameters are the orientation and residual spin of
Gaia EDR3 as determined by VLBI. The uncertainty in the Gaia EDR3 spin correction
is at least 0.024 mas yr−1 per axis (Lindegren et al. 2021b)” (Lunz et al. 2020a).

The scenario “41,EDR3” (Fig.,5.28) produces the rotation parameters for Gaia EDR3
relative to the same homogenized VLBI dataset with more realistic uncertainties as for
“41,DR2”. The scenario for Gaia EDR3 relative to the VLBI dataset from Lindegren
(2020a) is called “41,EDR3,Lind2020” (Fig. 5.27).

All weighted mean parameters change significantly in solution “41,EDR3” compared
to “41,EDR3,Lind2020”. The orientation parameters change their magnitude by about
0.18 mas to 0.92 mas, and the spin parameters by about 0.01 mas yr−1 to 0.07 mas yr−1.
The WRMS values decrease for all rotation parameters except those in Z where they
increase. The ME of “41,EDR3” are about 4-fold for the orientation parameters
and about 1.3-fold for the spin parameters compared to “41,EDR3,Lind2020”. While
the ratio between WRMS and ME was larger two for all orientation parameters in
“41,EDR3,Lind2020”, indicating that the scatter between iterations is larger than the
formal errors of the individual iterations, the ratio is below one for “41,EDR3”.

Also for scenarios with Gaia EDR3, the basic statistics of the weights are given in Ta-
ble 5.17. For “41,EDR3,Lind2020”, the ranges of the weights become larger compared to
“41,DR2,Lind2020”, especially for the spin. The stars LSI +61 303, V410 Tau, HD 283572,
CygX-1, HD 199178, and AR Lac have the highest weights above 2500 mas−2 yr2 in the
spin determination. These are the same stars as for “41,DR2”, where the threshold was
300 mas−2 yr2, plus HD 283572. Stars LSI +61 303, HD 283572, HD 199178, and CygX-1
have a weight above 4000 mas−2 yr2. These stars have one of the largest epoch differences
between the VLBI position and the Gaia position. For “41,EDR3”, the weights related to
the orientation offset are clearly smaller due to the higher but more realistic error budget.
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5.6 Various rotation parameter solutions
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Figure 5.29 Correlation parameters for all it-
erations of “41,DR2”. The numbers 1 to 6
represent the rotation parameters in the order
[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ].
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Figure 5.30 Correlation parameters for all it-
erations of “41,EDR3”. The numbers 1 to 6
represent the rotation parameters in the order
[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ].

But also the weights related to the spin were reduced due to the same reason. The stars
LSI +61 303, HD 22468, V410 Tau, HD 283572, CygX-1, HD 199178, and AR Lac have the
highest weights above 2500 mas−2 yr2 in the spin determination. These are the same stars
as for “41,EDR3,Lind2020”, plus HD 22468. Stars LSI +61 303 and CygX-1 have a weight
above 4000 mas−2 yr2.

Another scenario, “37,EDR3,Lind2020” was produced, where the four stars V410 Tau,
V1961 Ori, HD 283572, Brun 334 with very precise positions below 50µas were excluded
from the sample to test their impact on the large orientation offset and spin components
of the not fully homogenized dataset. The components of the orientation offset vector
change their magnitude by up to 1.26 mas, and those of the spin by up to 0.06 mas yr−1

compared to “41,EDR3,Lind2020”. The WM change significantly according to the t-test
for all parameters except ϵZ and ωX , and the differences are even larger than the WRMS
and ME combined. The ME worsen to be about 1.6-fold for the orientation and about
1.1-fold for the spin. The reason might be the reduced number of counterparts, but
also the reduced amount of precise VLBI data. What is surprising is that the WRMS
values raise compared to “41,EDR3,Lind2020”. Still, the WM are different from the
WM of “41,EDR3”. This proofs that the difference in results between “41,EDR3” and
“41,EDR3,Lind2020” is not only due to the four stars with the very precise positions.

For scenario “41,EDR3” 12 stars are still included to reach a Q/n below one, which indi-
cates that the accuracy of the input data is overrated. The ratio between WRMS41,EDR3

and ME41,EDR3 demonstrates that for no parameters significant variations between the
iterative solutions are present. In contrast, for “41,EDR3,Lind2020”, Q/n less than one
cannot be achieved, and the ratio between WRMS41,EDR3 and ME41,EDR3 is greater than
three for all orientation parameters. The baseline solution for “41,EDR3” is also deter-
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mined at k = 9, just like for “41,DR2”. The correlation coefficients are

corr[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+1.000 +0.429 +0.291 +0.431 +0.231 +0.106
. . . +1.000 +0.391 +0.157 +0.582 +0.135
. . . . . . +1.000 +0.121 +0.229 +0.347
. . . . . . . . . +1.000 +0.117 +0.346
. . . . . . . . . . . . +1.000 +0.088
. . . . . . . . . . . . . . . +1.000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(5.9)

Compared to “41,DR2”, all correlation parameters increased for Gaia EDR3; especially
the correlations between the orientation and spin parameter of each coordinate axis.

The evolution of the correlation parameters across iterations is shown for “41,DR2” and
“41,EDR3” in Figs. 5.29 and 5.30. When V410 Tau is rejected for “41,EDR3”, the corre-
lations between iterations diverge more than in the preceding iterations. This is also the
case for “41,EDR3,Lind2020”, but there the offset is much larger, the spread between
coefficients increases, and some of the correlation coefficients are larger ±0.5 afterward,
whereas before they were all smaller 0.5. Obviously, this one star still has an influence on
the result.

5.6.2 Impact of Galactocentric acceleration

As discussed earlier, the internal systematics are too large for Gaia DR2 to detect the
effect of Galactocentric acceleration. Therefore, the impact of correction of this effect in
the phase-referencing VLBI data as introduced in Sect. 5.2 is shown using Gaia EDR3
only.

The homogenized VLBI data with more realistic position uncertainties was used for this
task. This scenario called “41,EDR3,GA” (where “GA” indicates that the effect of Galac-
tocentric acceleration was corrected) results in rotation parameters, max(Qi/ni), and
Q/n which are not visibly different from those of “41,EDR3”. Therefore their plots are
not presented. In particular the order of rejected stars is identical to “41,EDR3”. The
respective WMs, WRMSs, and MEs statistics are not significantly different from those of
“41,EDR3”. As for “41,EDR3” there are no significant variations between the iterative
solutions of the parameters and k = 32 stars need to get discarded to reach a Q/n below
one.
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5.6 Various rotation parameter solutions

5.6.3 Adding new observations as single-epoch positions

This subsection is based on Lunz et al. (2020a), and references to other sections, tables and
figures were adjusted to match the outline of this work. However, a slightly different error
budget was used compared to Lunz et al. (2020a), as outlined in Sect. 5.4.5. Therefore,
the corresponding numbers in the citations to Lunz et al. (2020a) have been replaced with
the numbers of the results of this work where necessary.

The newly derived single-epoch star positions determined with the VLBA were inserted
into the analysis. If the stars were observed relative to two different primary calibrators,
both positions were employed in the adjustment. This will, if only two positions are
present as observations for the star, result in a weighted mean position. For close binaries
the center of luminosity was used.

In total, the observations of 55 stars in both VLBI and Gaia were utilized for the ad-
justment of the rotation parameters. There were 21 stars that had more than one entry
of positions or proper motions. Eleven stars had only a position measurement and no
proper motion or parallax. Three stars had only a proper motion and parallax entry but
no position. The remaining stars had one position, proper motion, and parallax entry.

Gaia EDR3

The scenario for the 55 stars and the alignment to Gaia EDR3 is labelled “55,EDR3”
(Fig. 5.31). “Comparing “55,EDR3” with “41,EDR3”, the ME values reduce by [20 to 40%]
for the orientation parameters, and by 10 to 20% for the spin parameters. This decrease
can be explained by the increase in the volume of observations. In both orientation and
spin, the ME in Y decrease most but are still the largest compared to the ME values for
the parameters in X and Z. For “55,EDR3” the Q/n of unity is reached when [16] stars
are still in the sample, whereas for “41,EDR3” it is 9 stars. The WRMS values decrease
by about 40% for the orientation parameters in X and Y , while they remain similar for
the other rotation parameters. The WM values change significantly (by about 0.1 mas)
for parameters ϵX and ϵY ” (Lunz et al. 2020a).

The uncertainties of the baseline solution at k = 13 “show a similar behavior as those
predicted by Lindegren (2020b) – that is that the spin parameter uncertainties should
decrease if updated Gaia data releases were used, even without adding further VLBI
observations. This is due to smaller uncertainties in the Gaia EDR3 positions and proper
motions. However, the Q/n equals [5.50] for this solution, which is larger than that for
the baseline solution of “55,DR2” at iteration k = 13 [(4.54)] and signalizing the presence
of systematic errors” (Lunz et al. 2020a).
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Figure 5.31 Rotation parameter results for Gaia EDR3 in scenario “55,EDR3” when using the
homogenized data explained in Sect. 5.1 as well as the data of this work as explained in Sect.
5.4.4 applying the more realistic error budget from Sect. 5.4.5. For a description of the plots refer
to Fig. 5.24.
Note. Similar to Lunz et al. (2020a, Fig. 3).
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Figure 5.32 Rotation parameter results for Gaia DR2 in scenario “55,DR2” when using the
homogenized data explained in Sect. 5.1 as well as the data of this work as explained in Sect.
5.4.4 applying the more realistic error budget from Sect. 5.4.5. For a description of the plots refer
to Fig. 5.24.
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5.6 Various rotation parameter solutions

The correlation coefficients between the rotation parameters from the baseline solution
are

corr[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+1.000 +0.244 +0.212 +0.238 +0.040 +0.011
. . . +1.000 +0.195 +0.033 +0.232 +0.019
. . . . . . +1.000 +0.010 +0.052 +0.076
. . . . . . . . . +1.000 +0.047 +0.328
. . . . . . . . . . . . +1.000 +0.020
. . . . . . . . . . . . . . . +1.000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(5.10)

Except between ωX and ωZ , there are only negligible correlations (i.e., correlation co-
efficients smaller than 0.3) between the rotation parameters. Compared to those of
“41,EDR3” all of them decreased.

For “55,EDR3”, the stars LSI +61 303, HD 22468, V410 Tau, HD 283572, CygX-1,
HD 199178, and AR Lac have the highest weights above 1000 mas−2 yr2 in the spin deter-
mination. They are the same stars as for “41,EDR3”. In addition to LSI +61 303, star
CygX-1 has an Ωi above 4000 mas−2 yr2. As can be seen from Table 5.17, the maximum
values for Ei and Ωi increased slightly.

Another scenario “55,EDR3,GA” was computed, where “GA” represents the correction
for Galactocentric acceleration. No significant changes compared to “55,EDR3” occurred
in any of the WM, WRMS, and ME quantities. Its baseline solution at k = 13 including
the correlation coefficients are similar to those of the baseline solution from “55,EDR3”
at k = 13, and the weights are the same.

Gaia DR2

The scenario for 55 stars and the alignment to Gaia DR2 is labelled “55,DR2” (Fig. 5.32).
Comparing “55,DR2” with “41,DR2”, the ME values for the orientation and spin param-
eters decrease similarly as for EDR3. The WRMS decreases for ϵX by 50 %, while it
increases for ϵZ by 60 %. For the spin parameters the WRMS values decrease by about
20 % to 30 %. The WM values only change significantly for ωY according to the t-test.
The ratio between WRMS55,DR2 and ME55,DR2 indicates that the variation of the rotation
parameters is stable over the given intervals. The Q/n is smaller one at the iteration with
k = 34 rejected stars for “55,DR2”, and with k = 39 rejected stars for “55,EDR3”.

The baseline solution for “55,DR2” was chosen to be at k = 11 stars (Q/n = 5.79). There
are no significant changes in the orientation and spin parameters compared to the baseline
solution of “41,DR2”, however, the uncertainties of all rotation parameters improved. The
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correlation coefficients between the rotation parameters from the baseline solution are

corr[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+1.000 +0.259 +0.239 −0.018 −0.029 −0.034
. . . +1.000 +0.192 −0.010 −0.079 +0.015
. . . . . . +1.000 −0.046 +0.016 −0.108
. . . . . . . . . +1.000 −0.007 +0.296
. . . . . . . . . . . . +1.000 −0.049
. . . . . . . . . . . . . . . +1.000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(5.11)

There remain only negligible correlations (i.e., correlation coefficients smaller than 0.3)
between the orientation parameters.

For “55,DR2”, the weights are slightly larger than for “41,DR2” (Table 5.17). The same
stars as for “41,DR2” and “41,DR2,Lind2020” have a weight above 300 mas−2 yr2 in the
spin determination.

“The proper motion values and uncertainties did not change between Lindegren (2020b)
and our work. Thus, if the spin was determined only from the proper motion infor-
mation, it is the same when using the proper motions of either the “55,DR2” or the
“41,DR2,Lind2020” dataset. The latter is scenario B in Lindegren (2020b) and the deter-
mined spin is (−0.050, −0.139, 0.002) ± (0.036, 0.055, 0.038) mas yr−1. The spin from
the baseline solution of “55,DR2” (including the information coming from the positions)
can thus be compared directly to the spin from scenario B to see if the positions have an
effect on the determination of the spin, although their uncertainties were inflated in our
work. The parameter estimates do not differ significantly, however the formal errors were
about halved. Thus, the positions have a large impact on the spin determination. For the
spin in Y , our baseline solution (−0.113 ± 0.240 mas yr−1) is closer to scenario B than the
baseline solution of “41,DR2,Lind2020” (−0.051±0.270 mas yr−1, equivalent to scenario A
in Lindegren (2020b)). However, compared to “41,DR2,Lind2020”, the positions of these
stars in “55,DR2” were given lower weights relative to the proper motion information
due to the inflated position uncertainties. The effect of the inflated position uncertainties
was compensated by the increased number of star positions so that the formal errors for
the spin parameters in “55,DR2” are as large as that of the original baseline solution
“41,DR2,Lind2020” ” (Lunz et al. 2020a).

The evolution of the correlation parameters across iterations is shown for “55,DR2” and
“55,EDR3” in Figs 5.33 and 5.34. Their evolution is approximately the same for all sce-
narios where the new observations from experiment UL005 were added.
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5.6 Various rotation parameter solutions
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Figure 5.33 Correlation parameters for all it-
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Residuals

Figure 5.35 shows the position and proper motion residuals from VLBI with respect to
those from Gaia at the VLBI epoch and corrected for the rotation parameters for the
baseline solutions of “55,DR2” and “55,EDR3” with 44 included stars (similar to Figs. 4
and 5 in Lunz et al. (2020a)). The residuals of T Tau and S Crt are too large to be in the
plotting window. There are significant differences between Gaia DR2 and Gaia EDR3,
but most residuals are not significant within 2 to 3 times their standard deviation. The
improvement of Gaia parameters of VY CMa is confirmed.

5.6.4 Adding new observations as single-epoch positions and improved
estimates of models of stellar motion

If not stated otherwise, the text of this subsection was taken from Lunz et al. (2021b),
and references to other sections, tables and figures were adjusted to match the outline of
this work.

Gaia EDR3

We use the new models of stellar motion determined in Sect. 5.5 for the 12 stars HD 283572,
V410 Tau, SS Cyg, Brun 334, TYC 5346-538-1, Haro 1-6, BH CVn, σ2 CrB, HD 199178,
AR Lac, IM Peg, and HD 22468 to replace the VLBI data of the respective star in the
rotation parameter analysis “55,EDR3,GA”. This way, the change of the rotation param-
eters due to the new model estimates can be directly compared. Instead of using the
positions from the model of stellar motion at the mean epoch of the respective star time
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series, the corrected positions from the fringe fit of the calibrator to a point source model,
as described in Sect. 5.4.4, were used to best connect to ICRF3. Furthermore, the new
data was also corrected for the effect of Galactocentric acceleration. The resulting rota-
tion parameter estimates “55,EDR3,GA,NM” (where “NM” indicates that star data was
replaced with the new models of stellar motion) are shown in Fig. 5.38.

The new scenario still shows some offsets for iterations 10 ≤ k ≤ 35 (same range as for
“55,EDR3,GA” for comparison) in both orientation and spin parameters. This indicates
that data from individual stars still has an impact on the derived rotation parameters.
Small offsets in orientation occur after iteration k = 11 when DoAr 51, LS I +61 303,
and HD 283641 are rejected. For LS I +61 303 also offsets appear for the spin. It is a
binary star with an orbit of a few milliarcseconds diameter (Albert et al. 2006, 2008; Wu
et al. 2018). We observed the star in UL005 and collected additional positions for the
star. However, because of the more complicated trajectory, it was not considered for the
new model estimates in this work. Offsets in spin appear for the iterations when stars
HD 22468 (k = 20), LSI +61 303 (k = 21), V410 Tau (k = 27), and AR Lac (k = 32) are

Figure 5.35 Residuals of the VLBI positions and proper motions from the adjustment of orien-
tation and spin. They are with respect to the Gaia values at the VLBI epoch and are corrected
for the rotation parameters. Values are given for the baseline solutions with k = 11 rejected stars
employing Gaia DR2 (“55,DR2”, grey) and for the baseline solutions with k = 13 rejected stars
employing EDR3 (“55,EDR3”, color coded by the epoch of the VLBI position of the respective
data). The lower plots are zoomed in from the upper plots. The position residuals for T Tau and
S Crt are not shown, as they are far outside the plot area. The residuals for VY CMa are marked
with a black diamond.
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5.6 Various rotation parameter solutions

rejected. The introduction of the new estimates for the stellar motion model reduced the
offsets in the iterative spin parameter results for σ2 CrB but added AR Lac instead. This
suggests that more emphasis has to be put on the detailed VLBI-Gaia comparison for
these objects.

Significant deviations in WM occur in both orientation and spin in Y direction and in ωZ

when comparing “55,EDR3,GA,NM” to “55,EDR3,GA”. The new estimates for models of
stellar motion reduced the scatter in ωX and increased it in ϵY (Figs. 5.37 and 5.38), which
is also reflected by the WRMS statistics. The ME decreased by about 15 % for the spin,
while the orientation parameters increased by about 15 %. The “55,EDR3,GA” scenario
has a lower ME for the orientation parameters because more VLBI positions are involved
in the adjustment than in “55,EDR3,GA,NM”. At the same time, the uncertainties of the
spin parameters are lower for “55,EDR3,GA,NM” because improved VLBI proper motion
estimates were used.

The new baseline solution is chosen to be at k = 12 rejected stars because both orientation
and spin parameters are stable for some iterations thereafter. [...] The spin tends to be
smaller compared to the baseline solution of “55,EDR3,GA”. Correlation coefficients for
k= 12 and T = 2016.0 are

corr[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+1.000 +0.225 +0.196 +0.031 +0.011 −0.040
. . . +1.000 +0.187 +0.003 +0.010 −0.019
. . . . . . +1.000 −0.038 +0.008 −0.054
. . . . . . . . . +1.000 −0.035 +0.336
. . . . . . . . . . . . +1.000 −0.101
. . . . . . . . . . . . . . . +1.000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(5.12)

which show that no strong correlations are present, and that the spin in the X and Z

components still show a low correlation. Compared to the scenario with the old mod-
els, “55,EDR3,GA”, the correlation coefficient of the orientation parameter and the spin
parameter of each axis is now also reduced to close to zero.

In addition to Lunz et al. (2021b), the formal weights of the stars for the rotation pa-
rameter determination were evaluated, as given in Table 5.17. The median and maxi-
mum values for Ei are smaller than those of “55,EDR3,GA”. The maximum value for
Ωi is larger, although the median value is the same. The stars LSI +61 303, V410 Tau,
HD 283572, CygX-1, HD 199178, and AR Lac have weights above 2000 mas−2 yr2. All of
them were used in the baseline solution. Star HD 199178 has the highest weight. Out of
these six stars, four were given new estimates for the models of stellar motion in this work.
Additionally, four stars have the highest weights above 1000 mas−2 yr2 in the spin deter-
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mination. They are HD 22468, Brun 334, TYC 5346-538-1, SS Cyg, which all obtained
new estimates for the model of stellar motion in “55,EDR3,GA,NM”.

In addition to Lunz et al. (2021b), the difference in residuals of the VLBI data with respect
to the Gaia data at the VLBI epoch and corrected for the rotations it shown in Fig. 5.36
for scenarios “55,EDR3,GA” and “55,EDR3,GA,NM”. From this residual plot it can be
seen that e.g. star HD 283447 is a candidate for detailed studies of its trajectory as seen
by VLBI and by Gaia — in the rotation parameter analysis it is one of the first rejected
stars and therefore is not in the presented baseline solutions and does not corrupt the

Figure 5.36 Residuals of the VLBI positions, parallaxes, and proper motions from the adjustment
of orientation and spin for the baseline solutions of “55,EDR3,GA” (grey) and “55,EDR3,GA,NM”
(color coded by the epoch of the VLBI position of the respective data). The residuals are with
respect to the Gaia values at the VLBI epoch and are corrected for the rotation parameters. Units
are in milliarcseconds for the residuals of positions and parallaxes, and milliarcseconds per year
for the residuals of the proper motions. The α∗ of about 1 889 mas for S Crt, the α∗ of about
109 mas and 223 mas and the µα∗ of about −5.2 mas yr−1 for UX Ari, the α∗ of about −149 mas,
δ of about −651 mas and −593 mas, µα∗ of about −8 mas yr−1, and µδ of about 13 mas yr−1 for
T Tau, the α∗ of about −126 mas, and δ of about 226 mas for T Lep, the δ of about 117 mas for
VY CMa, and the µα∗ of about 10 mas yr−1 and −6 mas yr−1 for HD 283447, are outside the plot
range.
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5.6 Various rotation parameter solutions

results. Furthermore, most of the residuals for stars that have received new estimates for
stellar motion models in this work are smaller compared to the residuals using the original
homogenized dataset. The discrepancy measure Qi/ni is reduced for some stars with the
new model estimates applied. The largest reductions in Qi/ni appeared for σ2 CrB (from
77 to 2), V410 Tau (from 11 to 6), Brun 334 (from 4 to 1), and S Crt and T Tau which both
still have values on the order of 105. For AR Lac and Haro 1-6, the values worsen from
about 1 to about 3 to 4. This could be due to the larger residuals in parallax, meaning
that the VLBI parallax estimates were closer to the Gaia ones.

Inserting model positions instead of single-epoch positions

In addition to Lunz et al. (2021b), the impact of using model positions instead of single-
epoch positions was investigated in this work. In literature, such as in Lindegren (2020a),
the alignment between a VLBI-based CRF and another astrometric catalog by employing
radio star observations was done by inserting the positions from the model of stellar
motions into the rotation parameter analysis. For comparison to the method in this
work, a scenario “55,EDR3,GA,NM,modelpos” was run where instead of the January
2020 absolute single-epoch positions based on a point source fringe fit, the positions from
the models of stellar motion estimates were inserted into the analysis whenever possible.
It is important to not apply the Römer delay and parallax correction in case the model
positions are used. In addition, the uncertainties of the positions were adjusted to match
Eqs. 5.6 and 5.7 instead of 5.4 and 5.5. For the model positions, only the σCRF of one
of the primary calibrators was considered in case there were multiple. For BH CVn and
AR Lac the calibrators which were not excluded or down-weighted were employed. The
resulting rotation parameters are presented in Fig. 5.39. The order of rejected stars is
only mixed by less than about 10 places for a star.

The differences in WM for ϵX (0.114 mas) compared to “55,EDR3,GA,NM” are signifi-
cant according to the t-test. The scatter of the parameters decreased in ϵX and ϵY by
about 40 % while it changed for the others by up to 25 %. Only the WRMS ωX also
improved. While the ME of the orientation offsets decreased by 6 % to 16 % compared to
“55,EDR3,GA,NM”, the ME of the spin remained similar with an increase of 1 % to 2 %.

The maximum values for Ei and Ωi are slightly larger than those of “55,EDR3,GA,NM”
(Table 5.17), but the median values are the same. The stars LSI +61 303, HD 283572,
CygX-1, HD 199178, and AR Lac have weights above 2000 mas−2 yr2 for the spin deter-
mination. These are all stars except V410 Tau which fulfilled the selection criteria in
“55,EDR3,GA,NM”. Star HD 199178 also has the highest weight. Out of these five stars,
three were given new estimates for the models of stellar motion in this work. Additionally,
four stars have the highest weights above 1000 mas−2 yr2 in the spin determination. They
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Figure 5.37 Results “55,EDR3,GA” when using the VLBI data and Gaia EDR3 as in Fig. 5.31
but correcting for the effect of Galactocentric acceleration. For a description of the plots refer to
Fig. 5.24
Note. According to Lunz et al. (2021b, Fig. 2).

0 10 20 30 40 50
number of rejected stars (k)

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

ro
ta

tio
n 

pa
ra

m
et

er
 [m

as
]

x
k (2016.0)

y
k (2016.0)

z
k (2016.0)

0 10 20 30 40 50
number of rejected stars (k)

-0.3

-0.2

-0.1

0

0.1

0.2

ro
ta

tio
n 

pa
ra

m
et

er
 [m

as
 y

r-1
]

x
k

y
k

z
k

0 5 10 15 20 25 30 35 40 45 50 55
number of rejected stars (k)

10-2

100

102

104

106

m
ax

(Q
i/n

i) 
in

 s
ol

ut
io

n 
k

  T
 T

au
  S

 C
rt

  W
 4

0 
IR

S 5

  H
D 2

83
44

7

  V
10

23
 T

au

  U
X A

ri
  H

U V
ir

  B
 P

er
  C

oK
u 

HP T
au

 G
2

  S
Z P

sc
  T

 L
ep

  D
oA

r 5
1

  V
Y C

M
a

  S
 P

er
  P

Z C
as

  R
R A

ql
  H

D 2
82

63
0

  M
 T

Ori
  [

SSC75
] M

 7
8 

11

  H
D 2

24
68

  L
S I 

+6
1 

30
3

  S
 C

rB
  H

D 8
35

7

  H
D 2

83
64

1

  I
M

 P
eg

  d
el 

Lib
  V

41
0 

Tau

  I
L 

Hya
  U

 H
er

  S
Y S

cl
  V

10
46

 O
ri

  A
R L

ac
  H

D 3
71

50

  H
ar

o 
1-

6

  D
K D

ra
  V

11
10

 T
au

  B
H C

Vn
  H

D 2
24

08
5

  
2  C

rB
  H

D 2
83

57
2

  V
81

1 
Tau

  V
19

61
 O

ri

  V
13

21
 O

ri

  H
D 2

90
86

2

  B
ru

n 
33

4

  V
12

71
 T

au

  C
yg

 X
-1

  S
V C

am
  T

YC 5
34

6-
53

8-
1

  R
S C

Vn
  S

S C
yg

  H
D 1

99
17

8

0 10 20 30 40 50
number of rejected stars (k)

10-2

100

102

104

Q
/n

 in
 s

ol
ut

io
n 

k

Figure 5.38 Results “55,EDR3,GA,NM” using the VLBI data and Gaia EDR3 as in Fig. 5.37,
but replacing the VLBI data of stars HD 283572, V410 Tau, SS Cyg, Brun 334, TYC 5346-538-1,
Haro 1-6, BH CVn, σ2 CrB, HD 199178, AR Lac, IM Peg, and HD 22468 with newly determined
models of stellar motion and newly corrected absolute positions as described in Sect. 5.5. For a
description of the plots refer to Fig. 5.24.
Note. According to Lunz et al. (2021b, Fig. 3).180
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Figure 5.39 Results “55,EDR3,GA,NM,modelpos” when using the same data as for
“55,EDR3,GA,NM” but using the model positions as input for the rotation parameter analy-
sis instead of the January 2020 single-epoch positions. For a description of the plots refer to Fig.
5.24.
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Figure 5.40 Results“55,DR2,NM” using the VLBI data and Gaia DR2 as in Fig. 5.32, but replac-
ing the VLBI data of stars HD 283572, V410 Tau, SS Cyg, Brun 334, TYC 5346-538-1, Haro 1-6,
BH CVn, σ2 CrB, HD 199178, AR Lac, IM Peg, and HD 22468 with newly determined models of
stellar motion and newly corrected absolute positions as described in Sect. 5.5. For a description
of the plots refer to Fig. 5.24.
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are HD 22468, V410 Tau, TYC 5346-538-1, SS Cyg, which all obtained new estimates for
the model of stellar motion in “55,EDR3,GA,NM”. Brun 334 does not fulfill the selection
criteria anymore.

From this analysis it can be concluded that for the purpose of aligning the VLBI
dataset and Gaia EDR3, the method of this work is equal in terms of spin determi-
nation and in terms of the scatter of the resulting rotation parameters. Most likely
because the model positions inserted into the analysis have smaller uncertainties than
the absolute single-epoch positions, the ME of the orientation parameters are smaller for
“55,EDR3,GA,NM,modelpos”.

The residuals show that there are differences between the two scenarios for some of the
stars. IM Peg has a residual in α of −5.068 mas for “55,EDR3,GA,NM,modelpos” and
of 1.532 mas for “55,EDR3,GA,NM”, whereas the one in δ remains similar. Here, the
single-epoch position seems to fit the Gaia data better. HD 22468 has a residual in δ of
−2.027 mas for “55,EDR3,GA,NM,modelpos” and of 1.319 mas for “55,EDR3,GA,NM”,
whereas the one in α is −3.514 mas for “55,EDR3,GA,NM,modelpos” and 1.151 mas for
“55,EDR3,GA,NM”. Here, again the single-epoch position seems to fit the Gaia data
better. BH CVn has a residual in α of 2.033 mas for “55,EDR3,GA,NM,modelpos” and of
0.232 mas and −0.402 mas for “55,EDR3,GA,NM”, whereas the one in δ is −0.482 mas for
“55,EDR3,GA,NM,modelpos” and −1.486 mas and −2.937 mas for “55,EDR3,GA,NM”.
Here, no clear decision can be made. For the latter two stars significant correlations
between the model estimates are present and more observations are suggested to de-
correlate the estimates and thereby improve this evaluation. Furthermore, the reader
should keep in mind that the magnitude of the position difference of a star from referencing
to two different calibrators is about 0.47 mas in α and about 1.08 mas in δ as listed
in Table 5.8. The difference between model position and single-epoch position can be
influenced by this budget.

Gaia DR2

In addition to the analysis for Gaia EDR3 in Lunz et al. (2021b), Fig. 5.40 shows the
results for Gaia DR2, called “55,DR2,NM”. In this scenario, the parallaxes from the new
estimates from models of stellar motion were used for the correction of the absolute star
positions and the Römer delay whenever possible. Otherwise, the Gaia DR2 parallax was
used for consistency with “55,DR2”. According to the t-test, the mean of the spin in X,
Y , and Z is different between “55,DR2” and “55,DR2,NM”, although the differences are
only −0.004, −0.013, and +0.018 mas yr−1 respectively. The Q/n is smaller one at the
iteration with k = 34 rejected stars for “55,DR2,NM”, the same as for “55,DR2”. The
WRMS decreased for ϵZ by 50 %, and in ωX by 10 %, while it increased or remained
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5.6 Various rotation parameter solutions

similar for the other rotation parameters. The ME increased in all orientation parameters
by about 20 %, which is expected due to the change in the set of input positions.

The baseline solution for “55,DR2,NM” was chosen to be at the same iteration as the
baseline solution of “55,DR2”. Similar to “55,EDR3,GA” and “55,EDR3,GA,NM”, the
estimates do not differ and the formal errors of the orientation offset parameters increase,
while those of the spin parameters remain similar or decrease slightly. The Q/n also
marginally increases. The correlation parameters are similar for the two scenarios.

The median and maximum values for Ei are smaller than of those of “55,DR2” (Ta-
ble 5.17). The values for Ωi are slightly larger. The same stars as for “41,DR2”,
“41,DR2,Lind2020”, and “55,DR2” have a weight above 300 mas−2 yr2 in the spin de-
termination.

5.6.5 Additional VLBI observations from other resources

The five stars HD 142184 (HR 5907), EI Eri, HD 167971, V479 Sct, and YY Men ob-
served in additional experiments as described in Sect. 5.5 were added to the dataset
“55,EDR3,GA,NM”. In addition, the new proper motion and parallax information was
appended to the two 2020 positions from point source fringe fit for CoKu HP Tau G2 and
del Lib respectively. The effect of Galactocentric acceleration was corrected in the new
data as well. A more realistic error budget of the positions was considered, as introduced
in Sect. 5.4.5 and given in Table 5 in Lunz et al. (2021b). The position uncertainty from
absolute geodetic observations, such as for star YY Men in the last line of the table, remain
unchanged. The scenario is labelled “60,EDR3,GA,NM” (Fig. 5.41).

“Star EI Eri is rejected at k = 7, HD 167971 at k = 8, V479 Sct at k = 10, and YY Men
at k = 16. For the first three stars and CoKu HP Tau G2 (rejected at k = 14), small
shifts occur in both orientation offset and spin when they are excluded. Star del Lib is
rejected at k = 24, and no shift can be identified. HD 142184 gets excluded as one of
the last stars. Furthermore, the offsets in orientation for DoAr 51 and HD 283641 and in
spin for HD 22468, V410 Tau, AR Lac, and LSI +61 303 remain similar to those in scenario
“55,EDR3,GA,NM”.

Comparing “60,EDR3,GA,NM” to “55,EDR3,GA,NM”, the inclusion of new stars in the
analysis leads to a small improvement in the ME values of 1 % to 2 %. The WM and
WRMS values do not significantly change, except for the WRMS of ϵX . Its increase
from 0.059 mas to 0.112 mas can be explained by the offset in ϵX due to the exclusion of
CoKu HP Tau G2 being included in the latter statistic” (Lunz et al. 2021b). The baseline
solution at k = 15, including the correlation coefficients, is similar to the baseline solution
of “55,EDR3,GA,NM”.
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Figure 5.41 Results “60,EDR3,GA,NM” using the VLBI data and Gaia EDR3 as for
“55,EDR3,GA,NM” and adding additional counterparts and astrometric information. For a de-
scription of the plots refer to Fig. 5.24.
Note. According to Lunz et al. (2021b, Fig. 4).

Unresolved binaries as seen by Gaia - center of luminosity versus barycenter

Solutions employing the barycenter instead of the center of luminosity as a reference point
for the new observations of close unresolved binaries as seen by Gaia were additionally
produced for “60,EDR3,GA,NM”. The rotation parameter solutions do not differ much,
the order of rejected stars is almost the same, and in both baseline solutions, the three
binaries under discussion are excluded from the rotation parameter determination already.
The differences of the residuals between the baseline solutions using the barycenter and
center of luminosity are similar to the differences between the two types of centers as given
in Table 5.7, as expected. In δ direction they are smaller than the difference in residuals
when using calibrator P1 or P2 for the stars under discussion. All differences are within
the uncertainty limits. The statement from Lunz et al. (2020a) still holds, which was made
from the data of scenario “55,DR2”: “[...] historical data from Lindegren (2020a) were
already available for the three binaries, and the mean positions there were not calculated
as the center of luminosity. Therefore, at this point, no clear decision can be made as to
of which of the centers is closer to the Gaia photocenter. A more detailed study needs to
be conducted, where also the reference position for the data from the archive is changed
from the barycenter to the center of luminosity”.
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5.6 Various rotation parameter solutions

Table 5.18 Difference in residuals between the baseline solution of “60,EDR3,GA,NM” where
the center of luminosity is employed for the three unresolved binaries as seen by Gaia, and
the rotation parameter solution at the same iteration where their barycenter position was
employed instead.

Barycenter Center of Luminosity Difference
α∗ σα∗ δ σδ α∗ σα∗ δ σδ α∗ σα∗ δ σδ

UX Ari, P 1 −2.519 0.773 +5.837 1.003 −2.216 0.773 +5.916 1.002 +0.403 1.093 +0.079 1.417
UX Ari, P 2 −2.850 0.709 +4.690 0.903 −2.447 0.708 +4.753 0.902 +0.403 1.002 +0.063 1.276
HD 283447, P 1 −14.861 0.768 +6.127 1.005 −15.578 0.767 +5.640 1.001 −0.717 1.085 −0.487 1.418
HD 283447, P 2 −14.653 0.730 +7.729 0.913 −15.369 0.729 +7.214 0.907 −0.716 1.032 −0.515 1.287
DoAr 51, P 1 +4.559 0.902 −4.461 1.104 +4.392 0.902 −4.694 1.106 −0.167 1.275 −0.233 1.563

Notes. If two primary calibrators – P1 and P2 – were available for phase-referencing, the results from
referencing to each of them are shown. The difference is center of luminosity minus barycenter scenario.
Units are in milliarcseconds.

5.6.6 Dependence on subsets and weighting

The dependence of the rotation parameter results on various subsets and weighting
schemes was tested. The baseline solutions of the various scenarios are provided in Ta-
ble 5.20. The WM, WRMS, and ME values are given in Table 5.19.

Dependence on visual magnitude
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Figure 5.42 Histogram of the G magnitude of
the 60 stars in “60,EDR3,GA,NM”.

As shown in Lindegren et al. (2018) for
Gaia DR2 and in Cantat-Gaudin and Brandt
(2021) for Gaia EDR3, the alignment of the
Gaia bright frame itself is also G magni-
tude dependent. In the following, the mag-
nitude dependence of the results based on
Gaia EDR3 in this work is tested.

For Gaia DR2, Lindegren (2020b) tested a
magnitude dependent function to the frame
rotation in Eq. 3.45 based on his selected
baseline solution, where the bright stars with
11 mag< G ≤ 13 mag were down-weighted with (13 − G)/2. The fit with respect to
Q was improved (leaving n unchanged), but there is no clear indication whether this
is really due to G, given the sparse data and the different peculiarities of each star.
Also for “60,EDR3,GA,NM” this magnitude dependent function was tested, labelled
“60,EDR3,GA,NM,Gweighting”. A histogram of the G magnitudes of the sample is given
in Fig. 5.42. The order of rejected stars did not change until k = 15, therefore the base-
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line solution at k = 15 is based on the same subset of stars as the baseline solution of
“60,EDR3,GA,NM”. The estimates of both baseline solutions and correlation coefficients
are similar and the Q only improved from 1269.2 to 1262.8. Also the WM, WRMS, and
ME values do not differ from “60,EDR3,GA,NM” according to the t-test.

Cantat-Gaudin and Brandt (2021) used a sample of wide-separation binaries and open
cluster members, in which both optically faint and bright objects were included, to de-
termine the spin between the bright and faint frame of Gaia. Thereby, they could sep-
arate the data into several G magnitude bins and show that within the bright fraction
of Gaia EDR3 with G < 13 mag, the spin can deviate up to (20, 45, 20)µas yr−1 for
(ωX , ωY , ωZ). The binned spin estimates can roughly be grouped into stars brighter
G = 10.5 mag and stars fainter G = 10.5 mag. The binning was possible due to the
large number of counterparts between the faint and the bright frame, several ten thou-
sand. In the present work, only 60 counterparts are used. Therefore, here a binning into
two separated groups of G magnitude was tested only. The threshold was chosen to be
G = 10.5 mag according to the findings in Cantat-Gaudin and Brandt (2021). Scenario
“60,EDR3,GA,NM” contains 15 stars with G ≥ 10.5 mag and G < 13 mag. Excluding
them results in scenario “45,EDR3,GA,NM,<10.5mag”. Inverting the selection results in
scenario “15,EDR3,GA,NM,G>10.5mag”.

All spin parameters and ϵY of “15,EDR3,GA,NM,G>10.5mag” are significantly different
from those of “60,EDR3,GA,NM”. The statistics are based on only 4 iterative results due
to the small sample of 15 stars. The sample in the relevant iterations is dominated by 5
stars in the direction of the Y axis (α ≈ 84◦ and δ ≈ −5◦). Thus, the difference in Y can
be explained compared to the scenario using the full dataset. The correlation coefficients
for the baseline solution at k = 5 are

corr[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+1.000 +0.558 +0.390 +0.063 −0.025 −0.056
. . . +1.000 +0.437 −0.078 +0.121 −0.138
. . . . . . +1.000 −0.028 −0.052 −0.009
. . . . . . . . . +1.000 +0.088 +0.207
. . . . . . . . . . . . +1.000 −0.090
. . . . . . . . . . . . . . . +1.000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(5.13)

The correlations between the orientation offsets increased considerably by more than 0.2
compared to those of “60,EDR3,GA,NM” while the others remained similar.

In “45,EDR3,GA,NM,<10.5mag”, ϵZ and also all spin parameters are significantly dif-
ferent from those of “60,EDR3,GA,NM”. The WRMS in ωZ increased. The correlation

186



5.6 Various rotation parameter solutions

coefficients for the baseline solution at k = 10 are

corr[ϵX(T ), ϵY (T ), ϵZ(T ), ωX , ωY , ωZ ]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+1.000 +0.044 +0.149 −0.023 +0.039 −0.074
. . . +1.000 +0.061 +0.039 −0.068 +0.033
. . . . . . +1.000 −0.075 +0.033 −0.110
. . . . . . . . . +1.000 −0.074 +0.387
. . . . . . . . . . . . +1.000 −0.128
. . . . . . . . . . . . . . . +1.000

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(5.14)

The correlations between the orientation offsets reduced slightly compared to those of
“60,EDR3,GA,NM” while the others increased slightly.

Deselecting in addition all stars that also were deselected in “53,EDR3,GA,NM” is leaving
41 stars in the sample. For the baseline solution at k = 10 the spin in the Y and Z

directions decreases and the orientation offset in the Y direction increases, similar to the
comparison of “60,EDR3,GA,NM” and “53,EDR3,GA,NM”.

Dependence on RUWE

A look at the order of the rejected stars shows that stars with a larger RUWE value in Gaia
EDR3 were excluded early. Therefore, another test was performed where all stars with
RUWE values greater than 3 and greater than 1.4 were excluded before analysis. This
prevented stars with larger RUWE values but low weight from remaining in the sample for
the baseline solution and the WM, WRMS, and ME quantities and potentially corrupting
them. In case of RUWE > 3, 49 stars stay in the sample (“49,EDR3,GA,NM,RUWE3”),
and in case of RUWE > 1.4, 32 stars, respectively (“32,EDR3,GA,NM,RUWE1.4”). The
WM, WRMS, and ME quantities for “49,EDR3,GA,NM,RUWE3” do not significantly
differ from “60,EDR3,GA,NM”. The correlation coefficients at k = 6 are very similar
to those of the baseline solution in “60,EDR3,GA,NM”. Even though less stars are in
the baseline solution compared to the one of “60,EDR3,GA,NM”, the formal errors are
basically the same and the Q/n is smaller (5.65 compared to 6.28). This is due to most
stars with RUWE > 3 were rejected in the baseline solution of “60,EDR3,GA,NM” as
well (all except VY CMa and del Lib).

Likewise, for the baseline solution of “32,EDR3,GA,NM,RUWE1.4”, the formal errors are
only slightly worse than for the baseline solution of “60,EDR3,GA,NM” and the Q/n is
reduced considerably (4.78 compared to 6.28). The correlation coefficients of this baseline
solution are similar to those of the baseline solution in “60,EDR3,GA,NM”. Most of the
most deviating stars were excluded, as shown in Fig. 5.43. There are eight stars with
G > 10.5 mag in “32,EDR3,GA,NM,RUWE1.4”, meaning that no clear dependence be-
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tween higher RUWE and higher G magnitude is present. The ϵX and ϵZ iterative results
are significantly different according to the t-test. The WRMS values decreased for the
orientation offset while they increased for the spin.

A solution “24,EDR3,GA,NM,RUWE1.4,<10.5mag” where in addition the eight stars
with G > 10.5 mag were excluded did not improve the results in the sense that the spin
results are more aligned to the respective results of Cantat-Gaudin and Brandt (2021)
or that they have considerably less WRMS scatter as shown in Table 5.19. However, the
correlation coefficients between the orientation offsets are reduced to below ±0.095 for
the baseline solution at k = 0 compared to the above scenarios. This can be an effect
of geometry, but also of G magnitude because the results in Cantat-Gaudin and Brandt
(2021) show that even within the range of G > 10.5 mag and G < 13 mag there is a
significant variation in the spin results. Therefore, it is likely that such a variation can
also occur in the orientation offset.

Excluding maser stars

In the VLBI dataset there are some stars with a very different uncertainty of their
absolute positions, the maser stars. In “60,EDR3,GA,NM” 9 such maser stars are
present (SY Scl, S Per, T Lep, VY CMa, S Crt, S CrB, U Her, RR Aql, PZ Cas). They
each have a position uncertainty of several milliarcseconds, except for S CrB, U Her,
and RR Aql, whose positions were not used. The nine masers have G magnitudes
between 6.3 and 9.7. Their RUWEs are 2.0, 1.9, 2.3, 14.3, 1.4, 1.6, 1.3, 1.5,
1.1, respectively, thus, seven out of the nine maser stars were already excluded in
“32,EDR3,GA,NM,RUWE1.4” and “24,EDR3,GA,NM,RUWE1.4,G<10.5mag”, and only
one position from masers (PZ Cas) was actually used. Thus, the expected difference in
iterative rotation parameter results is expected to be small when running the scenario
“22,EDR3,GA,NM,RUWE1.4,G<10.5mag,nomaser”, where in addition to all stars with
RUWE > 1.4 and G < 10.5 mag also all masers were excluded. This is verified by the
WM, WRMS, and ME quantities as shown in Table 5.19 and 5.20.

5.6.7 Accuracy of the final results

The various rotation parameter iterative solutions can be tested to further determine
the accuracy of the final result. In a first test, stars producing visible deviations in the
iterative results of the parameter estimates were excluded a priori to simulate that they
were never observed with VLBI. Another, less rigorous option would be to down-weight
the respective stars, but this was not tested here.

For “55,EDR3,GA”, the scenario “49,EDR3,GA” was tested, in which the four stars
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Table 5.20 Baseline solutions of the various scenarios.

Scenario k ki ϵX(T ) ϵY (T ) ϵZ(T ) ωX ωY ωZ σϵX (T ) σϵY (T ) σϵZ (T ) σωX σωY σωZ Q/n

60,EDR3,GA,NM 15 45 +0.308 +0.233 +0.172 +0.033 +0.072 −0.027 0.085 0.107 0.065 0.009 0.010 0.009 6.28
60,EDR3,GA,NM,
Gweighting

15 45 +0.334 +0.217 +0.207 +0.034 +0.077 −0.030 0.091 0.112 0.071 0.009 0.010 0.010 6.25

15,EDR3,GA,NM,
G>10.5mag

5 10 +0.134 −0.170 +0.110 +0.053 +0.003 +0.007 0.164 0.278 0.116 0.021 0.031 0.016 3.54

45,EDR3,GA,NM,
G<10.5mag 10 35 +0.378 +0.245 +0.201 +0.024 +0.082 −0.043 0.106 0.120 0.082 0.010 0.011 0.011 7.10

41,EDR3,GA,NM,
G<10.5mag

10 31 +0.384 +0.432 +0.219 +0.021 +0.037 +0.010 0.117 0.137 0.090 0.012 0.015 0.014 7.04

49,EDR3,GA,NM,
RUWE3

6 43 +0.319 +0.238 +0.168 +0.033 +0.072 −0.028 0.085 0.108 0.065 0.009 0.010 0.009 5.65

32,EDR3,GA,NM,
RUWE1.4

1 31 +0.323 +0.241 +0.030 +0.030 +0.080 −0.028 0.092 0.117 0.073 0.009 0.011 0.010 4.78

24,EDR3,GA,NM,
RUWE1.4,G<10.5mag

0 24 +0.422 +0.187 +0.077 +0.023 +0.086 −0.045 0.109 0.126 0.091 0.010 0.011 0.012 5.40

22,EDR3,GA,NM,
RUWE1.4,G<10.5mag,
nomaser

0 22 +0.390 +0.171 +0.086 +0.024 +0.088 −0.046 0.109 0.127 0.091 0.010 0.011 0.012 4.68

Notes. The epoch T is 2016.0 for Gaia EDR3. Units are in milliarcseconds for ϵX(T ), ϵY (T ), and ϵZ(T ).
They are milliarcseconds per year for ωX , ωY , and ωZ . The uncertainties σ are in the same units as the
parameters. The parameter Q/n describes the quality of the fit, similar to s2

0, in the iteration with k

discarded stars. For better comparison, the number of included stars, ki is provided as well.
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Figure 5.43 Rotation parameter results for Gaia EDR3 in scenario “32,EDR3,GA,NM,RUWE1.4”
when using the same data as for “60,EDR3,GA,NM” and excluding stars with a RUWE larger 1.4
in Gaia EDR3. For a description of the plots refer to Fig. 5.24.

190



5.6 Various rotation parameter solutions

σ2 CrB, HD 22468, LSI +61 303, and V410 Tau, which produce jumps in the iterative spin
parameter results, and the two stars DoAr 51 and HD 283641, which produce jumps in the
iterative orientation parameter results, were excluded at the beginning. The WM, WRMS,
and ME quantities for this scenario are provided in Table 5.15. “The WRMS49,EDR3,GA

of the orientation parameters reduced by 20 % to 40 % compared to WRMS55,EDR3,GA.
For ωY it decreased by 30 % and the difference in the parameter values was also tested
significant. The mean standard deviations only deteriorate by up to 10 %, which can be
explained by the reduced number of objects in the dataset. The χ2 is smaller than one
for both “49,EDR3,GA” and “55,EDR3,GA” when there are still 16 stars in the sample”
(Lunz et al. 2021b).

“Another scenario “49,EDR3,GA,NM” was tested where the four stars HD 22468,
LSI +61 303, V410 Tau, and AR Lac, which produce jumps in the iterative results of the
spin parameters, and the two stars DoAr 51 and HD 283641, which produce jumps in the
iterative results of the orientation parameters, were excluded from the beginning. The
WRMS statistics for all parameters dropped by 10 % to 65 % compared to those for the
scenario “55,EDR3,GA,NM”. At the same time, the WM values changed significantly for
ϵY , ωY , and ωZ . The larger spin in Y direction is still present. The correlations between
parameters did not really change compared to scenario “55,EDR3,GA,NM” except for a
decrease of the correlation coefficients between ωX and ωZ to +0.261 and an increase of
the correlation coefficient between ωY and ωZ to −0.260” (Lunz et al. 2021b).

For “60,EDR3,GA,NM” another scenario “53,EDR3,GA,NM” was tested where the
same seven stars as for “49,EDR3,GA,NM” and CoKu HP Tau G2 were excluded, be-
cause they also produce jumps in the iterative results of the rotation parameters of
“60,EDR3,GA,NM”. “The WRMS statistics dropped by 20 % to 60 % for all parame-
ters except for ϵZ compared to “60,EDR3,GA,NM”. Otherwise, the same conclusions can
be drawn as for the difference between “55,EDR3,GA,NM” and “49,EDR3,GA,NM”, so
they are not repeated here. This shows that the new data has little impact on this
investigation” (Lunz et al. 2021b).

The baseline solutions for these scenarios are given in Table 5.16. The differences in the
baseline solutions of the respective full sample and manually reduced sample of counter-
parts are up to 0.1 mas for ϵX and up to 0.2 mas for ϵY . For the spin, the differences are
up to 0.02 mas yr−1 for ωX and up to 0.04 mas yr−1 for ωY and ωZ . These values, although
at the level of significance, are already indicative of the accuracy of the final result, since
they show how much the result would have been affected if a (rather random) selection
of stars had never been used to test the alignment.
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Accuracy test - Gaia EDR3

To test whether a different group of four stars rejected from “60,EDR3,GA,NM” instead of
stars HD 22468, V410 Tau, AR Lac, and LSI +61 303, which produce jumps in the iterative
results of the spin parameters, would provide better statistics, additional scenarios were
set up similar to the work in Lunz et al. (2022). In these scenarios, the 11 most deviating
stars of “60,EDR3,GA,NM” and in addition an individual selection of four other stars
were excluded from the beginning, so that in total 15 stars were rejected (similar to
the baseline solution of “60,EDR3,GA,NM”). The selection of four stars is furthermore
a trade-off between computing time and the amount of tested solutions. Thus, there are

49!
(49−4)!4! = 211876 solutions to be tested.

The 11 most deviant stars were excluded at the beginning of the iterations in all scenarios
in which they are included: The first two rejected stars in all of the following scenarios
were T Tau and S Crt, which have with more than 170 000 the highest discrepancy measure
Qi/ni. T Tau is located in a triple star system. While the VLBI observations detected
star T Tau Sb in Loinard et al. (2007) and in this work, the Gaia data corresponds to
the optically dominant component T Tau N. This is indicated by the residuals of about
−150 mas in α and −600 mas in δ from the rotation parameter analysis in this work, which
align with, i.e., the offsets between T Tau Sb and T Tau N shown in Fig. 1 in Schaefer et al.
(2020). Obviously, this star is not suitable for testing the alignment with the given data
and approach.

S Crt is an AGB star whose VLBI astrometric parameters were determined from water
maser spots (Nakagawa et al. 2008). The residual of about −1 900 mas in α from the rota-
tion parameter analysis in this work is consistent to the difference of −1 926 mas between
the absolute coordinate of the reference maser spot (which was determined relative to the
ICRF1 (Ma et al. 1998) position of J1147−0724) and the a priori coordinates of the star
given in the publication. It is likely that the unit conversion between milliarcseconds and
hour angle for the position offset between phase tracking center and the reference maser
spot was not done correctly. This suggests that the VLBI position should be revised14.

The next set of rejected stars is W 40 IRS 5 (Qi/ni = 10794), HD 283447, V1023 Tau, and
UX Ari. The latter three stars have a Qi/ni between 1 600 and 4 550 and point in the
similar direction on the sky to T Tau. Their parameters in Gaia have larger standard
deviations than the other stars, and their RUWE parameters are between 5.0 and 7.5,
where values larger 1.4 are indicating that the Gaia data does not fit the 5-parameter
astrometric model well. W 40 IRS 5 (J183114.82-020350.1) has a residual both in α and

14Unfortunately, this possibility was only uncovered at a late stage of this work. Because the star gets
excluded at a very early stage, it does not corrupt the evaluation of the rotation parameter analysis in
this work.
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in δ of about −48 mas. The VLBI proper motion and parallax were determined by Ortiz-
León et al. (2017a) and the position by Lindegren (2020a) using the same VLBI position
time series. Shuping et al. (2012) find a close binary likely due to the star’s He I spectra.
The star is of B1 spectral type and an X-ray emitter, and therefore could be affected
by radio-optical position offsets due to stellar winds (Cassinelli et al. 1994). This can
be the reason for the larger RUWE parameter. UX Ari and HD 283447 are resolved close
binaries as seen by VLBI and unresolved by Gaia. It is likely that both binary components
of the respective star also emit at optical frequencies at comparable brightness because the
stars’ RUWE values are large. It is questionable whether these stars should be used for
the alignment test due to the possible inaccuracy between the positions of the photocenter
as seen by Gaia and the barycenter or center of luminosity as determined from the two
components’ positions from VLBI observations. Because other stars are well known in
this direction of the sky which seem more suitable, less priority can be given to UX Ari
and HD 283447. V1023 Tau is also a close binary system which was resolved in VLBI
observations by Torres et al. (2007); Galli et al. (2018), but not observed in this work
because more suitable stars in this area on the sky were prioritized. The same discussion
applies as for UX Ari and HD 283447.

EI Eri and HD 167971 are stars which were included into the rotation parameter analysis
for the first time in this work. They were both observed in experiment V538 where the uv-
coverage was sparse and therefore their positions are possibly not accurately determined.
More observations are especially tempting because the stars are located in areas of the
sky where the VLBI dataset is sparse. However it should be considered that HD 167971
is an O-type star where the radio emission stems from the colliding wind region between
a spectral binary with about 0.1 mas separation and a third component (Blomme, R.
et al. 2007; De Becker et al. 2012; Sanchez-Bermudez, J. et al. 2019). The binary and
the third component, a O8 supergiant, are about 8 mas to 15 mas apart in the 3 years
of observations in (De Becker et al. 2012). Sanchez-Bermudez, J. et al. (2019) confirmed
that for the observations in 2016 the Gaia DR2 position is also located between the
spectral binary and the third component, close to the peak of the radio emission. The
residuals from this work are on the order of −78 mas in α and 54 mas in δ for the epoch
in 2020.2, and −223 mas in α and −7 mas in δ for the epoch in 2020.5. These offsets
are much larger than in the previous studies. Comparing the positions in 2020 to the
positions in 2006 and 2016 from Fig. 4 in Sanchez-Bermudez, J. et al. (2019) shows that
the star’s trajectory detected by Gaia is likely to be a mixture of the orbital motion of the
wind-collision region and the proper motion of the multiple star system. Therefore, more
detailed analysis would be needed for this star to properly use it for the alignment of VLBI
and Gaia reference frames (For the dedicated observations in experiment UL005, O-type
stars were not observed for this reason). This physical nature can also be a reason for the
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larger RUWE of 3.1 in Gaia EDR3 for this star. EI Eri is a close binary which has signs
of a third component in its long-term barycentric velocities, suggesting an orbital motion
with a period of about 19 years (Washuettl et al. 2009). Therefore it can be assumed
that modeling of non-linear proper motions is needed to properly include this star in the
future. Also the Gaia EDR3 data might express this need with the slightly higher RUWE
of 1.9.

The next rejected stars are HU Vir, B Per and V479 Sct. With values between 110 and
250 they still have noticeably high discrepancy measures. These stars also only have
one positional measurement from VLBI. HU Vir and B Per were observed in experiment
UL005, and their parameters in Gaia have larger standard deviations than many of the
other stars in the sample. B Per has a RUWE of 2.7 in Gaia EDR3 and HU Vir of 3.9.
HU Vir is, similar to EI Eri, a binary star in a triple system with an orbital period of about
6 years for the large orbit (Fekel, F. C. et al. 1999). The same holds for B Per, where the
orbital period of the large orbit is about 2 years (Hill et al. 1976). The short periods of
the large orbits being in similar length to the Gaia observation time span could explain
the larger standard deviations of the Gaia data and the large RUWEs. Therefore future
observations have to show whether modeling of non-linear proper motions or orbits will be
required to properly include these stars into the analysis. V479 Sct was also observed in
experiment V538A, which is why another observation might improve the usefulness of the
star. This is especially feasible since its Gaia EDR3 data has very low standard deviations
and the RUWE value is 0.75 and therefore following the single-star model well. However,
V479 Sct is a O-type X-ray binary where VLBA observations in 1999 showed that it has a
bipolar jet emerging from the core, and is therefore a galactic microquasar (Paredes et al.
2000). Its core has a diameter of about 2 mas and the jets extend over 16 mas. Therefore,
the residuals of −5 mas in α and 3 mas in δ could be due to radio-optical position offsets.

From this evaluation all 11 stars have reasons not to be included in the sample for testing
the accuracy of the alignment task. Position offsets can however also occur due to offsets
between the calibrator position from phase- and group delays and other error sources as
discussed in Sect. 5.4.5.

Other stars that get discarded at early iterations of many scenarios, and therefore also in
the baseline solution of “60,EDR3,GA,NM”, also have reasons to be rejected. They are are
SZ Psc, T Lep, DoAr 51, and CoKu HP Tau G2. Their RUWE values are between 2.4 and
9.2. The parameters of SZ Psc have larger standard deviations in both VLBI and Gaia.
It is a close binary in a tertiary system with a period of 3 or 4 years (Eaton and Henry
2007). The same discussion applies as for HU Vir and B Per. Star T Lep has large position
uncertainties from VLBI because only its masers can be detected in certain spectral lines
at radio frequencies. Also its Gaia parameters have larger standard deviations. With
the maser spots spanning about 100 mas in α and 50 mas in δ, and the infrared image
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from ground-based VLTI measurements being in their center (Nakagawa et al. 2014),
radio-optical offsets are not proven to be the reason of the residuals of −126 mas in α and
226 mas in δ. DoAr 51 is a resolved close binary as seen by VLBI but unresolved by Gaia.
The close binary has a semi-major axis of about 32 mas (Ortiz-León et al. 2017b), and
a third component is located in a distance of about 790 mas at their time of observation
(Barsony et al. 2003). Due to the increased RUWE value, the same discussion applies as
for UX Ari and HD 283447. CoKu HP Tau G2 is a component of a multiple star system
(Harris et al. 2012). New model estimates were determined in Sect. 5.5, however without
considering the orbital motion between CoKu HP Tau G2 and CoKu HP Tau G3 AB. The
significance of the orbital motion was demonstrated in Torres et al. (2009) and Galli et al.
(2018). In this work, the time interval was limited to match the Gaia time interval instead,
and a standard 5-parameter astrometric model was fit to the data. Surely, this is not an
ideal approach, but it should be tested whether this method would better align the VLBI
model estimates to the Gaia parameters. However, still significant linear accelerations
were tested for the limited time interval, and the star still shows large residuals in the
rotation parameter analysis. Therefore, as long as orbits cannot be considered in the Gaia
processing, it might be suitable to neglect this star.

The latter two stars show variations in the orientation parameter estimates in the subse-
quent iteration of their rejection. It is consequently to be expected that they are repre-
sented in the selections with low WRMS values.

“All possible combinations of four stars from the data set were tested. From each of
the 211 876 individual scenarios iterative solutions for the rotation parameters were ob-
tained and the WM, WRMS, and ME statistics were calculated, discarding the last
10 iterations because the formal errors became too large due to the small sample.
The orientation offset WM values range from (ϵX , ϵY , ϵZ) = (0.128, 0.131,−0.016)mas
to (0.542, 0.545, 0.225)mas, and the spin WM values range from (ωX , ωY , ωZ) =
(−0.000, 0.020,−0.041)mas yr−1 to (0.106, 0.098, 0.015)mas yr−1. Their mean values coin-
cide with WM60,EDR3,GA,NM in Table 5.15. The Q/n for the baseline solution with k = 15
rejected stars varies between 6.28 and 14.08, with a median of 12.91, for the various
solutions. [There is a clear gradient in the mean Q/n visible in the scatter of each rota-
tion parameter, which suggests that the rotation parameter solutions are not random but
statistically significant (Lindegren 2020a).] The scenario with the minimum sum of all
Q/n of the selected iterations for the calculation of the WM is the scenario where T Lep,
DoAr 51, CoKu HP Tau G2, and SZ Psc were the four additional excluded stars. These
are the same stars that were excluded in the base solution of “60,EDR3,GA,NM”, proving
that the rejection process is sound. The four stars have RUWE parameters greater than
1.4, indicating that the Gaia data do not fit the standard model of stellar motion well.

195



The minimum magnitudes15 of WRMS values are 0.098 mas for the orientation offset
and 0.009 mas yr−1 for the spin, and the minimum magnitudes of the ME values are
0.177 mas and 0.018 mas yr−1 respectively. The minimum magnitude of the orientation off-
set WRMS of 0.098 mas is reached, if LSI +61 303, HD 283641, DoAr 51, CoKu HP Tau G2
are excluded. Similarly, the minimum magnitude of the spin WRMS of 0.009 mas yr−1 is
reached, if LSI +61 303, HD 22468, CoKu HP Tau G2, and AR Lac are rejected from the
sample. Except CoKu HP Tau G2 for the spin they are the same stars as from the man-
ual selection in “53,EDR3,GA,NM”. It was expected that there would be a large overlap
between the two samples.

From the scatter of these results and the minimum ME and WRMS values, it is con-
cluded that the lowest level of the uncertainty of WM is ⪆ 0.12 mas for each of the
orientation offset rotations and ⪆0.01 mas yr−1 for each of the three spin rotations for
“60,EDR3,GA,NM” (Lunz et al. 2021b).

Figures 5.44a, 5.44b, 5.44c, and 5.44d show the scatter plots of the WM, WRMS, ME,
and the mean standard deviation (MS) of the 211 876 individual scenarios. The MSs are
calculated as the mean of each iteration series’ formal errors re-normalized with the

√︁
Q/n

of the respective iteration. The values for the rotations around the three different axes
X, Y , Z are plotted against each other to illustrate possible correlations.

In general the WM and WRMS statistics for the rotation about the Z axis show the
smallest scatter, while for the other two axes the scatter is similar. The solutions with
the lowest mean Q/n are located in the central region of the scatter. If the distribution of
the rotation parameter results is visualized as a histogram, the solutions cluster around
the solution with the minimum sum of all Q/n of their iterations. An exception is the
scatter of WRMSϵX , which is slightly separated into two scatter clouds and where only
one of them is including the solutions with the lowest mean Q/n. The lower WRMSϵX

scatter cloud appears when CoKu HP Tau G2 is excluded from the sample.

For the Y axis, the scatter in ME and MS for both ϵ and ω is larger than for the other two
axes. Figure 5.44d shows that solutions with the lowest mean Q/n also have the lowest
MS values. Solutions with the lowest ME values however, not surprisingly, do not have
the lowest MS values. Thus, the solutions with the lowest mean Q/n are preferred.

The 10 solutions with the lowest ME values in ϵ are compactly grouped. They are offset
for WRMSϵX from the solutions with the lowest mean Q/n and are located in a rather
central region of the WRMS scatter. Also in the scatter of WMϵX they are slightly off
from the solutions with the lowest mean Q/n. For comparison, the 10 solutions with the
lowest WRMS values in ϵ or ω have only very small ME differences compared to the ME
15Magnitudes in this context are defined as the square-root of the quadratically added values for the three

rotation axes. This value can be understood as a combined value for the total rotation and should
provide a better comparison between the various solutions.
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5.6 Various rotation parameter solutions

(a) WM for “60,EDR3,GA,NM”.

(b) WRMS for “60,EDR3,GA,NM”.

Figure 5.44 WM, WRMS, ME, and MS statistics of the rotations around the X, Y , and Z axes
for the 211 876 individual solutions based on “60,EDR3,GA,NM”. The colors of the scatter points
indicate the minimum value of the respective mean Q/n in each bin. In each of the subplots, the
upper plots show the statistics for the orientation offset ϵ(T ) and the lower plots for the spin ω.
The black crosses label the solution with the minimum mean Q/n. The blue stars depict the 10
solutions with the lowest WRMS in ϵ(T ), whereas the blue circles depict the 10 solutions with the
lowest WRMS in ω. Similarly, the respective magenta symbols show the 10 iterations with the
lowest respective ME.
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(c) ME for “60,EDR3,GA,NM”.

(d) MS for “60,EDR3,GA,NM”.

Figure 5.44 WM, WRMS, ME, and MS statistics of the rotations around the X, Y , and Z axes
for the 211 876 individual solutions based on “60,EDR3,GA,NM” (cont.).

values of the solutions with the lowest Q/n. What is interesting from the ME and MS
plots is that the solutions with the lowest WRMS in ω have higher ME and MS values in
ωY than the other solutions.
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Another test case where instead of the 11 most deviating stars the 15 most deviating stars
were excluded from the beginning showed only WRMS values for ϵX smaller 0.09 mas,
which can be explained by CoKu HP Tau G2 being among the 15 stars. The WRMS
scatter of ϵY elongates to smaller values which in turn can be explained by the exclusion
of DoAr 51. Apart from this, and the fact that the mean Q/n is naturally smaller, the
scatter plots do not change significantly and are therefore not presented and discussed
here.

In Fig. 5.45, the WM values of the rotations around each axis divided by three times their
MS are shown. Therefore, any value with a magnitude larger 1 indicates a significance
better than 3 σ. The determination of ϵ is not significant. The scatter is more compact
for ϵ than for ω. For ω, the scatter cloud is well within ±1 for ωZ , between about 0.0
and 1.3 for ωX and between about 0.4 and 1.3 for ωY . The spin reaches a 3-σ significance
in the Y -axis for solutions with low mean Q/n and low ME. However, the 10 solutions
with the lowest WRMS or WM values in ω do not support a significant spin signal. This
result is in line with the iterative rotation parameter results of “53,EDR3,GA,NM”.

Figure 5.46 discusses the same data and representation as Fig. 5.45 except that the color
coding is representing the minimum value of the respective mean sum of the absolute
values of the correlation coefficients rij for one solution of the iterative solutions in each
bin. It can be seen that the solutions with a significant spin in ωY and the lowest Q/n
do not have the smallest average correlations. A similar plot to Fig. 5.44a but with
the mean sum of absolute correlation coefficients as color coding shows that all rotation
parameters from the solution with the color depicting the minimum value have higher
magnitudes of the rotation parameters except for ωY , which is similar. Thus, the difference
in significance between the solution with the lowest Q/n and the lowest mean absolute
correlation coefficient is mainly driven by the larger MS in the latter. It is good to see
that in general the mean absolute correlation coefficients do not diverge much between
the solutions.

The 10 solutions with the lowest correlations have stars HD 199178 (all 10 solutions),
54 Cam (8 solutions), HD 283641 (6 solutions), V1271 Tau (5 solutions), UV Psc (5 solu-
tions), and V811 Tau (3 solutions) excluded in more than one solution. Stars HD 283641,
V1271 Tau, and V811 Tau are located at the same direction in the sky and have one of
the highest weights Ei for the orientation offset and also relatively high weights Ωi for the
spin in the adjustment. HD 199178 contributes most information to the spin adjustment
as it has the highest Ωi. For the new model estimates from Sect. 5.5, no additional er-
ror budget was needed in order to obtain a reduced χ2 in the adjustment, meaning that
the single-epoch relative position uncertainties were already too pessimistic. The other
two stars have, besides RZ Cas, the smallest Qi/ni, below 0.2, in the baseline solution of
“60,EDR3,GA,NM” and they only have one VLBI position. The solutions with the lowest
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mean correlation have high MS values due to higher ME and Q/n. They furthermore
support a higher WRMSϵX of about 0.12 mas.

Taking only the first iteration results of each scenario (instead of the WM, WRMS, and
ME statistics), where the number of rejected stars is equivalent to those of the baseline
solution of “60,EDR3,GA,NM”, results in scatter plots similar to Fig. 4 in Lindegren
(2020b), but of course with different values as shown in Fig. 5.47. Also for this work, the
baseline solution is the solution with the smallest value of Q/n from the given sample.
According to Lindegren (2020a), who did a similar test with their data set, this suggests
that the resulting rotation parameters are not a chance result from the given sample of few
counterparts but show a statistically significant signal. From comparing the scatter plots
for the first iteration results and the WM statistics of the various solutions for scenario
“60,EDR3,GA,NM” it can be concluded that the resulting scatter plots are similar for ω

(slightly smaller values for the WM statistics), and ϵ (more homogeneous), as expected.

For “55,EDR3,GA,NM” the nine most deviant stars were excluded from the beginning
because no more seemed necessary from looking at the steadiness of its baseline solution.
The excluded stars are T Tau, S Crt, W 40 IRS 5, HD 283447, V1023 Tau, UX Ari, HU Vir,
and B Per, which are also included in the group of excluded stars in “60,EDR3,GA,NM”.

Figure 5.45 Significance of the 211 876 individual solutions based on ”60,EDR3,GA,NM” deter-
mined as WM/(3 · MS). The colors indicate the minimum value of the respective mean Q/n in
each bin. The upper plots show the statistics for the orientation offset ϵ(T ) and the lower plots
for the spin ω. The black crosses label the solution with the minimum mean Q/n. The blue stars
depict the 10 solutions with the lowest WRMS in ϵ(T ), whereas the blue circles depict the 10
solutions with the lowest WRMS in ω. Similarly, the respective magenta symbols show the 10
iterations with the lowest respective ME.
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Figure 5.46 Significance of the 211 876 individual solutions based on “60,EDR3,GA,NM” deter-
mined as WM/(3 · MS). The colors indicate the minimum value of the respective mean sum of the
absolute values of the correlation coefficients rij for one solution of the iterative solutions in each
bin. Thus, e.g. a value of 9 represents the correlation coefficients with value 1 for the six diagonal
elements of the correlation matrix and for the 30 off-diagonal elements on average a value of 0.1.
The solution with the minimum value might be a different one than the solution with the minimum
Q/n per bin as shown in Fig. 5.45. The upper plots show the statistics for the orientation offset
ϵ(T ) and the lower plots for the spin ω. The black crosses label the solution with the minimum
mean sum of the absolute values of the correlation coefficients.

201



Figure 5.47 Rotation parameters of the first iteration of the 211 876 individual solutions based on
“60,EDR3,GA,NM” for the X, Y , and Z axes. The color is chosen by the minimum value of each
bin, where the values are the Q/n of the selected iterations. The upper plots show the parameters
for the orientation offset ϵ(T ) and the lower plots for the spin ω. The black crosses label the
solution with the minimum mean Q/n. This is also the baseline solution of “60,EDR3,GA,NM”.
The blue stars depict the 10 solutions with the lowest WRMS in ϵ(T ), whereas the blue circles
depict the 10 solutions with the lowest WRMS in ω. Similarly, the respective magenta symbols
show the 10 iterations with the lowest respective ME.
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(a) WM for “55,EDR3,GA”. (b) WM for “55,DR2,NM”.

(c) WRMS for “55,EDR3,GA”. (d) WRMS for “55,DR2,NM”.

(e) ME for “55,EDR3,GA”. (f) ME for “55,DR2,NM”.

Figure 5.48 WM, WRMS, and ME statistics of the rotations around the X, Y , and Z axes for
the 163 185 individual solutions based on the respective scenario. For a description of the plots see
Figs. 5.44a to 5.44c. Note the different axis limits for the two scenarios.
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In addition, CoKu HP Tau G2 is excluded, which has also been discussed previously as
it was also excluded in the baseline solution of “60,EDR3,GA,NM”. The scatter plots
for WM, WRMS and ME are similar to those of “60,EDR3,GA,NM”, thus, they are not
reported here. Only the scatter in WRMS of ϵX is more compact between 0.01 mas and
0.09 mas which is because CoKu HP Tau G2 was excluded a priori. Therefore, also the
10 solutions with the lowest WRMS and ME in ω also have lower WRMS values in ϵX .
The mean values for the magnitude of the WRMS (0.148 mas for ϵ and 0.022 mas yr−1

for ω) and ME (0.189 mas for ϵ and 0.020 mas yr−1 for ω) are almost identical to those
of “60,EDR3,GA,NM”. The mean values of the WM of the six rotations coincide with
WM55,EDR3,GA,NM in Table 5.19 and are very similar to those of “60,EDR3,GA,NM”. The
main difference is the mean Q/n, which is between 2.41 and 3.91, instead of between 2.59
and 4.23 for “60,EDR3,GA,NM”, a 7 % reduction.

For “55,EDR3,GA” the scatter plots are shown in Figs. 5.48a, 5.48c, and
5.48e. The nine most deviant stars were excluded from the beginning.
The stars are identical to those of “55,EDR3,GA,NM” in the previous para-
graph. The orientation offset WM for “55,EDR3,GA” ranges from (ϵX , ϵY , ϵZ) =
(0.155, 0.198,−0.010)mas to (0.478, 0.547, 0.224)mas, and the spin ranges from
(ωX , ωY , ωZ) = (−0.016, 0.013,−0.067)mas yr−1 to (0.091, 0.087, 0.024)mas yr−1. The
mean values for ω coincide with WM55,EDR3,GA in Table 5.15, while they are with (0.318,
0.373, 0.104) about 10 % larger for ϵ. The mean values for the magnitude of the WRMS
and ME are 0.148 and 0.175 mas for ϵ, and 0.027 and 0.023 mas yr−1 for ω. The mean ME
is larger for ϵ when the new model estimates are applied and the scatter in WM is also
larger. This indicates that ϵ is determined better in “55,EDR3,GA”. It can be explained
by larger number of VLBI positions that were included in the rotation parameter analysis
compared to the scenarios with the new model estimates, where multiple VLBI positions,
if any, were replaced by the new absolute positions. The WRMSϵZ is similar, but the
WRMSϵX and WRMSϵY are smaller in size and in scatter for “55,EDR3,GA,NM” com-
pared to “55,EDR3,GA”. For ω the ME and WRMS are smaller and the scatter in WM
is slightly more compact for ω when the new model estimates are applied. This shows
the improvement of the spin determination due to the new estimates. The mean Q/n

has with a range of 2.33 to 4.05 a larger range than for “55,EDR3,GA,NM” (2.41 and
3.91). In “55,EDR3,GA” there are 44 solutions with MEωY larger 0.020 mas yr−1 which
stand out from the main scatter of the solutions MEωY . In all of them HD 199178 and
AR Lac were removed, and in 43 of them Cyg X-1. The three stars are located in the
same direction in the sky (approx. α =310◦, δ =40◦) and have besides LSI +61 303 the
highest weights Ω in the spin determination. The minimum magnitudes of the WRMS
values for “55,EDR3,GA” are 0.093 mas for the orientation offset and 0.015 mas yr−1 for
the spin, and the minimum magnitudes of the ME values are 0.167 mas and 0.022 mas yr−1
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respectively. Thus, the new and improved models improved the spin solutions as these
four minimum values are only 0.098 mas, 0.009 mas yr−1, 0.177 mas, and 0.018 mas yr−1

for “60,EDR3,GA,NM” respectively. The minimum magnitude of the orientation offset
WRMS of 0.093 mas is reached, if V410 Tau, σ2 CrB, DoAr 51, and HD 8357 are excluded.
Similarly, the minimum magnitude of the spin WRMS of 0.015 mas yr−1 is reached, if
LSI +61 303, V410 Tau, σ2 CrB, and [SSC75] M 78 11 are rejected from the sample. From
the manual selection in “49,EDR3,GA,NM” it is expected that HD 283641 would be ex-
cluded for the minimum WRMS of the orientation offset, as it was one of the two excluded
stars besides DoAr 51 which produce jumps in the orientation offsets. Similarly HD 22468
was expected to be excluded instead of [SSC75] M 78 11 for the spin.

Plots for “55,EDR3,GA” similar to Fig. 5.45 for “60,EDR3,GA,NM” (which are almost
identical to those of “55,EDR3,GA,NM”) show that ωY is not yet determined with a 3-σ
significance. The significance for the solution with the lowest mean Q/n is at 2.6-σ for
“55,EDR3,GA” compared to 3.5-σ for “55,EDR3,GA,NM”.

Similar plots for “45,EDR3,GA,NM,G<10.5mag” (where seven stars were excluded a pri-
ori as outliers) show that the scatter in ϵX , ωX , and in ωZ is slightly larger but still the
ωY is significantly determined. The plots for “24,EDR3,GA,NM,RUWE1.4,G<10.5mag”
(where no stars were excluded a priori as outliers) provide similar results to
“45,EDR3,GA,NM,G<10.5mag”.

Accuracy test - Gaia DR2

In the same fashion as for Gaia EDR3 plots for scenario “55,DR2,NM” were produced
which are shown in Figs. 5.48b, 5.48d, and 5.48f. Also for this scenario the nine most
deviating stars were excluded before the analysis. The nine excluded stars are identical to
those of “55,EDR3,GA,NM” except that instead of B Per SZ Psc was excluded. SZ Psc was
also excluded for the baseline solution of “60,EDR3,GA,NM” and was therefore discussed
earlier.

The scatter in ω WM is larger compared to the scenarios with Gaia EDR3. This is
explained by the improved proper motion estimates in Gaia EDR3 compared to Gaia
DR2. The scatter in ME, especially of ωY , is larger for “55,DR2,NM”. Again, the 10
scenarios with the lowest WRMS in ϵ or ω have small ME values. The outlying patch with
approximately MEωY ≥ 0.38 mas yr−1 includes 45 solutions where in each of them Cyg X-1
was rejected, and in 44 of them both HD 199178 and AR Lac. The same reasoning applies
as for “55,EDR3,GA”. The mean values for the magnitude of the WRMS and ME are
0.082 and 0.205 mas for the ϵ and 0.026 and 0.045 mas yr−1 for ω. The mean WRMS for ϵ
therefore is only half of the value for “55,EDR3,GA,NM”. The mean Q/n vary between 1.77
and 2.93, which are smaller values than for for “55,EDR3,GA,NM” (2.41 and 3.91). The
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mean values for ϵ and ω for the respective axes coincide with WM55,DR2,NM in Table 5.14.
The minimum magnitudes of the WRMS values are 0.049 mas for the orientation offset
and 0.017 mas yr−1 for the spin, and the minimum magnitudes of the ME values are
0.195 mas and 0.043 mas yr−1 respectively. The minimum magnitude of the orientation
offset WRMS of 0.049 mas is reached, if V1110 Tau, V1961 Ori, HD 8357, and HD 224085
are excluded. Similarly, the minimum magnitude of the spin WRMS of 0.017 mas yr−1 is
reached, if V811 Tau, V1110 Tau, HD 37150, and RS CVn are rejected from the sample.
They are mostly different stars compared to those of the respective solutions based on
Gaia EDR3.

From the scatter of these results and the minimum ME and WRMS values, it is concluded
that the lowest level of the uncertainty of WM is ⪆0.12 mas for each of the orientation
offset rotations and ⪆0.03 mas yr−1 for each of the spin rotations. In the future it can
be tested how much the additional observations as used in “60,EDR3,GA,NM” would
improve the result for Gaia DR2. Plots similar to Fig. 5.45 for “60,EDR3,GA,NM” show
that ωY is determined with a 3.4-σ significance for the solution with the lowest mean
Q/n. This solution is usually in the scatter range where most of the solutions are found.

5.7 Possible future improvements

Three main works can be done to improve the above analysis. First, the VLBI celestial
reference frame has to be updated to include all relevant primary calibrators. Positions
of calibrators already included in the ICRF3 should be updated with more observations
if necessary to improve the calibrator catalog position. This topic is discussed in the first
subsection. Second, new Gaia data releases are expected to provide better astrometric
information for the stars at optical frequencies. This is discussed in the subsequent subsec-
tion. In the last subsection, recommendations for follow-on phase-referencing observations
of the known radio stars are outlined to further improve the VLBI database.

5.7.1 VLBI celestial reference frame

An item in the error budget of the VLBI positions is the catalog position uncertainty σCRF

of the primary calibrator as indicated in Sect. 5.4.5. The σCRF of the primary calibrators
in this work are presented in Fig. 5.49 in directions of α∗ and δ. It can be seen that not
only the positions from other catalogs than ICRF3 S/X have larger position uncertainties,
but also some of the ICRF3 S/X positions. Furthermore, the uncertainty in δ direction
tends to be higher than in α∗ direction, which is similar to, e.g., the random errors of the
star position measurements.
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Figure 5.49 Uncertainties of the
primary calibrator catalog positions
σCRF =

√︂
σ2

α∗,CRF + σ2
δ,CRF in di-

rections of α∗ and δ for all obser-
vations in “60,EDR3,GA,NM”. The
uncertainty of one primary calibra-
tor (J1832-1035, one position for
star HD 167971) with (σα∗, σδ) of
(4.9,5.1) mas from ICRF3 S/X is
outside the plot range.
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Figure 5.50 Uncertainties of the primary calibrator cat-
alog positions σCRF =

√︂
σ2

α∗,CRF + σ2
δ,CRF for all observa-

tions in “60,EDR3,GA,NM” versus the number of observa-
tions of the object in the respective CRF along with the
values for all objects in ICRF3 S/X. The dark grey points
are the median values of all ICRF3 S/X values per bin of
10 observations. The axes are logarithmic.

To test the maximum impact on the rotation parameter analysis that can be achieved by
improving the calibrator catalog uncertainties, they are excluded from the error budget
σabsolute in scenario “60,EDR3,GA,NM,nosigmaCRF”. The resulting statistics when em-
ploying all available VLBI data are presented in Table 5.21. The six rotation parameters of
the baseline solution at the same iteration as the baseline solution of “60,EDR3,GA,NM”,
k = 15, are (+0.215, +0.229, +0.213, +0.035, +0.076, -0.026)±(0.064, 0.101, 0.055, 0.009,
0.010, 0.009) mas or mas yr−1 with Q/n = 6.48. While the uncertainties of the spin pa-
rameters remain similar to the baseline solution of “60,EDR3,GA,NM” and the Q/n only
increases slightly, the uncertainties of the orientation parameters decrease by (0.050, 0.011,
0.023) mas if Q/n = 1. This is also supported by the ME60,EDR3,GA,NM,nosigmaCRF, which
are reduced by (19, 6, 11, 0, 0, 0) % compared to ME60,EDR3,GA,NM.

Another scenario is presented Table 5.21 as well, where the seven stars HD 22468,
LSI +61 303, V410 Tau, AR Lac, DoAR 51, CoKu HP Tau G2, HD 283641 which pro-
duce offsets in the iterative rotation parameter results were excluded. The six rota-
tion parameters of the baseline solution at the same iteration as the baseline solu-
tion of “53,EDR3,GA,NM”, k = 13, are (+0.221, +0.391, +0.219, +0.030, +0.039,
+0.010)±(0.069, 0.112, 0.058, 0.011, 0.013, 0.010) mas or mas yr−1 with Q/n = 6.31.
The uncertainties, Q/n, and ME53,EDR3,GA,NM,nosigmaCRF behave similar to the previous
scenario.

Of course, calibrator catalog uncertainties of zero are not realistic. Thus, their data from
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Table 5.21 WM, WRMS, and ME of the various rotation parameter scenarios for Gaia
EDR3 when assuming σCRF to be zero.

Scenario Parameter ϵX(T ) ϵY (T ) ϵZ(T ) ωX ωY ωZ

60,EDR3,GA,NM,
nosigmaCRF

WM60,EDR3,GA,NM,nosigmaCRF 0.258 0.378 0.118 0.027 0.066 -0.013

WRMS60,EDR3,GA,NM,nosigmaCRF 0.078 0.105 0.087 0.014 0.012 0.015
ME60,EDR3,GA,NM,nosigmaCRF 0.078 0.115 0.064 0.010 0.011 0.010

53,EDR3,GA,NM,
nosigmaCRF

WM53,EDR3,GA,NM,nosigmaCRF 0.225 0.457 0.144 0.024 0.042 0.007

WRMS53,EDR3,GA,NM,nosigmaCRF 0.038 0.064 0.117 0.009 0.007 0.008
ME53,EDR3,GA,NM,nosigmaCRF 0.082 0.124 0.067 0.011 0.014 0.011

Notes. For scenario “60,EDR3,GA,NM,nosigmaCRF” iterations 11 to 52 were used for calcula-
tion, whereas for scenario “53,EDR3,GA,NM,nosigmaCRF” where stars were excluded beforehand,
the iterations 11 to 45 were employed. For derivation of values MEs the last 10 iterations were re-
jected because the formal errors of the rotation parameters increase substantially if only few stars
are available for calculations. The epoch T is 2016.0 for Gaia EDR3. Units are in milliarcseconds
for ϵX(T ), ϵY (T ), and ϵZ(T ). They are milliarcseconds per year for ωX , ωY , and ωZ .

Table 5.22 ME and difference to ME53,EDR3,GA,NM in percent, labeled as ∆, of various
rotation parameter scenarios with different threshold of maximum σCRF.

Scenario ϵX(T ) ϵY (T ) ϵZ(T ) ωX ωY ωZ

ME53,EDR3,GA,NM 0.104 0.132 0.076 0.011 0.014 0.011
ME53,EDR3,GA,NM,nosigmaCRF 0.082 0.124 0.067 0.011 0.014 0.011
∆ [%] 21 6 12 1 2 1
ME53,EDR3,GA,NM,0.10maxsigmaCRF 0.081 0.122 0.068 0.011 0.013 0.011
∆ [%] 22 8 11 2 3 2
ME53,EDR3,GA,NM,0.22maxsigmaCRF 0.090 0.128 0.074 0.011 0.014 0.011
∆ [%] 14 3 3 1 1 1

Notes. Iterations 11 to 35 were considered for calculation of the MEs of the various scenar-
ios s, because the formal errors of the rotation parameters increase substantially if only few
stars are available for calculations. If the square root of the mean Q/n were considered as
well for the respective iterations, the ∆ [%] are 2 % lower for ME53,EDR3,GA,NM,nosigmaCRF and
ME53,EDR3,GA,NM,0.10maxsigmaCRF, and 1 % lower for ME53,EDR3,GA,NM,0.22maxsigmaCRF. The epoch
T is 2016.0 for Gaia EDR3. Units are in milliarcseconds for ϵX(T ), ϵY (T ), and ϵZ(T ). They are
milliarcseconds per year for ωX , ωY , and ωZ .
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ICRF3 S/X was evaluated to find suitable assumptions for achievable uncertainty levels.
When comparing the combined position uncertainty

√︂
σ2

α∗,CRF + σ2
δ,CRF, labeled as σCRF,

to the number of observations in the respective CRF in Fig. 5.50, it can be seen that the
primary calibrators with larger σCRF values have a smaller number of observations. The
median position uncertainty of ICRF3 S/X in bins of 10 observations is plotted in darker
grey for comparison. The median position uncertainty for the bin of 250 observations is
0.22 mas. A level of 0.10 mas can only be reached with more than about 600 observations
of the radio source. Only 30 % of the primary calibrators in this work have a position de-
termined from more than 600 observations in the respective catalogs. Surely, since ICRF3
and rfc2018b, more observations have been conducted by the IVS and other communities
to improve the future CRF. Since ICRF3 where 6206 sessions at S/X bands were included
(Charlot et al. 2020), more suitable sessions have been observed, such as the R1/R4 ses-
sions observed twice per week by the IVS. For example, for the preparation of ITRF2020,
already more than 6500 sessions could be submitted by the VLBI community16. However,
for linking the radio star positions to ICRF3 S/X the specific calibrators are needed out of
which some are even not yet in ICRF3 S/X. Of course a requirement of 0.10 mas, meaning
about 600 observations per primary calibrator, would require an enormous effort of the
VLBI community. Therefore, it might be more realistic to target 0.22 mas, meaning about
250 observations, for each primary calibrator first, where 57 % of the primary calibrators
already reach this target.

With this information in mind, two more scenarios were prepared, where the σα∗,CRF and
σδ,CRF were capped at 0.10/

√
2 mas and 0.22/

√
2 mas respectively, equal to 0.10 mas and

0.22 mas for σCRF. This means the uncertainties of any star positions with σCRF smaller
the threshold were not changed, and the uncertainties of any star positions with σCRF

larger the threshold were set to the threshold value. With a limitation to 0.10 mas 18
stars needed no capping, and with a limitation of 0.22 mas 35 stars needed no capping.
Furthermore, to derive a better comparison of the ME statistics, the seven stars which
produce offsets in the spin and orientation parameters similar to “53,ERD3,GA,NM”
were excluded. The resulting mean formal errors ME53,EDR3,GA,NM,0.10maxsigmaCRF,
ME53,EDR3,GA,NM,0.22maxsigmaCRF, and ME53,EDR3,GA,NM,nosigmaCRF are listed in Table 5.22
along with the percentage of improvement compared to “53,ERD3,GA,NM”. As expected,
the greatest decrease in ME is seen when σCRF was set to zero or a maximum of 0.10 mas.
Both give similar results, with the greatest reduction in ME for ϵX by 20 %. The ME of
the other orientation parameters also reduce considerably, whereas the ME of the spin
parameters do not. When σCRF was set to a maximum of 0.22 mas, the reduction in ME
for ϵX is still 14 %, whereas it is negligible for the other rotation parameters. Of course
these results only apply to the given dataset that means to the given sky distribution

16https://ivscc.gsfc.nasa.gov/IVS_AC/IVS-AC_ITRF2020.htm, accessed 20 October 2021.
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of the counterparts, the differences between VLBI and Gaia parameters, and the given

uncertainties.

Some of the primary calibrators are not yet included in ICRF3. Therefore, when pro-

cessing a new CRF with the updated list of VLBI sessions, it should be checked whether

the sessions used to create the rfc catalogs can also be added. In this way, all calibrator

positions are given in a common frame and any degradation of results due to calibrator po-

sitions in different CRF is eliminated. However, the orientation offset between rfc_2018b

and ICRF3 S/X was tested to be below 50µas (Lunz et al. 2019a), smaller than the

position offsets seen in the iterative rotation parameter results, such as for the scenario

Ş60,EDR3,GA,NMŤ. For the current datasets, no unexpected offsets in the rotation pa-

rameters can be found when rejecting a star whose position was referenced to a primary

calibrator that is not in ICRF3.

Special sessions to improve the positions of the primary calibrators can be proposed. In

particular, if it is not possible to use VLBI sessions from rfc catalogs to create a new CRF,

this should be considered.

5.7.2 Upcoming Gaia data release

Not only the VLBI-based CRF but also the Gaia dataset will improve with time. Accord-

ing to Lindegren (2020a), the new Gaia data releases are expected to improve as L
−1/2

for positions and parallax, and as L
−3/2 for proper motions. Thereby L = 1.8 yr for Gaia

DR2 at epoch T = 2015.5. In the further calculations, the correlations are not changed.

Gaia EDR3 is based on the time period between 25 July 2014 and 28 May 2017 (Fabricius

et al. 2021), which is equal to L = 2.8 yr and the epoch is T = 2016.0.

The evolution of the formal errors of the baseline solutions of scenarios Ş60,EDR3,GA,NMŤ

and Ş53,EDR3,GA,NMŤ was tested for possible future Gaia DRs as reported in Table 5.23.

The exact time span and epochs for upcoming Gaia DRs are not yet known. Therefore,

the test scenarios were chosen similar to Lindegren (2020a). For one test, the nominal

period of 5 years with epoch T = 2017.1 of the corresponding DR is expected and is

denoted DR4 for simplicity. For the other test, the maximum achievable extended period

of 10 years17 with epoch T = 2019.6 was chosen and is denoted as DR5. The maximum

reduction in the formal errors of the spin parameters is about 40% for the 10-year period

compared to the 2.8-year period. The formal errors of the orientation parameters remain

similar for the three time intervals tested. In fact, the inclusion of Ąve more stars has,

with about 10 % reduction, a larger impact on the formal errors of the orientation pa-

rameters than the upcoming Gaia DRs, when comparing results for the baseline solutions

of Ş60,EDR3,GA,NMŤ and Ş53,EDR3,GA,NMŤ containing 45 and 40 stars, respectively.

17https://www.cosmos.esa.int/web/gaia/faqs#missionend, accessed 20 October 2021.
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5.7 Possible future improvements

The decrease in formal errors of the spin is also about 15 % when comparing the two

scenarios.

Table 5.23 Expected change in the
formal errors of the rotation pa-
rameters of the baseline solutions
of scenarios Ş60,EDR3,GA,NMŤ and
Ş53,EDR3,GA,NMŤ from employing
future Gaia DRs.

Scenario T σ
ϵ(T ) σω

[µas] [µas yr−1]

60,EDR3,GA,NM 2016.0 87.4 9.4

60,DR4,GA,NM 2017.1 85.4 6.6

60,DR5,GA,NM 2019.6 86.4 5.5

53,EDR3,GA,NM 2016.0 97.7 11.6

53,DR4,GA,NM 2017.1 94.8 7.9

53,DR5,GA,NM 2019.6 95.8 6.4

Notes. The formal errors σ
ϵ(T ) and σω

are presented as the quadratic mean of the

uncertainty components in X, Y , and Z.

Thereby T is the assumed epoch of the

Gaia DR. Therefore, solutions with T =

2016.0 correspond to the respective base-

line solutions presented in Table 5.16.
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5.7.3 Follow-on star observations

Table 5.24 Expected change in the formal errors
of the rotation parameters of the baseline solution
of scenario “60,EDR3,GA,NM” when adding new
single-epoch positions for 37 of the accepted stars
which are no masers and have VLBI positions in
“60,EDR3,GA,NM” already. The results are also
shown for the expected Gaia DR4 and Gaia DR5.

Scenario T t σϵ(T ) σω

[µas] [µas yr−1]

60,EDR3,GA,NM 2016.0 none 87.4 9.4
60,EDR3,GA,NM 2016.0 2022 70.7 8.9
60,EDR3,GA,NM 2016.0 2023 71.5 8.7
60,DR4,GA,NM 2017.1 2023 67.2 6.3
60,DR5,GA,NM 2019.6 2023 66.0 5.3
60,EDR3,GA,NM 2016.0 2025 73.0 8.4
60,DR4,GA,NM 2017.1 2025 68.0 6.1
60,DR5,GA,NM 2019.6 2025 65.9 5.1
60,EDR3,GA,NM 2016.0 2030 76.2 7.6
60,DR4,GA,NM 2017.1 2030 70.4 5.6
60,DR5,GA,NM 2019.6 2030 66.5 4.7
60,EDR3,GA,NM 2016.0 2023+2030 67.9 7.5
60,DR4,GA,NM 2017.1 2023+2030 61.7 5.5
60,DR5,GA,NM 2019.6 2023+2030 57.0 4.7

Notes. The formal errors σϵ(T ) and σω are presented
as the quadratic mean of the uncertainty components
in X, Y , and Z. Thereby t is the assumed epoch of the
newly added VLBI positions and T is the epoch of the
Gaia DR. The Gaia DR covering the nominal mission
period of 5 years is denoted DR4, and the Gaia DR
covering the extended mission period of 10 years is
denoted DR5.

To simulate the effect of new one-
epoch observations, another scenario
was tested in which a new single-epoch
position from phase-referencing obser-
vations was added to the baseline so-
lution of “60,EDR3,GA,NM” at epoch
t = 2022, 2023, 2025, and 2030, respec-
tively, for each star in the baseline solu-
tion. The uncertainty of the additional
position for each of the stars was de-
rived with the formulas given in Eqs. 5.4
and 5.5. Thereby the σrandom were cho-
sen to be the median values as given
in Sect. 5.4.5. The calibrator used for
the existing data was chosen as the pri-
mary calibrator for the simulated posi-
tions, and σα,CRF and σδ,CRF were cho-
sen accordingly. In case positions ref-
erenced to multiple primary calibrators
were available, one of them was ran-
domly selected. Any masers (SY Scl,
S Per, T Lep, VY CMa, S Crt, S CrB,
U Her, RR Aql, PZ Cas) in the accepted
stars of the baseline solution were ig-
nored, which means no additional po-
sition was simulated for them. This is
because it is not expected to obtain a
phase-referencing position for them in
the continuum mode. In total, a new
position was added for 37 of the ac-
cepted stars.

In Table 5.24 the results of the formal errors of the rotation parameters are presented as
the quadratic mean of the uncertainty components in X, Y , and Z. As expected, the
scenarios where the epoch of the new VLBI observations t is closer to the Gaia epoch
T lead to lower formal errors for the orientation parameters, but higher formal errors
for the spin parameters compared to the scenario where t is further away in time from
T . Observing the 37 stars in both 2023 and 2030 would lead to improvements in both
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orientation and spin determination. Moreover, this behavior of the formal errors of the
rotation parameters remains similar when tested on possible future Gaia DRs, where of
course the formal errors will additionally decrease due to the improved Gaia dataset.
The test with a new observation in 2023 and 2030 shows that there is no advantage to
observing the stars in 2023 in addition to 2030, provided the given data, if only the spin
determination of the Gaia DR with T = 2019.6 would be of interest. From a practical
point of view, however, it is advantageous to observe the stars in several epochs. First,
it is then possible to determine if a position is an outlier in the position time series,
and second, acceleration terms or other nonlinear motions become visible. Third,

√︁
Q/n,

similar to s2
0, cannot be investigated in the simulations due to unknown residuals.

Table 5.25 Expected change in the formal errors
of the rotation parameters of the baseline solu-
tion of scenario “60,EDR3,GA,NM” when adding
proper motions with different uncertainties for
9 of the accepted stars which were detected in
Boboltz et al. (2007) and in this work and which
do not yet have a VLBI-based proper motion.
The results are also shown for the expected Gaia
DR4 and Gaia DR5.

Scenario T σµα∗,δ σϵ(T ) σω

[µas yr−1] [µas] [µas yr−1]

60,EDR3,GA,NM 2016.0 0.1 87.4 9.2
60,DR4,GA,NM 2017.1 0.1 85.4 6.5
60,DR5,GA,NM 2019.6 0.1 86.4 5.4
60,EDR3,GA,NM 2016.0 0.05 87.3 8.7
60,DR4,GA,NM 2017.1 0.05 85.4 6.3
60,DR5,GA,NM 2019.6 0.05 86.3 5.3
60,EDR3,GA,NM 2016.0 0.03 87.2 8.1
60,DR4,GA,NM 2017.1 0.03 85.4 5.8
60,DR5,GA,NM 2019.6 0.03 86.1 5.0

Notes. The formal errors σϵ(T ) and σω are presented
as the quadratic mean of the uncertainty components
in X, Y , and Z. Thereby σµα∗,δ

is the assumed uncer-
tainty of the newly added VLBI proper motion in α∗
and δ directions, and T is the epoch of the Gaia data.
The Gaia DR covering the nominal mission period of
5 years is denoted DR4, and the Gaia DR covering the
extended mission period of 10 years is denoted DR5.

Moreover, for the determination of the
residual spin, it is usually advantageous
to determine estimates for the stellar
motion model of a star. Models of stel-
lar motion are derived from relative po-
sitions, which are much more precise
than absolute single epoch positions
and therefore carry more weight in the
adjustment procedure. Thus, another
simulation was computed in which
model estimates were assumed for some
of the stars for which a stellar motion
model is not yet available. Candidates
for deriving estimates of models of stel-
lar motion for the first time from VLBI
data only are the 12 stars from Boboltz
et al. (2007) which were detected in
the January 2020 VLBA observations
of this work. They are UV Psc,
HD 8357, RZ Cas, B Per, SV Cam,
54 Cam, IL Hya, Hu Vir, DK Dra,
RS Cvn, SZ Psc, and HD 224085. De-
riving appropriate estimates for mod-
els of stellar motion for stars for which
very precise estimates are not yet avail-
able requires enough phase-referencing
VLBI observations of these stars in con-
tinuum mode at X-band or C-band. For the above 12 stars only the positions at one epoch
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in 2020 are collected at present. Assuming altogether four more observations of each of
the stars in the second half of 2022 and the first half of 2023 at the maxima and minima of
the parallax signal, a time span of about three years is covered by five VLBI observations
per star. Taking the median σrandom from Sect. 5.4.5 of 0.026 mas in α∗ and 0.067 mas
in δ, this would result in formal errors for σµα∗ of roughly 0.01 mas yr−1 and for σµδ

of
roughly 0.03 mas yr−1. Similar values are expected when observing with EVN, although
the north-south geometry can be improved by including stations like Hartebeesthoek.
When comparing to the results from Table 5.12, it is clear that this is a very optimistic
uncertainty estimate and that it is likely that they need inflation to obtain a s2

0 = 1.

To not be over-optimistic, σµα∗ = σµδ
= 0.1 mas yr−1 or 0.05 mas yr−1 were assumed for a

simulated scenario. For the determination of the rotation parameters the proper motions
for the above 12 stars were added to “60,EDR3,GA,NM”. However, those of B Per, HU
Vir, and SZ Psc have no effect on the results, because they are not in the baseline solution
of “60,EDR3,GA,NM”. They get excluded beforehand because their VLBI and Gaia data
based on the given parameterizations with position, proper motion, and parallax diverge
largely. That the parameterization is not sufficient for the given data is also expressed
by the larger RUWE values in Gaia EDR3 for these stars. This can be explained, as all
three stars are located in the larger orbit of a triple system, where the larger orbit has a
period of 2 to 6 years, close to the Gaia EDR3 observation time interval. In Gaia DR2,
their RUWE value was below 1.4, which is why they were selected as suitable stars for
the Gaia VLBI alignment.

The resulting formal errors of the rotation parameters are presented in Table 5.25. There
is less than 14 % improvement in the formal error of the spin compared to the original
baseline solution, which is presented in Table 5.23, even if σµα∗ = σµδ

= 0.03 mas yr−1 was
applied. The formal errors of the orientation offset reduced only insignificantly.

Despite the formal errors from the Qxx matrix in the adjustment, the residuals affect the
final parameter uncertainties because the formal errors must be inflated so that σ2

0/s
2
0 =

1, where σ2
0 is the unknown variance of the weight unit. Only real measurements can

can provide information about this. Therefore, it is of interest to further investigate
the reason for large residuals in, e.g., Fig. 5.36 and to plan new observations for stars
with large residuals if they cannot be explained with the already known information. In
this way, linear accelerations or motions due to multiple star systems can be uncovered.
Furthermore, the correlations between the astrometric parameters in the stellar motion
model are large for some stars in this study. To decorrelate the parameters, additional
geometrically sensitive observations are needed for these stars. For the planning of the
re-observations, the peak intensities from Sect. 5.4.3 should be used in order to obtain a
suitable SNR for astrometric observations. Furthermore, the secondary calibrators can be
observed in order to improve the atmosphere correction. In addition, a better uv-coverage
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5.8 Discussion

will reduce side-lobes. These actions will improve the consistency of the relative positions.

The inclusion of new counterparts would provide the possibility to better identify stars
that produce offsets in the iterative rotation parameter solutions and enable further in-
vestigations of possible magnitude dependence of the alignment. The formal errors of the
rotation parameters are moreover very sensitive to the number of counterparts included,
since their number is small. More counterparts can be searched for by making use of
the proposals B and C in Sect. 5.3 and it is possible to cross-check the selection of stars
with detections from the NRAO VLA Sky Survey (Condon et al. 1998) and Gaia EDR3
beforehand.

Of lower priority for the alignment between a VLBI-based CRF and the Gaia bright frame
are further observations for additional investigations on the topic of unresolved binaries
as seen by Gaia but resolved by VLBI. As shown in Table 5.18 the difference between
the Gaia position and the barycenter and the center of luminosity is individual for each
binary and at the level of the position uncertainty of an absolute single-epoch position in
this work. Given the limited amount of observing time, these objects therefore should be
taken aside and instead individual objects with expected linear motion, which are more
suitable for the task, should be observed instead.

If dedicated observations were planned, the expected effect on the rotation parameter
analysis can be tested using the algorithm of Lindegren (2020a) and of this work.

5.8 Discussion

The alignment of the Gaia bright frame to ICRF3 S/X using radio stars was improved
through several ways in this work, but the result is still limited by the small number of
counterparts and the heterogeneity of the reference points of the absolute positions for
both the calibrator AGNs and the stars.

5.8.1 Various rotation parameter solutions

The aim of this chapter was to evaluate and improve the alignment of the optically bright
fraction of the Gaia data releases 2 and 3 to ICRF3 S/X in terms of three rotations. Both
the static part of the rotation and its time derivative were determined. The static part is
called orientation offset ϵ(T ) = [ϵX(T ), ϵY (T ), ϵZ(T )]′ about the three axes of the ICRF3
S/X X, Y , and Z at epoch T of the Gaia DR, and the time derivative is called the linear
spin ω = [ωX , ωY , ωZ ]′.

For this task, VLBI observations of optically bright radio stars relative to radio bright
extragalactic primary calibrators in the phase-referencing mode were employed. Various
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scenarios were tested where the impact of the homogenization of the VLBI data, the
impact of a more realistic error budget, the impact of the Galactocentric acceleration,
the impact of the new observations from this work in two different fashions (absolute
or relative positions), and the inclusion or deletion of various counterparts on the six
rotation parameters was tested. For each scenario, iterative rotation parameter results
were derived, where in each iteration the most deviating star was excluded from the
sample. Weighted mean (WM), weighted RMS (WRMS), and mean formal error (ME)
statistics of a representative range of the iterative rotation parameter results were used
for comparison of the various scenarios.

The determination of residual rotation parameters for Gaia DR2 was improved to have
less scatter in the iterative results, especially in ϵY , ωX , and ωY , after homogenizing the
VLBI data.

• First, the reduced scatter in Y results mainly from consistently shifting all phase-
calibrator coordinates (and thus star coordinates) from the partly homogenized
VLBI data collection in Lindegren (2020a) to those from ICRF3 S/X (or rfc_2018b
if not in ICRF3), even though the shifts are mostly less than a milliarcsecond in
magnitude. Metadata from publications and the VLBI data repository were used
for this effort. This scenario was labeled “41,DR2,shift”. Also, the WM changed
substantially during this homogenization step. The large WM in ϵY of 1.273 mas
decreased by 0.883 mas and the large WM in ϵZ of 0.537 mas decreased by 0.532 mas,
whereas the WM in ϵX increased from 0.055 mas to −0.152 mas. The WM in ωX

increased from −0.047 mas yr−1 by −0.036 mas yr−1 and the WM in ωY increased
from −0.081 mas yr−1 by −0.058 mas yr−1, while the WM in ωZ remained the same
(−0.001 mas yr−1 difference).

• Second, the catalog position uncertainty of the primary calibrator, σCRF, was not
consistently applied for all star positions in Lindegren (2020a). The consistent han-
dling of this error budget item in scenario “41,DR2,σmodel pos” smoothed the results
as indicated by the lower WRMS values. The homogeneous handling of the position
uncertainties compared to the original solution in Lindegren (2020a) equalized the
weights of the positions in the adjustment computation, so the decreased scatter is
not surprising.

• Third, a more realistic error budget for absolute star positions from continuum
phase-referencing was determined in this work. It was separately evaluated for posi-
tions from single epochs and from models of stellar motion (which usually consist of
position, proper motion and parallax) because both are mixed in the computation of
the rotations between VLBI and Gaia frames. The detailed discussion in Sect. 5.4.5
identified five error budget items that must be considered, and general orders of
magnitude were provided for each of them. The largest error budget items are the
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calibrator catalog position uncertainty, the delay model error, and the position dif-
ference of the primary calibrator determined from group delays or phase delays.
Some of these items were already considered in the previous analyses, some had to
be added on top to obtain the total more realistic error budget. Because of the added
uncertainties, positions from models of stellar motion (and single-epoch positions in
case they were inserted) contributed less to the spin determination compared to the
approach in “41,DR2,Lind2020”. The result is a 2.5- to 3.5-fold increase in ME of
the orientation offset compared to “41,DR2,Lind2020” and a 1.7-fold increase com-
pared to “41,DR2,σmodel pos”. The ME of the spin are only marginally affected. The
Q/n, similar to s2

0, however decreased due to the higher uncertainties of the VLBI
positions. The Q/n was less than one for “41,DR2” when there were still 15 stars in
the sample, compared to 8 stars for “41,DR2,Lind2020”. This result shows that the
error budget for absolute positions applied in this work is more realistic. Combining
ME and

√︁
Q/n, the uncertainties of the orientation offsets increased by 60 %. The

resulting rotation parameters support a magnitude lowered by 0.114 mas in ϵX com-
pared to “41,DR2,σmodel pos” and a lower magnitude in ωX by 0.016 mas yr−1. They
are furthermore significantly different from the results without full homogenization.
Therefore, it shows that careful handling of historic data is necessary for ensuring
that all positions are in the same reference frame, but also realistic uncertainties
must be considered for the comparison between VLBI and Gaia.

The same conclusions apply to Gaia EDR3, where the orientation offset WM magnitudes
similarly decreased for Y and Z and increased for X after homogenization. The WM of ωY

however decreased compared to the results from Gaia DR2. Again, the increase in position
uncertainties reduced the Q/n so that unity was reached in “41,EDR3” when there were
still 12 stars in the sample, while it could not be reached at all in “41,EDR3,Lind2020”.

In the next step, new absolute single-epoch positions from VLBA observations (experiment
UL005) were added to the rotation parameter analysis. The more realistic error budget for
these positions has a median of 0.351 mas in α∗ and 0.782 mas in δ, which is substantially
higher than the 0.1 mas expected in simulations of the impact of future VLBI observations
by Lindegren (2020a). Adding the new positions for the 32 stars in this work nevertheless
improved the ME of the rotation parameters due to the higher number of observations
and the new counterparts between VLBI and Gaia, as expected.

The new observations in scenario “55,DR2” changed the magnitude of the WM of ωY

significantly by about 0.016 mas yr−1 compared to the value for “41,DR2” and the corre-
lations between parameters reduced to be negligible. The WRMS values were improved
for most rotation parameters. For Gaia EDR3 (“55,EDR3”), the new single-epoch posi-
tions likewise decreased the ME of the rotation parameters compared to the scenario with
41 stars. The WM values of ϵX and ϵY changed significantly by about 0.1 mas and the
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correlations between the parameters become negligible (Later analyses show that the ex-
clusion of stars that produce offsets in the analysis of the rotation parameters can lead to
a change in the WM of similar magnitudes.). The inclusion of the new data even slightly
changed the ratio of the rotation parameter values of the X, Y and Z axes and the size of
the orientation offset. The WRMS values of ϵX and ϵY further improved by 40 %, while
they remained similar for the other rotation parameters. Furthermore, the iteration with
Q/n equal to one for both Gaia DR2 and Gaia EDR3 includes 6 or 7 more stars than
the corresponding iteration for scenarios without the new observations. These aspects
show that the new observations have a positive impact on the analysis of the rotation
parameters.

In another test case “55,EDR3,GA”, the effect of the Galactocentric acceleration of
5.8µas yr−1 in the Galactocentric direction was applied to the VLBI positions and proper
motions of scenario “55,EDR3”, as it was not previously considered in the processing
of the VLBI data from phase referencing. Thus, this effect was consistently taken into
account for both VLBI and Gaia positions and proper motions in “55,EDR3,GA”. The
rotation parameter estimates demonstrate that the consistent handling of the effect of the
Galactocentric acceleration had no significant impact on the alignment of the bright Gaia
frame to ICRF3 using the data and method in this work. This was to be expected, since
the maximum effect on the proper motions of the objects with 5.8µas yr−1 is smaller than
the spin ME and WRMS values of the bright part of Gaia determined in this work.

Since the more realistic error budget mitigates the influence of the absolute VLBI posi-
tions on the spin determination, it can be suggested that more and refined VLBI proper
motions should be determined instead of one-epoch positions to obtain further improved
spin parameters. The proper motions can be determined from the more precise relative
positions towards the primary calibrator, which is thereby assumed to have a stable po-
sition based on phase delays. Thus, it was assessed whether it would be more effective
for the spin determination to use the new data from the UL005 experiment to derive
relative star positions rather than absolute positions and to improve the estimates for
models of stellar motion whenever possible. New model estimates for position, proper
motion, and parallax were derived for 12 stars. Linear acceleration terms were also tested
and found to be significant for four out of the 12 stars. For some stars, estimates from
constrained VLBI observation intervals or estimates for only five astrometric parame-
ters were used, although the accelerations were significant because the fits were in better
agreement with the Gaia EDR3 values. Since the Gaia data are always based on the
five astrometric parameters and the largest possible time interval of observations in the
respective Gaia DR, this approach makes sense. The VLBI data for the 12 stars from the
scenarios “55,DR2” and “55,EDR3,GA” were replaced with the new model estimates in
the scenarios “55,DR2,NM” and “55,EDR3,GA,NM”. Instead of the model positions, the
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single-epoch absolute position(s) from experiment UL005 were inserted because they are
likely to be better connected to the group delay positions of the primary calibrators in
ICRF3 S/X due to the same handling of calibrator source structure in the VLBI analysis.

For Gaia DR2, the WRMS and WM values do not change much between “55,DR2” and
“55,DR2,NM”, however the orientation offset ME values increased 1.2-fold due to the
lower number of positions inserted into the analysis. Only the WRMS in ϵZ changed
noteworthy (decrease by 50 %). For Gaia EDR3, the orientation offset ME values also
increased, due to the same reasons as for Gaia DR2. However, the WRMS and ME
values of the spin decreased. These results confirm that replacing the VLBI data with
the absolute one-epoch star positions and the updated VLBI proper motions determined
from the precise relative positions has a greater impact on the spin determination than
simply adding the absolute one-epoch positions to the existing dataset, when a realistic
error budget is considered. However, when the determination of the orientation offset
is of interest, it might be interesting to set up a scenario, where as many independent
absolute positions are included as possible to decrease the orientation offset ME. For both
“55,EDR3,GA” and “55,EDR3,GA,NM”, the Q/n of one is reached when there are still
16 stars in the sample, indicating that other effects dominate the error budget.

Further scenarios based on Gaia EDR3 with the inclusion of more stars or rejection of
stars leading to offsets in the determination of the orientation and spin showed that
the WRMS scatter of the orientation parameters can be reduced to below 0.078 mas per
rotation axis and the WRMS scatter of the spin can be reduced to below 0.009 mas yr−1

respectively. This is a large difference compared to the WRMS of the rotation parameters
using the original Lindegren (2020a) dataset of 0.227 mas and 0.019 mas yr−1 respectively.
As shown for Gaia DR2, a large fraction of this reduction is due to the additional error
budget of the observations in the present study. The WM between the various scenarios
“49,EDR3,GA,NM”, “53,EDR3,GA,NM”, “55,EDR3,GA,NM”, and “60,EDR3,GA,NM”
change for each of the three orientation offset estimates ϵX , ϵY , and ϵZ at maximum
by 0.075, 0.133, and 0.026 mas and for each of the three spin estimates ωX , ωY , and
ωZ at maximum by 0.008, 0.022, and 0.021 mas yr−1. The scenarios in which the stars
that lead to offsets in the iterative rotation parameters were excluded a priori, namely
“49,EDR3,GA”, “49,EDR3,GA,NM”, and “53,EDR3,GA,NM”, show a smaller magnitude
in ωY than the scenarios in which all available stars were included, irrespective of whether
the new estimates for the stellar motion models were used or not (Lunz et al. 2021b).

In similar analyses of rotation parameters, such as Lestrade et al. (1999); Lindegren
(2020a), only the model positions were used as absolute positions from VLBI. Ac-
cordingly, using the model positions instead of the one-epoch positions from experi-
ment UL005 in “55,EDR3,GA,NM,modelpos”, the difference in WM for ϵX (comparing
“55,EDR3,GA,NM” and “55,EDR3,GA,NM,modelpos”) is significant and the orientation
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offset ME is slightly reduced. This is probably due to the lower error budget of the absolute
model positions compared to the one-epoch positions of experiment UL005. Nevertheless,
the position residuals show that for individual stars the residuals of one or the other
scenario are smaller and therefore fit the Gaia data better. This finding suggests that
more detailed studies are needed for the stars in question. Furthermore, the differences
of the rotation parameters between the two solutions are smaller than the differences of
the rotation parameters in the scatter plots in Fig. 5.44a. These scatter plots show the
WM, WRMS, and ME statistics for 211876 individual scenarios, where in each scenario
the first eleven rejected stars from “60,EDR3,GA,NM” and an individual set of four stars
were deleted before the analysis run to show the accuracy of a representative range of the
results (A detailed discussion of these plots follows in the next subsection.). The WM
values of the orientation offset and spin for “55,EDR3,GA,NM,modelpos” are within the
scatter of the WM values in the plots.

5.8.2 Accuracy of the final results

For the scenarios with the more realistic error budget, scatter plots were created from
solutions in each of which the obvious outliers and an additional individual group of
four stars were excluded before the analysis of the rotation parameters. In this way,
it was simulated that from the representative set of stars, some stars had never been
observed by VLBI or Gaia. For “60,EDR3,GA,NM” the orientation offset WM values are
variable by (ϵX , ϵY , ϵZ) = (0.414, 0.414, 0.266)mas and the spin WM values are variable
by (ωX , ωY , ωZ) = (0.126, 0.078, 0.056)mas yr−1. The WRMS and ME scatter further
support this accuracy; their minimum values are on average ⪆0.12 mas per axis for the
orientation offset and ⪆0.01 mas yr−1 per axis for the spin. The values provide an average
lower level of the uncertainty of the WM values of Gaia EDR3. For “55,DR2,NM”, the
respective values are ⪆0.19 mas and ⪆0.04 mas yr−1.

Comparing “55,EDR3,GA,NM’ to “55,EDR3,GA”, the scatter in spin WM values, the
minimum spin WRMS values, and the spin ME values are smaller for “55,EDR3,GA,NM”,
while they generally increase for the orientation offset. The scatter of the WRMS values
is also smaller for “55,EDR3,GA,NM”. This again shows that the new model estimates
improve the accuracy of the spin results. Proper motions, based on the far more accurate
VLBI relative positions, contribute more to the spin determination than single-epoch
absolute positions with large uncertainties. Furthermore, the scatter plots of the ME
for “55,EDR3,GA” show that there are stars in the sample that have a large effect on
lowering the ME, as can be seen from the small clusters of points next to the main field
of ME results. These stars are HD 199178, AR Lac, and CygX-1, which are located in the
same direction in the sky and have high weights in the spin determination due to small
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uncertainties in the Gaia dataset. Also for “55,EDR3,GA,NM” and future Gaia DRs,
stars with more precise proper motions are desirable to similarly lower the ME.

For both Gaia EDR3 and Gaia DR2, the ωY is determined with a 3.4-σ significance or
more from these statistics for the solutions with the lowest mean Q/n when the new model
estimates were applied (“55,DR2,NM”, “55,EDR3,GA,NM”, and “60,EDR3,GA,NM”). If
the new model estimates were not applied, the significance of ωY is 2.6-σ (“55,EDR3,GA”).

Another interesting evaluation is comparing the maximum difference of the WM values
from all the scenarios based on Gaia EDR3 and 55 stars in Table 5.15 to the WRMS of the
scenario “55,EDR3,GA,NM”. Here, the former represents the variability of the solutions
based on the different setups of the VLBI data (none of which can be considered wrong),
and the latter represents the variability of the representative range of iterative rotation
parameter results within the scenario. When the ratio is small, the different scenarios
vary less than the iterative solutions in scenario “55,EDR3,GA,NM”, which means that
the individual counterparts need to be examined in more detail rather than deciding on an
approach to setting up the VLBI data. The ratio is larger one only for ϵX (1.9), because
“55,EDR3,GA,NM,modelpos” has a small value for this rotation parameter compared to
the other scenarios and its WRMS is small.

With the discussion of the WM, WRMS, and ME statistics in mind, the final baseline
solution for Gaia DR2 and Gaia EDR3 can be assessed. For each scenario, one itera-
tion, called baseline solution, was selected as listed in Table 5.16. The baseline solution
represents the scenario after the obvious outliers have been excluded and the maximum
Qi/ni of the rejected stars no longer show large deviations from the value of the previous
iteration.

The final baseline solution for Gaia DR2 is taken from scenario “55,DR2,NM” with 44
included stars and is (ϵX ,ϵY ,ϵZ ,ωX ,ωY ,ωZ) = (+0.089, +0.414, −0.022, −0.061, −0.119,
+0.024) ± (0.224, 0.309, 0.173, 0.047, 0.059, 0.052) mas or mas yr−1. Thereby, the formal
errors were already inflated with Q/n = 6.08, indicating that the uncertainties of the
input data are underestimated by a factor of about 2.4. The ωY is a 2.0-σ detection. The
final baseline solution for Gaia EDR3 taken from scenario “60,EDR3,GA,NM” with 45
included stars and is (ϵX ,ϵY ,ϵZ ,ωX ,ωY ,ωZ) = (+0.308, +0.233, +0.172, +0.033, +0.072,
−0.027) ± (0.213, 0.268, 0.163, 0.023, 0.025, 0.023) mas or mas yr−1 with Q/n = 6.28
already applied. The ωY is a 2.9-σ detection. For comparison, the ωY in the baseline
solution of “55,EDR3,GA,NM” it is a 3.0-σ detection. Without the new model estimates
from this work, in scenario “55,EDR3,GA”, ωY is a 2.5-σ detection. This is also supported
by the scatter plots of the WM, WRMS, and ME values.

In contrast, the baseline solution of “53,EDR3,GA,NM”, ωY is not significantly deter-
mined, since ωY is only +0.031±0.032 mas yr−1. The difference in significance is mainly
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due to the different value of ωY . However, for this solution deviating stars were manu-
ally excluded, which is one of the most rigorous approaches in the adjustment calculus.
Evidence of the rejection process using the highest Qi/ni is sound is provided by the fact
that the baseline solution of each scenario is at the global minimum of the Q/n values in
the scatter plots of the WM, WRMS, and ME values, as shown for “60,EDR3,GA,NM”
in Fig. 5.47. Thus, the baseline solution without manual outlier deletion is a statistically
significant signal and ωY is significant at about the 3-σ level. The largest correlations
remain between the three orientation offsets, albeit at less than +0.2 below significance,
and between ωX and ωZ (significant with +0.335).

5.8.3 Comparison with external results

The spin parameter estimates can be compared with values from the literature that are not
based on VLBI. Those for Gaia DR2 can be compared to results from Brandt (2018), who
“derived proper motions of 115 662 stars by dividing the differences of positions from Gaia

DR2 and Hipparcos by the time difference of their respective epochs, which is 24.25 years.
In addition, he reduced systematics by cross-calibrating these proper motions with the
proper motions from the Gaia and Hipparcos catalogs themselves. This includes the
correction of global rotations between the catalogs. The spin parameters he derived are
(ωX , ωY , ωZ) = (−0.081, −0.113, −0.038) mas yr−1. Lindegren (2020a) estimated the cor-
responding uncertainties to be 0.03 mas yr−1” (Lunz et al. 2020a). These spin parameters
need to be corrected for the misalignment of the Gaia bright frame and ICRF3 as de-
scribed in Lindegren (2020a) in order to be able to compare them with the spin parameters
from “55,DR2,NM”. This is done by adding the orientation parameters of “55,DR2,NM”
divided by the time difference of 24.25 yr to the spin parameters of Brandt (2018). The
corrected spin parameters are (ωX , ωY , ωZ) = (−0.078, −0.096, −0.039) mas yr−1. The
corrections and the differences are not significant. However, the difference in ωY between
the Brandt (2018) solution and “55,DR2,NM” is increased. The WRMS55,DR2,NM for this
parameter is 0.013 mas yr−1, the WM55,DR2,NM is −0.121 mas yr−1, and the MS55,DR2 is
0.027 mas yr−1. This means that iteration solutions that agree with the results of Brandt
(2018) within the error bounds exist, similar to what was found for “55,DR2” in Lunz
et al. (2020a).

Bobylev (2019) determined the spin of Gaia DR2 from VLBI proper motions of 81 stars,
including e.g. red supergiants and masers. The spin he determined is (ωX , ωY , ωZ) =
(−0.14, +0.03, −0.33) ± (0.15, 0.22, 0.16) mas yr−1 using the VLBI and Gaia uncertainties
as weights, which is much larger than the spin magnitude determined from the cleaned set
of stars in Lindegren (2020a) and this work. Stars with proper motion differences between
VLBI and Gaia DR2 larger 6 mas yr−1 were excluded beforehand, but no indication is
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given in Bobylev (2019) whether an outlier detection similar to the iterative rejections of
Lindegren (2020a) and this work was conducted or not. Because the magnitude of the
spin reaches similar values for the early iterations in this work, this might be a reason
why his results deviate from those presented in this work.

For Gaia EDR3, the spin of the various rotation parameter solutions can be compared
with independent estimates from Cantat-Gaudin and Brandt (2021). Their analysis de-
termined the spin between optically bright and faint Gaia EDR3 data by selecting open
clusters and binaries with a bright and faint component and determining the spin between
the two G magnitude sets. Because the sample has many counterparts, a magnitude de-
pendence of the optically bright frame itself could be taken into account. They tested
the spin for bins of 0.5 mag and less. The resulting rotation parameters can be divided
into two groups. The spin values from the magnitude range G ≥ 10.5 mag from Cantat-
Gaudin and Brandt (2021) are between 16.2µas yr−1 to 34.9µas yr−1 for ωX , 50.0µas yr−1

to 76.6µas yr−1 for ωY , and −2.9µas yr−1 to 2.1µas yr−1 for ωZ . Those from the magni-
tude range G ≤ 10.5 mag are between 12.8µas yr−1 to 18.4µas yr−1 for ωX , 30.7µas yr−1

to 35.7µas yr−1 for ωY , and −19.4µas yr−1 to −10.5µas yr−1 for ωZ . The uncertainty of
their estimates is on the order of 2µas yr−1 to 5µas yr−1, better than using the method
in this work. The results for the magnitude range G ≤ 10.5 mag are similar to those
of scenarios “49,EDR3,GA”, “49,EDR3,GA,NM”, and “53,EDR3,GA,NM” in which stars
which produce offsets in the rotation parameters were manually excluded before the ro-
tation parameter analysis. “The stars DoAr 51, CoKu HP Tau G2, and HD 283641, which
were excluded a priori because they lead to offsets in the iterative orientation offset pa-
rameter results, are fainter than the threshold of G = 10.5 mag. This could indicate that
the alignment tests in this work are as well sensitive to the G. However, the RUWE
parameters of these stars are also larger 1.4, which indicates that the standard model
of stellar motion does not fit their Gaia data well. Therefore, this could as well be the
effect seen when excluding the stars from the analysis. Fifteen stars in the sample have
G ≥ 10.5 mag, and 28 stars have a RUWE≥ 1.4, almost 50 %. The stars producing the
offsets in spin do not show any conspicuousness from the Gaia data but indicate linear
acceleration or orbital motion from the VLBI data” (Lunz et al. 2021b).

For all scenarios, whether based on Gaia EDR3 or Gaia DR2, the estimates for Y are still
the least well determined. It is plausible that in the case of the orientation offset this result
is due to the precise VLBI data from recent years, which are not evenly distributed across
the sky but roughly in the direction of the Y axis, as already mentioned by Lindegren
(2020a). In the case of “60,EDR3,GA,NM” these stars with the highest weights in the
orientation offset determination are those of the Pleiades from Melis et al. (2014), of the
Taurus from Galli et al. (2018), and of the Orion from Kounkel et al. (2017). Those stars
have not been replaced with new single-epoch positions in this work but use the homog-
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enized positions based on the original, more precise model positions. Knowing about the
magnitude dependence of the spin for the Gaia bright frame, which is determined with
an almost linear trend in Y across bins of G magnitude according to Cantat-Gaudin and
Brandt (2021), this could also be a reason for the larger formal errors in Y . Therefore,
G magnitude dependence was tested on scenario “60,EDR3,GA,NM” despite the small
number of counterparts in the relevant subsets.

Excluding the 15 stars with G ≥ 10.5 mag in scenario “45,EDR3,GA,NM,G<10.5mag”
resulted in a similar shape of the iterative results to those of “60,EDR3,GA,NM” and
the uncertainty for ϵY is still the largest. However, the uncertainties are more aligned.
The t-test of the iterative results claims that the spin is different between the iterative
results of “45,EDR3,GA,NM,G<10.5mag” and “60,EDR3,GA,NM” for the three axes.
Using only the baseline solutions for comparison, the spin is not significantly differ-
ent from that of “60,EDR3,GA,NM”. However, it differs in ωZ more than other sce-
narios, such as “60,EDR3,GA,NM,Gweighting” or “32,EDR3,GA,NM,RUWE1.4”, from
“60,EDR3,GA,NM”. The WRMS in ωZ increased compared to “60,EDR3,GA,NM”. This
is due to offsets between the iteration results when HD 22468 and AR Lac are excluded.
Both stars have very accurate VLBI proper motions. The deselection of the two stars
which produce offsets in the rotation parameter iterative solutions (similar to what was
done for “53,EDR3,GA,NM”) also produced significantly smaller spin in Y direction, sim-
ilar to what was obtained for “53,EDR3,GA,NM”. The ωY is similar to the spin from
Cantat-Gaudin and Brandt (2021). In contrast, the ωZ deviates more from the value in
Cantat-Gaudin and Brandt (2021). Nevertheless, the scenarios meet the spin expected
from the similar magnitude range in Cantat-Gaudin and Brandt (2021) within 2.3σ. The
correlation coefficients between the orientation offsets are reduced. This can be an effect
of G magnitude but also of geometry.

If instead the 45 stars with G ≤ 10.5 mag from “60,EDR3,GA,NM” were excluded
in the “15,EDR3,GA,NM,G>10.5mag” scenario, the t-test indicated that the spin pa-
rameters were also different compared to those of “60,EDR3,GA,NM”. However, for
“15,EDR3,GA,NM,G>10.5mag” the statistics are based on only 4 iterative results due
to the small sample of 15 stars. The statistics and the baseline solution are dominated
by five stars in the direction of the Y axis, which is an explanation for the difference
in Y compared to the scenario using the full dataset and to the spin values from the
respective magnitude range from Cantat-Gaudin and Brandt (2021). These results for
“15,EDR3,GA,NM,G>10.5mag” should be evaluated with caution because the correla-
tions between the orientation offset estimates increase and the sample is also very small.

In addition to the discussion of the magnitude dependence, Cantat-Gaudin and Brandt
(2021) found evidence for a possible second-order dependence of the spin on the source
color. They estimate this effect to be on the order of 10µas yr−1, which is below the
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current uncertainty of the baseline solution from comparing to VLBI as in this work.

The down-weighting of stars in magnitude range 11 < G ≤ 13 by (13 − G)/2 or the
exclusion of stars with RUWE > 3 (11 stars rejected) or RUWE > 1.4 (28 stars re-
jected) did not noticeably change the rotation parameter solution. It was expected
that stars with large RUWE would have a larger effect on the rotation parameter
analysis, however the result shows that the selection of the iteration for the base-
line solution of the respective scenarios is reasonable. A solution where in addition
to all stars with RUWE > 1.4 the eight stars with G > 10.5 mag were excluded,
“24,EDR3,GA,NM,RUWE1.4,G<10.5mag”, did not improve the results in the sense that
the spin results are more aligned to the respective results of Cantat-Gaudin and Brandt
(2021) or that they have considerably less WRMS scatter. The results are more similar to
those of “45,EDR3,GA,NM,G<10.5mag” than “32,EDR3,GA,NM,RUWE1.4”. Exclud-
ing in addition the two remaining maser stars (which have very large position uncer-
tainties) in “22,EDR3,GA,NM,RUWE1.4,G<10.5mag,nomaser” provides similar results
to “24,EDR3,GA,NM,RUWE1.4,G<10.5mag” except a very small improvement in the
ME values.

The results indicate that for the present analysis using VLBI and Gaia, the larger uncer-
tainty in Y might really stem from the heterogeneity of the VLBI data and of the sky
location of the counterparts rather than the magnitude dependence of the spin in Y .

For the bright Gaia EDR3 reference frame, a correction of (−0.016 6, −0.095 0, +0.0283)
mas yr−1 with an uncertainty of about 0.024 mas yr−1 per axis was applied to the spin
in one of the middle iterations of the data processing, as explained in Sect. 2.3.1. No
orientation offset was considered. Due to this correction, the spin determined for Gaia
EDR3 in this work can be understood as residual spin of the corrected Gaia bright frame.
Reversing the correction by adding it back to the baseline solution, for example of scenario
“60,EDR3,GA,NM”, results in an original, uncorrected spin in Gaia EDR3 of (0.016,
−0.023, +0.001) ± (0.023, 0.025, 0.023) mas yr−1 if Q/n = 6.28 was considered. Thus,
the current accuracy level of aligning the spin of the bright Gaia EDR3 reference frame to
ICRF3 using VLBI observations of radio stars is about on par with using the Hipparcos
positions instead.

In this work, the orientation offset of Gaia EDR3 could be determined with formal errors
below 0.2 mas using available relative VLBI observations based on phase delays and an
additional 14 hours of observing time. Malkin (2016b) found that this accuracy level can
also be reached using geodetic VLBI, with a reasonable amount of observing time. How-
ever, the (equally distributed) stars need to be brighter than a few mJy to be detectable
by geodetic VLBI, and large antennas (such as the 100 m Effelsberg antenna) need to be
included in the network to ensure sufficient sensitivity. The assumption for his estimates
is that the statistics of number of observations versus position uncertainty are similar for
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the radio faint stars and the radio bright extragalactic objects, which is questionable.

5.8.4 Possible future improvements

While existing phase-referenced VLBI data have already been improved in this work,
there are several possibilities for enhancing the alignment between the bright Gaia frame
and ICRF3 through VLBI observations of radio stars. Three possible cases have been
investigated in this work:

• First, the effect of reducing the error budget of the ICRF3 positions of the primary
calibrators was determined. Reducing the error budget item of the primary cali-
brator catalog position σCRF to zero drops only the formal errors of the orientation
parameters appreciably, by 6 % to 21 % for “53,EDR3,GA,NM”, with the largest de-
crease in X. The formal errors of the spin are not affected (up to 2 % only). When
ICRF3 is used as a template, about 600 observations per primary calibrator are
similar to σCRF of about 0.10 mas. This minimum σCRF for each primary calibra-
tor is sufficient to obtain similar results in improvement of the rotation parameter
formal errors than when attempting that σCRF was zero for all of them. If instead
the primary calibrators were observed with minimum about 250 observations each,
which is similar to σCRF of about 0.22 mas, a larger decrease of 14 % is observed
only for ϵX , while the decrease of formal errors of the other rotation parameters is
3 % and below.

• Second, the improved Gaia astrometric data according to expected future Gaia
data releases was tested. Future Gaia data releases with extended observing time
intervals of 5 or 10 years, will not change the orientation parameter formal errors
much (3 % and below). This effect arises because they are limited by the number of
counterparts and the VLBI position uncertainty. Tests showed that including five
more counterparts already has a larger impact of about 10 % lower formal error for
the orientation parameters. The reduced error budget of future Gaia data releases
however largely impacts the formal errors of the spin, which are reduced by about
40 % for the Gaia DR based on 10 years of observation.

• Third, the impact of future observations as shown in two case studies was in-
vestigated. Adding one position measurement for 37 suitable accepted stars to
“60,EDR3,GA,NM” was tested for several epochs. Additional positions in the year
2030 would result in an improvement of the spin formal error of 19 %. If instead
the new positions were taken in 2023, the improvement would only be 7 %. This is
to be expected because the value of the time interval between the VLBI and Gaia
positions in the functional model for the spin is larger, and therefore the spin can
be determined with a lower formal error. The orientation offset has a contradicting
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5.8 Discussion

behavior, where the improvement is 18 % for positions in 2023 and 13 % for posi-
tions in 2030. This is to be expected because the additional uncertainty in the Gaia
data propagated to the VLBI epoch is smaller when the difference between VLBI
and Gaia epochs is smaller. Adding a position in both 2023 and 2030 is advanta-
geous for both parameters. The percentage improvements change only slightly for
the upcoming Gaia DRs, indicating that the new observations will also be worth
for the future Gaia DRs alignment verification with VLBI. Nine stars in the base-
line solution of “60,EDR3,GA,NM” do not have proper motion values from VLBI.
In another test scenario new estimates for proper motion were assumed for them
with an uncertainty of 0.03 mas yr−1 based on four new positions in 2022 and 2023.
The improvement in spin is 14 %. This effect of 9 · 4 = 36 additional positions
is less than what would be achieved from 37 additional positions for the 37 stars
in 2030, given this dataset. For comparison, the reduction in the formal error of
both the orientation offset and the spin of Gaia EDR3 from the various measures
done in this work are more than 40 % when looking at Table 5.15 (“41,EDR3” vs.
“60,EDR3,GA,NM”).

The simulations do not take into account the residual-based value Q/n, which is above
one for the selected baseline solutions in Table 5.16. It seems possible that the high
values of Q/n arose due to radio-optical offsets, extended structure or non-linear motion
of the stars. The introduction of the new model estimates has helped to lower the single
star discrepancy measure Qi/ni for some of the stars. It seems possible that further
studies of individual stars will be fruitful in bringing more Qi/ni close to unity. Possible
candidates are the stars where the correlation between astrometric parameters in the
stellar motion model estimates is significant. If this is not possible, and these systematic
errors dominate, the determination of the rotation parameters can only be improved
by increasing the number of counterparts, as already suggested by Lindegren (2020a).
As the scenario based on “60,EDR3,GA,NM” but excluding stars with RUWE larger
1.4 (“32,EDR3,GA,NM,RUWE1.4”) showed, the selection criteria for new counterparts
should be considered if possible. This conclusion also seems obvious after the discussion
in Sect. 5.6.7 about the individual properties of the first rejected stars, most of which
have large RUWE values. An extension of the functional model of the rotation parameter
analysis by including linear accelerations for stars whenever needed should be tested in
future work. This would make it possible to exclude fewer stars in order to obtain the
baseline solution. Furthermore, the individual properties of the star types were not yet
considered in full detail. For example, the accuracy in proper motions and parallaxes of
AGB stars could be limited due to their large diameter and their variability of the radio
emission Xu et al. (2019b). Thus, the inaccuracy of the reference point of the star position
could be considered for single-epoch positions in future work.
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The various simulations show that with improved calibrator position uncertainties, one
additional absolute VLBI position for each star in the baseline solution, or precise VLBI
proper motions for suitable candidates, which not yet have a VLBI proper motions, the
uncertainties of the spin estimates in Cantat-Gaudin and Brandt (2021) of 2µas yr−1 to
5µas yr−1 (which are even subdivided into G magnitude bins of mostly 0.5 mag) are not
reached. Nevertheless, the approach of Cantat-Gaudin and Brandt (2021) cannot detect
the orientation offset between ICRF3 and the Gaia bright frame.

The Gaia science performance website18 provides predictions for the standard errors of the
astrometric performance of the expected Gaia DR4 for the nominal 5 year period and Gaia
DR5 for the extended 10 year period, based on Gaia EDR3. For Gaia EDR3, the astromet-
ric performance for G < 13 mag with a five-parameter solution is σα∗= 14µas, σδ= 13µas,
σµα∗= 18µas yr−1, and σµδ

= 16µas yr−1 from the respective data (Lindegren et al. 2021b).
As introduced in Sect. 2.3.2, the predicted average uncertainties for Gaia DR4 are de-
termined as σα∗= 8.0µas, σδ= 7.0µas, σµα∗= 5.8µas yr−1, and σµδ

= 5.0µas yr−1. For
Gaia DR5, the respective values are σα∗= 5.6µas, σδ= 4.9µas, σµα∗= 2.0µas yr−1, and
σµδ

= 1.8µas yr−1. However, due to shorter CCD integration times to limit the saturation
of the bright objects, and the high impact of the actual performance of the respective
Gaia DR for these G magnitudes, the performance predictions for bright stars are very
uncertain.

Ideally, the uncertainties of the rotation parameter estimates in this work should match
with the respective Gaia DRs uncertainty levels of the individual objects. For Gaia EDR3,
the orientation offset level is about an order of magnitude larger than required and the
spin level is almost reached. A look at the Table 5.23 shows that the formal errors of the
orientation parameters using the method and VLBI data from this work on Gaia DR4
will still be an order of magnitude larger than required, while those of the spin will be
close. Nevertheless, the Q/n most likely will worsen the uncertainties of the rotation
parameters. For Gaia DR5, the method or the VLBI data need to be improved to meet
the required uncertainty limit. Neither the addition of a new position for all 37 stars in
the baseline solution in 2023 and 2030, nor the addition of precise proper motions for nine
suitable stars without proper motions in the current data set could improve the formal
errors to reach these uncertainty limits.

18https://www.cosmos.esa.int/web/gaia/science-performance#astrometric performance, accessed 24 Oc-
tober 2021.
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6 Conclusions and outlook

This chapter presents the general conclusions drawn from the summary and discussion in
the Sects. 4.5 and 5.8, as well as an outlook for future work.

6.1 General conclusions

Both VLBI observations at radio frequencies and Gaia observations at optical frequencies
to AGN are employed to realize the ICRS. With Gaia-CRF3, ICRF3 K, and ICRF3
X/Ka, the traditional ICRF at S/X frequencies (ICRF3 S/X) can be compared to other
internationally recognized CRFs with comparable precision for the first time in the history
of ICRFs. At the same time, by design the Gaia data releases require an alignment to the
ICRS using the radio CRFs due to their degrees of freedom.

In this work, the ICRF3 S/X, the ICRF3 K, and the ICRF3 X/Ka were studied and
compared to Gaia-CRF3 as part of Gaia EDR3 as well as to its predecessor Gaia DR2.
The AGN in ICRF3 are optically faint as determined from the Gaia G magnitudes. The
evaluation of the counterparts between the Gaia DRs and the ICRF3 showed that the
differences of the position offset directions tend to be aligned in the same directions
as expected from the chromatic model of AGN. This is although the various CRFs are
based on different data time spans and the observed positions could change with time.
Restricting the minimum number of VLBI observations did not have an effect on these
results. Furthermore, all sources with larger normalized differences between the radio
CRFs and ICRF3 S/X, Gaia DR2, or Gaia EDR3 have large CARMS values, meaning
that they show a significant minimum level of source structure at S/X bands.

The systematic global differences provide insight into possible deformations of the CRFs.
A large deformation was clearly shown for ICRF3 X/Ka towards all other CRFs. For
the alignment of the various CRFs, the rule "the more, the better" showed validity in
terms of more counterparts providing smaller uncertainties, in general less scatter of the
iterative results, and often smaller deformation parameters. Using different subsets of
counterparts yielded different results of the deformation parameters, but it is likely that
this is largely due to the geometric distribution of the counterparts. Since the position
differences of a source in the various CRFs are assumed to be in random directions across
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the sky, the systematic global differences are not affected by larger position offsets due to
source structure for instance.

The VLBI-based CRF with observations restricted to the Gaia DR2 time interval failed
to provide better alignment or position smaller differences with Gaia DR2. The largest
caveat was that the position uncertainties became larger due to the much smaller number
of VLBI observations and that only about 50 % of the sources in ICRF3 S/X were detected
during that time interval.

The optically bright fraction of Gaia DRs was compared using phase-referencing VLBI
observations of optically bright radio stars relative to radio bright calibrators in ICRF3
S/X. It was shown that it is crucial to homogenize data from the literature by relating all
star positions to their respective calibrator positions in ICRF3 S/X and by considering
a realistic error budget for the star positions. This is only possible if astrometric studies
provide all relevant meta information in the respective publications. The main compo-
nents of the error budget for the absolute star position are the position uncertainty of
the calibrator in ICRF3 S/X, the delay model error, and the difference of the primary
calibrator’s position as determined from group or phase delays. The consistent treatment
of the Galactocentric acceleration for both the VLBI and Gaia data sets had no impact
at the current accuracy level.

New one-epoch positions were added to the VLBI dataset from the literature, and im-
proved stellar motion models were created for the stars whenever possible. It is likely that
future astrometric missions will be able to benefit even more than Gaia from these data,
since the time span between the first and last VLBI observations will then be larger and
proper motions and long-term accelerations can be more accurately determined.

The number of optically bright counterparts is still very small. Therefore, it was not
possible to determine higher-order systematic deformations between the bright Gaia frame
and ICRF3 S/X. Due to the same reason, it was also not possible to determine a variation
in the orientation of the bright frame within G ≤ 13 mag, the existence of which was
shown by Cantat-Gaudin and Brandt (2021). Many additional VLBI observations would
be needed to achieve an accuracy of the spin determination close to their results based only
on the readily available Gaia data. This is especially true should their initial indications
of the need for color correction be substantiated. However, the method of Cantat-Gaudin
and Brandt (2021) cannot provide an estimate for the orientation offset. At this stage,
this is only possible using VLBI products.

Clearly, reducing the largest error budget items of the VLBI phase-referencing observa-
tions would help to determine the rotation parameters more precisely. The results in this
work nevertheless already provide spin parameters as accurate as the lowest estimate for
the uncertainty of the method for the spin correction applied during Gaia EDR3 process-
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6.2 Future prospects and recommendations

ing in Lindegren et al. (2021b). In the absence of suitable data, no orientation offset was
even corrected for the bright portion of Gaia EDR3. The orientation offset of future Gaia
DRs can be determined using the VLBI data provided in this work.

When all available counterparts are employed, the alignment between ICRF3 S/X and the
optically faint fraction of Gaia DR2 results in smaller estimates of rotation parameters
and other deformation parameters than when a smaller subset is used. As a result, the
estimates of the rotation parameters for the bright frame might also be larger than they
would be if more counterparts were available.

There are no counterparts for the G magnitude range between 13 mag and 16 mag, so the
alignment could not be tested for this G magnitude range.

The validation of the alignment of the ICRFs, including possible deformations or temporal
dependencies, is critical for all studies using these data as a reference. Otherwise, the user
might not recognize possible systematic shifts when comparing the individual positions
of a source in the ICRFs or with other astrometric products. Also, users need to be
reminded of the differences in the mean positions associated with the nature of the sources
and a different data acquisition, a different observation period, and a different number of
observations of each ICRFs.

At the end, when it is a matter of comparing individual counterparts, the alignment
between the individual CRFs is not much better than the differences of the astrometric
parameters of the individual sources which cannot be explained (cf. Brosche and Schuh
(1999)). This applies, for example, to very close unresolved binaries or to AGN with
multiple components if their components cannot be unambiguously identified due to lack
of resolution or observational data.

6.2 Future prospects and recommendations

Extending the parameterization for the model of stellar motion in the rotation parame-
ter analysis for stars with known linear accelerations or orbits might as well help when
acceleration terms, orbits, or position time series become available in future Gaia DRs.
Then, also the Gaia data can get propagated to the VLBI epoch properly for the relevant
stars. VLBI data of the more complicated trajectories might help to verify this additional
Gaia data product. At the present stage, the discrepancies between VLBI and Gaia astro-
metric parameters for the individual star are mostly larger than the residual systematic
global rotations.Some of them can be explained by expected radio-optical offsets due to
the star’s physics and structure (which can also be variable), by multiplicity, by lack of
parameterization of a more complex trajectory than the 5-parameter model, or sparse ob-
servations. For the other stars a re-observation is beneficial to find out more about their
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trajectory. Cross-checking with the Hipparcos-Gaia Catalog of Accelerations (Brandt
2021) can help to identify any stars that could show signs of non-linear proper motion in
the future Gaia DRs.

The new model estimates determined in this work are significantly correlated for some
stars. Therefore, a few additional geometrically sensitive observations are needed to decor-
relate the parameters. Future work should test whether including the correlations of the
astrometric model estimates of the stars would improve the rotation parameter analy-
sis. Improved on-source observation time can be determined using the peak intensities as
determined in previous observations.

Furthermore, all calibrators should get included in the next radio ICRF and the impact of
calibrator apparent proper motion on the rotation parameter analysis can be studied. The
finding in Sect. 5.8.3 suggests that searching for more counterparts is an additional task
that should be done in parallel to improving the data for known stars. New counterparts
can also help to identify outlier counterparts.

Due to these reasons, more dedicated observations with EVN (125 hours, EL065/E22B005
and EL066/E22B006) were applied for and granted. The aim is to re-observe all suitable
stars in this work in one epoch, to re-observe all suitable stars without proper motion and
parallax information in this work in enough epochs to determine these parameters, and
to search for a few new counterparts at radio frequencies using the strategy in proposal
B of this work.

Simulations for new observations with the LBA in project P583 observed in February
2022 showed, that stars with α perpendicular to the Y axis improve the formal error of
the rotation around Y most, as expected.

Nevertheless, the analysis in Cantat-Gaudin and Brandt (2021) showed that the alignment
of the bright Gaia frame itself is magnitude dependent and thus, if it is aimed to verify this
effect with the help of VLBI, more counterparts with various G magnitudes are needed.
Currently, there are only 15 counterparts with G > 10.5 mag, so this sample needs to be
expanded. Furthermore, the G magnitude range 13 to 16 should also get verified and only
very few stars in this magnitude range are known to be observed by VLBI up to date.

A large error budget item in the determination of the absolute position of the star in
ICRF3 from phase-referencing is the position difference of the calibrator as determined
from VLBI group delays or phase delays in the presence of core-shift. This suggests
to investigate on this topic individually for each calibrator, starting with the ones that
are least compact. Furthermore, the atmospheric error budget can be improved by using
advanced atmosphere calibration observations and analysis strategies. The Galactocentric
acceleration should be handled consistently (magnitude and direction) for both VLBI and
Gaia CRFs.
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6.2 Future prospects and recommendations

The new VGOS observation style requires the modeling of source structure of the four
frequency bands (Xu et al. 2020; Xu et al. 2022). For alignment of the radio positions
across frequencies for VGOS and for the legacy VLBI, observations of the planned co-
location satellite GENESIS could be helpful (Delva et al. 2022). It could serve as a phase
calibrator and as a calibrator for multi-frequency observations.

It is important to know more about the possible rotation of the Gaia frame because any
successor astrometric probe, such as GaiaNIR (Hobbs et al. 2016), will not provide the
next CRF at optical frequencies for several decades, assuming the same time difference
between the launch of Gaia and that of its predecessor, the HIPPARCOS spacecraft.
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A New VLBA observations (UL005) - data
processing with AIPS and DIFMAP

This section contains detailed information about the data processing of the phase-
referenced observations in AIPS and DIFMAP. This information is not crucial for the
general reader of this publication, but anyone who wants to use the positions or even use
them in other ways should be able to know about the data processing applied.

Data cleaning and calibration in AIPS: “The data were processed using the NRAO
Astronomical Image Processing System (AIPS; Greisen 2003) as outlined in the AIPS
cookbook1 and with the help of ParselTongue (Kettenis et al. 2006). In X-band strong
radio frequency interference (RFI) happened at the Pie Town antenna, and in addition the
observations of the antenna had very low SNR. We obtained better results after flagging
the antenna entirely. In C-band RFI happened at the Brewster antenna and the respective
subband (IF 1 at 4.6118 GHz in AIPS) was flagged.

The amplitude calibration was based on Walker (2014). The a priori Earth Orientation
Parameters were corrected using the finals series from the United States Naval Observa-
tory (USNO). Then the dispersive delay from the ionosphere was removed utilizing global
maps of total electron content (TEC) derived from GPS observables and provided by the
Jet Propulsion Laboratory (JPL). After the purely geometric parallactic angle correction
was applied, the digital sampling correction to amplitudes was carried out. In the next
step, instrumental delays and phases were corrected. Pulse-calibration information was
used except for antennas with ambiguities in those data. For those antennas the cor-
rections were done manually using the known bright compact radio source J0359+5057
in experiment UL005A, J0927+3902 in experiment UL005B, J2253+1608 in experiment
UL005C in X-band, and J1927+7358 in experiment UL005C in C-band. Then bandpass
calibration was performed, auto-correlations were calibrated to be unity, and a priori
amplitude calibration was applied using system temperature and gain curve tables. At-
mospheric opacity correction was negligible at the given frequencies. Multi-band delays
for the observations of the geodetic blocks were produced [with task MBDLY] and used
to correct for elevation- and time-dependent delay errors for each antenna as described

1www.aips.nrao.edu/CookHTML/CookBook.html
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in Mioduszewski (2009) by interpolation over all scans [using task DELZN]. [In Mio-
duszewski (2009) the example shows a difference in position of a weak < 2 mJy target
of 0.4 mas when applying DELZN or not. Furthermore, the peak is higher. The memo
says that with low elevations, a weak target source could well be undetectable without
correcting for atmosphere.] The secondary calibrators are in principle used to calculate
residual phase gradients between the phase-calibrator and the secondary calibrator. With
this additional information, the correction of the target positions can be improved using
the task ATMCA in AIPS (Fomalont and Kogan 2005). However, it was not possible to
employ this feature for our observations since the secondary calibrators were only sched-
uled in one of the three phase-referencing blocks in order to obtain their peak intensities
for the follow-on observations, as noted above” (Lunz et al. 2020a).

Fringe-fitting: A final fringe fit of each primary calibrator was made using the full
scan length of 30 s. In fringe-fitting, corrections for the observed phases get determined
by solving for the antenna-based instrumental phase, fringe rate, and delay, so that the
observed phases fit the modeled phases well. It is a form of phase self-calibration. The
derived corrections were applied to the respective calibrator itself as well as to its associ-
ated secondary calibrators and target star. Then the AIPS task SPLIT was used to pipe
the data of an object from the multi-source file into a single data file for further use, such
as imaging and determining positions. If a set of calibrators and stars was observed in
two experiments, their respective data were first combined after the fringe fit to prepare
a single file per object. The fringe fitting was done in two different ways, depending on
what kind of position should be achieved:

• The primary calibrator was assumed to be a point source during the fringe fit, as was
done for the geodetic VLBI analysis that was used for the creation of the ICRF3.
In this way it was attempted to best connect the phase-referenced positions of the
stars to the absolute positions of the primary calibrators from ICRF3. These data
were used for self-calibration to derive CLEAN images with a high dynamic range
for peak intensity determination and for insertion into the second type of fringe
fitting as described below. In addition, the position differences between the primary
calibrator and the star from this method were added to the calibrator positions to
derive the absolute star positions of a single epoch.

• A clean component model was applied for the primary calibrator during the fringe
fit. The clean component model was derived from self-calibration of the calibrator’s
data (from a fringe fit with a point source model applied). Following this method,
the relative star positions were derived, which were inserted in the adjustment of
models of stellar motion from VLBI position time series later on. Compared to the
fringe fitting using a point source model, this method eliminates any scatter in the
relative star position time series due to source structure of the calibrator.
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Frequency averaging: In order to be able to process the data in the Caltech DIFMAP
imaging package (DIFMAP; Shepherd (1997)) later on, the subbands needed to get fre-
quency averaged. This however would result in bandwidth smearing, and therefore in a
reduction of dynamic range because the a priori positions of the target stars deviated from
the approximate positions used for correlation in some cases more than several tens of
milliarcseconds. We therefore corrected the u, v, w terms of the target stars to match the
positions of the brightest peak in the image created from the uncorrected data by using
task UVFIX in AIPS. This allowed splitting the objects from the multi-source file while
combining all channels of each subband without loss of dynamic range. If using AIPS
instead of DIFMAP for imaging, the channels can be combined during the IMAGR task
in AIPS itself.

Multiple primary calibrators: If a star was observed by multiple phase-referencing
calibrators, the fringe fit of the calibrator data and subsequent steps were repeated for
each of the calibrators so that multiple single source files were derived for the star. This
was possible because of the incremental calibration philosophy of AIPS software.

Imaging in AIPS: The objects were imaged with a cell size of 0.2 mas and natural
weighting (robust = 5).

Self-calibration: Self-calibration is performed on the data of an individual source after
fringe-fitting. During this process, a clean component model is fit to the data and then
this model is applied to the data. In the following round, a new clean component model
is fit to the previously calibrated data, and so forth. Usually, first the phases are self-
calibrated in several rounds. After the result converges, the phases and amplitudes are
calibrated together. In case sources were observed in multiple experiments, the data of the
sources were combined before self-calibration. For deriving peak intensities in Sect. 5.4.3,
each phase-calibrators data was self-calibrated. Then these corrections were applied to the
target star data, and, if possible, another round of phase-self-calibration was performed
on the star’s data. These processing steps had to be done manually, as automation was
not possible due to the sparseness of the data and the faintness of the objects.
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B Comparison of software approaches for
the determination of radio source
positions

There is a variety of software available for analyzing astrometric VLBI data for position
determination. Two commonly used software packages were compared in this subsection
to determine if they produce different results and if one is more suitable for the position
determination of faint objects.

From the fringe fit with the point source model applied (see Sect. 5.4.2), and without self-
calibration, CLEANed images (Högbom 1974; Clark 1980) with “a cell size of 0.2 mas and
natural weighting [...] were produced in AIPS from which positions were derived using
the task JMFIT. It fits two-dimensional Gaussians to a given area including the source
in the image. The position uncertainty resulting from this task is based on the expected
theoretical precision of the interferometer and the RMS noise of the image.

An independent comparison was done with the modelfit in the Caltech Difmap imaging
package (Shepherd 1997)1. This task determines Gaussian model parameters of the radio
source from the visibility data directly instead of from the image. The model can consist
of multiple components. The uncertainty σrandom of a model component position was
calculated from the beam shape and RMS noise of the image based on formulas for
elliptical Gaussians in Condon (1997)” (Lunz et al. 2020a).

Section 2.3 in Condon (1997) provides the relevant equations:

µx0 =θM RMSimage/(
√

8 ln 2PF),
µy0 =θmRMSimage/(

√
8 ln 2PF),

σα∗,random =
√︂
µ2

x0 sin(Θ)2 + µ2
y0 cos(Θ)2,

σδ,random =
√︂
µ2

x0 cos(Θ)2 + µ2
y0 sin(Θ)2, (B.1)

1[...] The u, v, w terms of the target stars [were corrected] to match the positions of the brightest peak in
the image created from the uncorrected data by using task UVFIX in AIPS. This allowed combining all
channels of each subband, which is needed for Difmap, without loss of SNR due to potential bandwidth
smearing in case the a priori position of the target star deviated from the approximate positions used
for correlation by more than several tens of mas.
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Figure B.1 Possible values for uncertainties σrandom as determined from (A) equations in Condon
(1997) based on the model shape, (B) equations in Condon (1997) based on the beam shape, and
(C) equations in Fomalont (1999) based on the model shape. The horizontal black line is at
σrandom=10µas. The results are given for the stars with corrections from a fringe fit using a point
source model of the respective primary calibrator applied.
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Figure B.2 Dynamic range DR from Difmap modelfit results versus the DR from AIPS JMFIT
results for the stars with corrections from a fringe fit using a point source model of the respective
primary calibrator applied. The two stars of the close binary systems HD 283447 and DoAr 51 are
plotted as two separate dots.

where µx0 and µy0 are the uncertainties of the beam in x and y directions, which are the
directions of the major and minor axis of the beam. Furthermore, θM is the full width at
half maximum (FWHM) major diameter of the beam, θm is the FWHM minor diameter of
the beam, Θ is the position angle of the major axis, PF is the model’s peak flux density,
and RMSimage is the image RMS. This uncertainty calculation represents the position
uncertainty of the model component, rather than the uncertainty the model itself, as do
equations which depend on the size of the estimated radio source model, such as equations
in Fomalont (1999). To support this decision, in Fig. B.1, various σrandom are shown for
the detected stars, sorted by the respective dynamic range DR of the stars’ images. The
uncertainties based on the beam shape from Eq. B.1 are show as solution B in green color.
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The solution A uses the same equations as B, but is based on the shape of the estimated
model instead of the beam shape. Solution C uses the equation 14-5 in Fomalont (1999)
which is also based on the model shape. Two conclusions are drawn from the figure.
First, our January 2020 observations include radio stars which were observed with a very
large elongated beam shape in the declination direction. This is visible from the group of
larger σrandom values for B compared to A and C for DR between 7 and 13. Second, the
solutions based on the model shape, A and C, provide unrealistically small σrandom values
for some stars. This is visible from any data points lying below the horizontal black line
at σrandom=10µas.

In addition, the positions from the task UVFIT in AIPS, which operates also in the
visibility plane just like the Difmap modelfit functionality, were compared. A starting
model was given to the task by using the results from JMFIT. This method did not
provide robust results for the data in this work, which is why its usage was discarded.
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Figure B.3 Differences between the positions
from the AIPS task JMFIT and the mod-
elfit functionality from Difmap for all observed
stars, sorted by the dynamic range DR from
AIPS.
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Figure B.4 Differences between the positions
from the AIPS task JMFIT and the mod-
elfit functionality from Difmap for the detected
stars, sorted by the dynamic range DR from
AIPS.

The differences of the DR between AIPS and Difmap solutions are shown in Fig. B.2. It is
likely that the manual imaging in AIPS resulted in a slightly deeper cleaning of the data,
and therefore in a higher DR. The position differences between the solutions from imaging
in AIPS and Difmap for all stars where the data were corrected from a fringe fit with a
point source model of the respective primary calibrator are shown in Fig. B.3. The use of
a suitable DR as a cutoff criterion for a valid detection of a faint star is clearly verified
by the position differences, because position differences from images with a higher DR
than about 5.5 in AIPS are small, whereas position differences with smaller DR are large.
The same information is given in Fig. B.4 for only the valid detections. Considering these
position differences from the analysis in both software packages when detecting faint stars
improved the reliability of the detection. Repeating the same analysis several times, it was
found that modelfit gave more robust results for the weak objects. The position differences
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between solutions from JMFIT and modelfit also provided information about the absolute
position uncertainties of VLBI observations at individual epochs due to different analysis
software.
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