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The deflection and the control of the effects of the complex urban seismic
wavefield on the built environment is a major challenge in earthquake
engineering. The interactions between the soil and the structures and between
the structures strongly modify the lateral variability of ground motion seen
in connection to earthquake damage. Here we investigate the idea that
flexural and compressional resonances of tall turbines in a wind farm strongly
influence the propagation of the seismic wavefield. A large-scale geophysical
experiment demonstrates that surface waves are strongly damped in several
distinct frequency bands when interacting at the resonances of a set of
wind turbines. The ground-anchored arrangement of these turbines produces
unusual amplitude and phase patterns in the observed seismic wavefield, in
the intensity ratio between stations inside and outside the wind farm and
in surface wave polarization while there is no metamaterial-like complete
extinction of the wavefield. This demonstration is done by setting up a dense
grid of 400 geophones and another set of radial broadband stations outside
the wind farm to study the properties of the seismic wavefield propagating
through the wind farm. Additional geophysical equipment (e.g., an optical fiber,
rotational and barometric sensors) was used to provide essential explanatory and
complementary measurements. A numerical model of the turbine also confirms
themechanical resonances that are responsible for the strong coupling between
the wind turbines and the seismic wavefield observed in certain frequency
ranges of engineering interest.
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1 Introduction

The interactions between the soil and urban structures above
it can strongly modify seismic ground motion, as first outlined
by Jennings and Kuroiwa (1968) and Luco and Contesse (1973).
Following the 1985 Michoacán (Mexico) earthquake, due to the
difficulties of traditional computational approaches in matching
seismic records, Wirgin and Bard (1996) proposed that some of
the seismic energy transmitted to the buildings is redistributed
in their surroundings through numerous structure-soil-structure
interactions. This phenomenon was called “site-city interaction”
or “city effect”. Following this study, a number of authors
have investigated the possible feedback of the soil-structure
interaction on the free-field ground motion with a special focus on
densely urbanized areas. These studies involved either numerical
simulations based on more or less detailed soil properties and/or
structural characteristics (e.g., Guéguen et al., 2002; Tsogka and
Wirgin, 2003; Kham et al., 2006; Schwan et al., 2016) as well as
laboratory experiments at a reduced scale based on shaking tables
or acoustic devices (e.g., Mason et al., 2013; Tian et al., 2023). The
majority of them yield consistent results showing the possibility
of observable effects on seismic ground motion with an overall
decrease in the average level of ground motion at specific frequency
ranges with greater spatial variability.

In this sense, the emergence of the so-called metamaterial-
like concept in the urban fabric is a promising prospect to be
developed. Typically, a metamaterial is based either on the periodic
arrangement or on the resonant properties of elements with their
dimension being much smaller than the wavelength considered
(typically λ/2 to λ/10). As a result, these materials acquire effective
properties not observed in constituent materials. Metamaterials
have expanded the variety of options for influencing and directing
wave propagation including ultrasound, acoustic, thermodynamic,
electromagnetic and elastic waves (reviews provided by Simovski,
2009; Kadic et al., 2013; 2019; Turpin et al., 2014; Kumar et al., 2022;
Qahtan et al., 2022 among others). Although thesementioned topics
deal with different kinds of waves, analogies between them can
still be drawn.

For applications in seismology, the innovative work of Liu et al.
(2000) on locally resonant crystals with structural periodicity
two orders of magnitude smaller than the respective sonic
wavelength and exhibiting clear bandgaps clears the way for the
damping of Rayleigh waves within the sub-wavelength regime.
Following on from this study, experiments ranging from optical
wave manipulation to acoustic testing have been used to study
the underlying nature and resilience of metamaterial physics.
Common vibration mitigation measures that have been proposed
include the use of rows of piles (Avilés and Sánchez-Sesma,
1988; Gao et al., 2006; Dijckmans et al., 2016), open or infill
trenches (Dasgupta et al., 1990; Laghfiri and Lamdouar, 2022)
and wave impeding barrier. Regarding the first issue, Brule et al.
(2014) explored the impact of a periodic arrangement of pile
foundations in soft soils as a seismic barrier as if it was a giant
crystal. The authors have demonstrated that boreholes with meter-
long spacing can attenuate seismic surface waves in the Bragg
scattering regime, achieving vibration isolation and absorption
control at frequencies around 50 Hz at the geoengineering scale.
For isolating vibrations at even lower frequencies, Miniaci et al.

(2016) investigated the attenuation behaviour of different periodic
structures for bulk and surface waves indicating that only unit cells
with decameter size may attain bandgaps for frequencies less than
10 Hz. In addition, the Bragg scattering mechanism has also been
used to attenuate traffic-induced ground vibrations using periodic
inclusions (Huang et al., 2017; Castanheira Pinto et al., 2018; Pu and
Shi, 2018; Albino et al., 2019) and trenches (Pu and Shi, 2020).
For example, Pu and Shi (2020) explored surface wave attenuation
by periodic trenches, which may give a wide bandgap starting
at roughly 30 Hz when the lattice constant and trench depth
are meter-size.

Based on the research on negative refraction caused by perfect
lenses as metamaterials (Guenneau and Ramakrishna, 2009), a
slightly different concept was explored by Colombi et al. (2016a)
who numerically demonstrated that natural forests act as local
resonators, opening the bandgaps for Rayleigh waves around 30
and 100 Hz corresponding to the longitudinal resonances of the
trees. These complex wave propagation phenomena were then
experimentally demonstrated by the deployment of a large number
of receivers in a forest in south-western France (METAFORET
experiment, Colquitt et al., 2017; Roux et al., 2018; Lott et al.,
2020a), illustrating that metamaterial physics–classically being
observed at small scales in acoustics and optics at frequencies from
kHz to MHz–does also exist at larger spatial scales in geophysics.
The results of this experiment conclusively describe how trees in
a forest, acting as locally resonant structures, strongly modify the
propagation of surface waves. These experiments have confirmed
the scalability in spatial dimension and frequency that underlies
such behaviour (Wegener, 2013), i.e., the frequency range in
which a strong modification of the wavefield occurs is positively
correlated with the natural frequency of the resonators. This in
turn means that, on the geoengineering scale, long and heavy
masses are required to modify and dampen the wavefield at even
lower frequencies.

As far as earthquake groundmotion in urban areas is concerned,
which is also the motivation for this study, the target frequency
band is one to two orders lower (∼0.5–25 Hz). However, there are
only a few investigations on metamaterial-like behaviour at the
earthquake engineering scale (e.g., Brule et al., 2014; Guéguen et al.,
2019; Ungureanu et al., 2019; Joshi and Narayan, 2022), pushing
forward a different approach of structuring the urban environment.
In fact, a key point is that this shifts the standard passive-approach,
where the building should adapt to the imposed seismic input,
to a method where a group of structured buildings capable of
reacting together at the district scale are considered together. We
therefore turn our attention to wind turbines, which are man-
made structures that are relatively tall, heavy, and well-coupled
to the ground.

Taking advantage of the METAFORET results, here we
experimentally explore how interactions between locally resonant
structures, in this case a large number of wind turbines, degenerate
low-frequency seismic surface (Rayleigh) waves. We analyse the
effects of such large number of wind turbines on the surface
wavefield and separate this from other effects like soil layering. The
wind turbines are not studied as single elements with their own
characteristics but as an interacting set of above-ground resonators
at the size of a city district. After a description of the experimental
setup, we analyse the recorded seismic noise wavefield in terms of
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spectral ratios, polarization, dispersion and attenuation properties
through advanced array processing methods. For reaching the full
potential, measurements are complemented by additional seismic
sensors outside the wind farm, pressure sensors and distributed
acoustic sensing (DAS) using a fiber-optic cable to measure strain
through the wind farm, i.e., to use the strain data as a seismic
array with which we overcome small-scale spatial limitations.
The experimental results are finally compared with numerical
modeling results.

2 Natural setting and experimental
configuration

The site of the experiment is located south of the town of Nauen
in north-eastern Germany about 40 km west of Berlin. The area can
be characterized as a low plateau rising on average 15 m above the
surrounding landscape, flanking glacial valleys. The geology of the
area consists of Quaternary unconsolidated sediments, i.e., sandy-
gravelly silts with a thickness of several tens up to 80 m overlying
homogeneous Tertiary strata (Stackebrandt and Manhenke, 2010;
Gau and Gau, 2011).

In February 2023, a dense acquisition grid of 200 vertical-
component 4.5-Hz geophones and 200 three-component 5.0-
Hz geophones spaced regularly with an interstation distance of
100 m was deployed covering an area of 1.5 x 2.5 km (Figure 1).
While the entire wind farm is composed of more than 70 wind
turbines, the area of the dense grid covers around 30 of them
which are placed along slightly angled lines with a distance of
200–250 m in the north-south direction and around 400 m in
the east-west direction between the individual wind turbines. The
installation was complemented by nine Trillium Compact 120-s
broadband instruments forming a radial line outside the wind farm.
After deployment, the instruments were recording seismic noise
continuously for around 2 weeks. In the south-eastern sector of
the array, eight Lennartz 5-s three-component instruments, seven
iXblue blueSeis-3A rotational seismometers co-located with seven
Trillium compact 120-s seismometers and with a Paroscientific
pressure sensor on six of these stations as well as an optical fiber
with a length of 1,000 m connected to anOptoDAS interrogatorwere
installed for a shorter period of time between 14 and 21 February
2023. The deployment of the optical fiber forms an L-shape and
passes four wind turbines at different distances from ten to around
60 m (details of which will be discussed below). One of the 5-s
sensors, one of the rotational sensors and one of the pressure sensors
were installed at the same location near the optical fiber and another
one of the 5-s sensors was located directly on the foundation of one
of the wind turbines.

The wind turbines are mainly identically constructed turbines
of the types Wind World WW 750 with a hub height of 73.9 m
and NEG Micon M1500-750 with a hub height of 73.8 m, both of
them having rated output power of 750 kW. In the south-eastern
sector of the seismic array, seven wind turbines are of the type
ENERCON E-70 with hub heights of 113 and 114.5 m. In the
transition area between these two areas there are still four wind
turbines NEG Micon NM82/1500 with a hub height of 93.6 m. All
types are variable-speed wind turbines, i.e., their blade rotational
speed varies with incident wind speed although they all begin

to operate only if the wind speed exceeds a threshold value of
approximately 3 m/s.

3 Data analysis and interpretation

3.1 Spectral ratios

As a first examination of the role of the field of wind turbine
towers on the seismic wavefield we calculate the ratio between
the Fourier spectra (vertical component) measured separately for
all sensors in the wind farm and for the three southern-most
broadband station which are located far enough outside the wind
farm so that it can be assumed that their recordings are not directly
affected by the wind turbines. For each station, we take a 1-h signal
starting at midnight on 16 February 2023 when there was almost
no wind (less than 2 m/s average wind speed at the top of the wind
turbines, most likely no rotation of the wind turbine blades). We
divide the 1-h window into 120-s long windows, each of which
is tapered with a 5-per cent cosine function. The corresponding
Fourier spectra are then averaged for stations inside and outside
the wind farm and the corresponding mean spectral ratio with
a confidence interval as the standard deviation of all averaging
processes shown in Figure 2A. As a side note, we have assured that
the spectra are reliable for frequencies lower than 1 Hz since we have
set the pre-amplifier gain to 8 and since the input level of noise
is significantly higher than the minimum new low-noise model of
Peterson (1993) in this frequency range. For comparison, Figure 2A
also shows the horizontal-to-vertical spectral ratio (HVSR) for
the southernmost station of the radial array. The latter (Nogoshi
and Igarashi, 1970; 1971; Bard, 1999) is a passive technique that
can be used to estimate a resonance frequency and a lower-
bound level of amplification of the soft soil layers above the main
impedance contrast.

Three strong minima for the inside-to-outside spectral ratio can
be identified at around 0.25, 1.4 and 13 Hz. At these frequencies,
the spectral amplitude in the wind farm is smaller by a factor
of more than 5 compared to the neighbouring frequencies. Other
smaller minima can be seen between 3 and 4 Hz and around
8 Hz. The occurrence of these spectral minima is well constrained,
in particular for intermediate frequencies, and larger standard
deviations only occur for the first minimum and for frequencies
higher than ∼ 7 Hz. Looking at the HVSR and comparing it with
the data in the frequency domain represented by the power spectral
densities (PSDs) for stations inside and outside the wind farm
(Figure 2B), it can be concluded that these troughs cannot be
related to soil resonance effects at the stations outside the wind
farm, meaning that the spectral pattern reveals a strong attenuation
of the wavefield between the individual wind turbines. In these
frequency bands, the spectral amplitude inside the wind farm is
reduced relative to the spectral amplitude outside and significantly
less energy penetrates through the ground. The only exception to
this is the peak at 0.25 Hz in Figure 2A which might be amplified
due to an increased amplitude of the vertical spectra of the outside
station.This could either be caused by soil resonance effects or due to
secondarymicroseismswhich the geophones were not able to record
sufficiently well.
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FIGURE 1
Geometry of the experiment in the wind farm near Nauen (north-eastern Germany). The 2D array is composed of 200 4.5-Hz one-component
geophones (red circles) and 200 5.0-Hz three-component sensors (blue circles) positioned on a 100-m grid. In the south-eastern sector, the grid was
densified by Lennartz 5-s short period sensors (yellow circles), iXblue blueSeis-3A rotational seismometers co-located with Trillium compact 120-s
seismometers (green circles) and pressure sensors (brown circles). The black line represents the position of the optical fiber. The radial line array
extending north-south with Trillium Compact 120-s broadband instruments is represented by orange circles.

3.2 Rayleigh wave dispersion curve

If less energy is propagating through the wind farm in certain
frequency ranges, this effect may also be observed in other space-
frequency patterns. To estimate the dispersion curve of Rayleigh
waves, we consider two different methodologies, the Extended
Spatial AutoCorrelation (ESAC, Ohori et al., 2002 based on Aki,
1957) and the slant stack method, described by Thorson and
Claerbout (1985). The former is based on the calculation of the
spatial correlation coefficients between pairs of stations which are
then fitted to Bessel functions for a range of frequencies. In this
way, for each frequency, the average phase velocity can be obtained.

The slant stack method translates seismogram amplitudes relative to
distance and time to amplitudes relative to the ray parameter (the
inverse of the apparent velocity) and an intercept time. This in turn
gives a power spectral density function, which is a representation
of signal strength as a function of frequency and apparent phase
velocity.While the ESACmethod provides reliable dispersion curves
over a broader frequency range, especially toward lower frequencies,
the slant stack method can determine the frequency ranges where
higher surface wave modes dominate.

Here we take a total of 120 non-overlapping vertical component
signal windows from all geophones, each window being 120 s long,
again starting at midnight on 16 February 2023 when almost no
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FIGURE 2
(A) Spectral ratios (vertical component) between the 400 array nodes and the three most distant broadband stations outside the wind farm (solid line
plus/minus one standard deviation). The dashed line corresponds to the horizontal-to-vertical spectral ratio for the southernmost broadband station.
(B) Power spectral densities of the 400 array nodes (solid line) and the broadband stations (dashed line). The dotted lines show the geometrical mean
of the two horizontal components of the 5-s sensor installed on the foundation of a single wind turbine during operation (gray) and at standstill (black).

wind prevailed and the blades of the wind turbine were not expected
to have rotated. As shown in Figure 3, the two approaches provide
equivalent average dispersion curves spanning a range from 0.4
to 4 Hz with phase velocities ranging from 900 to 350 m/s and
corresponding wavelengths ranging from 90 m to over 2 km. As
usual, the slant stack approach shows decreasing resolution for
lower frequencies and cannot be used for frequencies much lower
than 1 Hz. Although the dimension of the entire array should
allow a determination of phase velocities at even lower frequencies,
incoherent noise prevents the use of the ESAC analysis in long
wavelength range (Cho and Iwata, 2021). A representation of the
covariance matrix, discussed below (cf. Figure 5B), will confirm this
hypothesis.

Between 1 and 2 Hz, the dispersion curves from both methods
are characterized by a flat shape–there is even a slight through
around 1.4 Hz. As we can assume from the slant stack image,
only a single mode is present. In order to check that there is
no mode interference of different propagation modes that would
either cross or overlap in the time-frequency space (commonly
referred to as mode kissing or osculation phenomenon, Forbriger,
2003), we determine a one-dimensional S wave velocity profile by
a joint inversion of Rayleigh wave dispersion curve (as shown in
Figure 3) and the HVSR from the three-component sensors inside
the wind farm based on Parolai et al. (2005). Herein, the dispersion
curve is considered to be an apparent one (Tokimatsu et al., 1992).
This approach has the advantage to properly account for all
modal contributions which means that an explicit mode-number
identification is not required (O’Neill and Matsuoka, 2005). As we
do not observe strong lateral variations in the shape of the HVSR
within the wind farm, the inversion is performed out under the
assumption that the structure below the site is nearly 1D for the
studied frequency range. During the inversion analysis, the S wave
velocity and the thickness of the individual layers were allowed to
vary within pre-defined but large ranges while the density of the

soil and its P wave velocity were constrained based on geological
information and the results provided of Kitsunezaki, (1990).

As shown in Figure 3, inside the wind farm, the sedimentary
layers uniformly extend for several tens of meters with S wave
velocities increasing steadily and ranging from 400 to just over
800 m/s. No significant impedance contrasts are mapped down to
a depth of more than 300 m. This is expected as also the HVSR
curves (as shown in Figure 2 for a station near the wind farm)
are characterized by low amplitude levels. The narrow distribution
of models with a misfit of 10% of the best-fit model around this
best-fit model itself (red curves in Figure 3B) is another indication
that the S wave velocity profile is well constrained. As we do not
observe any large velocity contrasts and/or velocity inversions, it is
reasonable to assume that the dispersion curve is representative of
the fundamental mode only. The dispersion curve, however, does
not show any anomalous behaviour with frequency ranges at which
strong bending occurs.

3.3 Influence of infrasound signals on the
seismic records

As we are dealing with data recorded in a wind farm, one has
to be aware that a seismological footprint of atmospheric pressure
perturbations on the recorded signals might also exist. This means
that for a proper interpretation of the seismic data, in particular the
spectral troughs in Figure 2A, it is necessary to investigate whether
the ground motion signals might actually be caused by the pressure
fluctuations or by ground vibrations. Such disturbances can also
induce ground motion through the ground’s elastic response to
pressure forcing. These compliance effects include both pressure
disturbances arising from atmospheric dynamics and horizontally
propagating infrasoundwaves.Theywere first described by the plane
wave approximation by Sorrells et al. (1971) for a homogeneous
half-space and by Kenda et al. (2017) for a layered soil structure.
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FIGURE 3
(A) ESAC (black dots) and slant stack (colour scale) Rayleigh wave dispersion curves. For the latter the colouring indicates the calculated wavefield
power normalized relative to the maximum at each processing frequency. (B) S wave velocity profile showing all tested models (gray lines), the
minimum cost model (black line) and all models within the minimum cost ±10% range (red lines).

The inertial effects are much stronger for infrasound signals than
for pressure perturbations moving at wind speed. The pressure
forcing creates ground displacement in the horizontal and vertical
directions with the horizontal motion being in phase with the
pressure, whereas vertical ground motion is phase shifted by 90°
relative to the pressure. Garcia et al. (2021) perform an extensive
search of the seismic and pressure data for pressure infrasound
signals that produce ground signals through compliance effects.

To study the compliance effects, we focus on two time periods
during 14 February 2023: the early day around 06:00 UTC that
present infrasound signals due to the slamming of the door of
a truck deployed in the field, and the late night between 22:00
and 23:00 UTC when the wind was not blowing at the ground
level but it was at the top of the wind turbine. This second time
period is interesting because the noise on the pressure sensors
induced by the wind is minimum whereas the blades of the wind
turbines are rotating. In a first step, we process the door slam
events in order to estimate the compliance from these events. The
90° phase shift between the pressure vertical velocity during such
events is clearly visible in Figures 4A, B. The compliance estimate
is done through envelope ratios by using narrow-band pass filtered
data. Figures 4C, 4D presents the compliance values estimated in
the frequency range between 0.2 and 3 Hz. The compliance values
increase above 1 Hz due to a higher sensitivity to soft layers near
the surface.

We then use the data from the second time period to estimate
how much of the signal from the seismic sensors could be
attributed to compliance effects. During this period, the blades of
the wind turbines are rotating and several peaks in the pressure
Amplitude Spectral Density (ASD) are observed in the 0.4–3 Hz
range (Figure 4E). Some of these signals can be attributed to
infrasound generated by the wind turbines.Multiplying the pressure
ASD by the estimated compliance values provides an estimate of the

compliance effects (red curve in Figure 4F) which can be compared
to the measured ASD of vertical ground motions by the co-located
broadband seismometer (blue curve in Figure 4F). This comparison
clearly indicates that the two main peaks around 0.43 and around
1.4 Hz are not due to compliance effects whereas the peaks in spectra
of the broadband seismometer between 2.13 and 2.3 Hz are mainly
driven by compliance effects. The source of these infrasound waves
is probably external to the wind farm. The comparison of the ASD
suggests that compliance effects are over-estimated for frequencies
higher than 2.6 Hz, probably because the door slamming events
have a poor signal-to-noise ratio above 2.6 Hz, thus generating a
larger error in the compliance estimates in this frequency range. In
contrast, the two main peaks at 0.43 and 1.4 Hz are due to causes
other than pressure interference and infrasound waves.

3.4 Time-dependence of resonance effects

Of course, when studying wind turbines, an obvious question
might arise to what extent the wind and the prevailing wind speed
will contribute to the observed effects. A general correlation between
meteorological parameters, the operation of a single or only a limited
number of wind turbines and the corresponding seismic signals
has already been studied by several authors (Withers et al., 1996;
Zieger and Ritter, 2018; Neuffer et al., 2019; Limberger et al., 2022
among others), indicating that narrow spectral amplitude peaks
can develop with increasing wind speed. From the PSDs for the
station installed on the foundation of a single ENERCON E−70
wind turbine (Figure 2B), spectral peaks around 0.43, 1.4, 4 and
8 Hz can be observed both during operation at high wind speed
and at standstill due to maintenance operations on 23 February
between 11:00 and 12:55 UTC. This indicates that the observed
peak frequencies represent tower resonance effects while additional
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FIGURE 4
Pressure (A), vertical velocity (B) and energy envelope ratios of vertical velocity to pressure (C) filtered in the frequency range between 0.7 and 0.9 Hz
range during a door slam event on 14 February 2023. On the right, compliance estimates in the frequency range between 0.2 and 3 Hz range (D) and
Amplitude Spectral Density (ASD) of pressure (E) and ground velocity records (F) during the time range 22:00–23:00 UTC on 14 February. The red
curve in (F) is an estimate of the vertical ground velocity variations induced by compliance effects (the product of the curves in panels (D, E).

spectral peaks during operation are expected to represent wind
turbine excitation frequencies (e.g., turbine rotation, rotor blade
passing) and multiples thereof.

To quantify the temporal stability of these effects over the 2-week
period of the experiment, Figure 5A shows the spectrogram from
continuous seismic time series. The spectrograms are calculated
from the measured spectral ratios (vertical component, 120-s
long windows) between the 400 stations inside and the three
southernmost stations outside the wind farm. Over the entire
period, the spectral shape is very stable and the spectral signatures
of the wind farm dominate over much of the array, particularly at
times ofmoderate-to-high wind speeds. As can already be seen from
Figure 2, for intermediate frequencies between 1 and 10 Hz, peak
amplitudes are slightly higher for increased wind speeds though the
differences are less than a factor 3.

Besides building the spectral ratio, we also calculate the
spectral width of the covariance matrix of the time series (vertical
component) of 16 geophones inside the wind farm in the south-
eastern sector (Figures 5B, C). The spectral width is a measurement
for the eigenvalue distribution of the covariance matrix and reflects
the spatial coherence of the seismic wavefield. A high spectral
width indicates a diffusive wavefield with a low spatial coherence
while a low spectral width indicates a high spatial coherence. This
measurement has been introduced to identify coherent seismo-
volcanic tremor signals (Seydoux et al., 2016) and has been applied
to identify flexural resonances in an elastic metamaterial (Lott et al.,
2020b). Due to the eigenmodes and seismic signals generated
by the wind farm one might expect a rather coherent wavefield.
Interestingly, the covariance matrix spectral width shows similar
patterns as for the spectral ratio. There are temporarily relative
stable values for the minima of the spectral width between 1 and

10 Hz, indicating a coherent wave field due to the tower resonances
displayed by the greenish colors. On the other hand, as expected,
a low spatial coherence can be observed for microseisms, i.e., for
frequencies less than 1 Hz (e.g., Correig and Urquizú, 2002).

We further would like to point out that the large values in
the spectrogram and the contemporaneous small values for the
spectral width towards the end of 15 and 21 February, to a lesser
extent also on 23 February, are interpreted as disturbing signals
due to the rotation of the nacelle due to changing wind incidence
direction as well as due to the permanent starting and stopping
of the rotation of the blades. During these periods, the wavefield
shows a more uncorrelated behaviour and these minima become
less prominent. However, the minima at 1.4, 4 Hz and around 8 Hz
appear to be more stable than the other minima (e.g., towards the
end of 15 February).

This means that external factors like wind speed or blade
rotation frequency will cause a variation in the amplitudes of the
certain spectral peaks while the resonance frequencies of the tower
eigenmodes remain stable in time.More importantly and also clearly
visible in Figure 5, the spectral troughs around 1.4 and 13 Hz, to
a lesser degree also at 8 Hz, at which significantly less energy is
transmitted to the ground, are also temporarily stable with their
amplitude being smaller than 1 for most of the time (pale and
blueish horizontal lines in Figure 5A, most visible between 17 and
22 February and after 24 February). This holds both for small and
high wind speeds Figure 5D and seems to confirm that the inside-
to-outside spectral minima described in section 3.1 are caused by
the strong interaction due to local resonances of the large number of
wind turbine towers in the wind farm. As already mentioned above,
the trough at 0.25 Hz might not be caused by resonance effects but
this trough is likely due to the fact that the amplitude of the second
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FIGURE 5
(A) Spectrogram for the spectral ratio between the array nodes and the most distant broadband stations to the south of the wind farm. (B) Spectral
width of the covariance matrix of a subarray of 16 vertical component time series within the large nodal array estimating the spatial coherence of the
seismic wavefield. (C) A zoom on (B) with an adapted color-scale highlighting the spectral width minimum around 0.43 Hz. (D) Wind speed and wind
direction measured at the top of a wind turbine with 10-min sampling interval.

microseism cannot be measured correctly due to the self-noise of
the geophones in the low-frequency range while it can be assessed
correctly at the broadband stations outside the wind farm.

3.5 Phase differences and signal amplitude

As there is a strong interaction between the soil and the
structures, the horizontal and vertical components of the Rayleigh
waves will excite the resonances of the large number of individual
wind turbines around their resonance frequencies (both flexural
and compressional resonances). This behaviour will induce a phase
shift of π on the incoming waves, i.e., a reflection of the wavefield
around the resonant frequencies of the wind turbines. When in
anti-resonance, the attachment point between the earth surface
and the wind turbine is at rest (Ewins, 2000; Williams et al.,
2015), achieving the desired reduction of the incoming wavefield
energy. Due to the sub-wavelength arrangement of the wind
turbines, there is a less strong wavefield power within the wind
farm between resonance and anti-resonance (smaller amplitude,
i.e., greenish color in the slant stack image around 1.4 Hz, see
Figure 3A) when considering the cumulative effect of the array
of wind turbines.

To study the influence of possible phase differences on the
amplitude decay, we calculate the phase differences between signals
measured at the foundation of one wind turbine and at a single
short-period station in the south-eastern sector of the seismic array.
The investigated station (yellow circles in Figure 1) is located at a
distance of around 50 m from the wind turbine, i.e., at the sub-
wavelength scale (the wavelength for Rayleigh waves is ∼ 500 m at
1 Hz). For calculating possible phase differences, we refer to the
cross-correlation analysis with a moving window with a length of
5 s and a total length of 1 hour (again starting from 16 February
2023 atmidnight).The signals are filtered in narrow frequency bands
around the observed minima and maxima of the inside-to-outside
spectral ratio shown in Figure 2. Exemplarily, in Figure 6 we show
the phase differences for frequency ranges between 0.7 and 1.1 Hz
where a well-constrained peak can be seen and between 1.3 and
1.6 Hz in which the inside-to-outside spectral ratio is characterized
by a strong trough. In the former case, the wind turbine and the
soil are oscillating in phase as there is almost no phase difference
between the signal at the foundation of the wind turbine and a
station a few tens of meters away. Similar effects, although less clear,
can be observed for the other frequency ranges where the inside-to-
outside spectral ratio shows a trough (not shown). On the contrary,
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FIGURE 6
Phase shift between bandpass filtered signals at the foundation of the
wind turbine with respect to recordings at a short-period station at a
distance of 50 m.

around 1.4 Hz, we observe a phase shift that is mainly limited to the
range between π/2 and π, meaning that the oscillating wind turbine
is mostly moving in an opposite direction at the sub-wavelength
scale compared to the soil, thus decreasing its motion. This out-
of-phase motion is, however, confined to the surface resonators,
i.e., the wind turbines, meaning that such behaviour would not
be observed for arbitrary pairs of stations in the seismic array
nor when the distances between the resonators and the station
approaches the wavelength of the surface waves but only on the
sub-wavelength scale.

In the high-frequency range, which is not affected by resonance
effects, the phase differences between source signals appear rather
randomly and no clear phase shift can be detected (already discussed
by Saccorotti et al., 2011; Limberger et al., 2021). The scattered
wavefields of the individualwind turbines lead to apparently random
constructive and destructive interferences, making the interference
condition very sensitive to any phase difference which can lead
to strong spatial and temporal changes in the wavefield amplitude
along the optical fiber (Figure 7B). In this plot, wind turbines are
located at meter points 0, 350, 600 and 850 along the fiber. The
respective wind turbines are located around 50, 16, 10 and 60 m
away from the fiber and the blades of all wind turbines were rotating
at apparently identical rotation rates at moderate wind speeds. The
highest amplitude values are found for the two closest wind turbines
but the corresponding amplitude pattern is not stable in time.

On the contrary, a temporally stable amplitude pattern is
observed in a frequency range between 1.3 and 1.6 Hz (Figure 7A).
Here we see an extremely rapid drop in signal amplitude around
the wind turbine resonances. Only the signals from the third wind
turbine closest to the fiber at meter point 600 can be detected while
for the second wind turbine at meter point 350 the signal can only
be approximated (the signals from the first wind turbine are strongly
disturbed by the power supply of the interrogator). After further
10–15 m, signals of the wind turbine are already barely discernible
although all signals are in phase, revealing a strong damping of the

wavefield inside the wind farm at the resonance frequencies of the
wind turbine towers.

At first glance, it might look strange that lower frequencies
of surface waves are more strongly damped. To this regard, we
obtain complementary information on the attenuation by the
PSD along the fiber. The PSD allows the frequency-dependent
wave propagation characteristics to be revealed. After anti-alias
filtering and downsampling to 100 Hz, we calculate strain-rate PSDs.
We follow the procedure described by McNamara and Buland
(2004) although PSDs are classically calculated for ground-motion
accelerations; the relationship between ground-motion and strain-
rate is not straightforward though. The PSDs calculated for each
fiber channel at 16 February 2023 between 11:00 and 13:00 UTC
are shown in Figure 8. PSD amplitudes strongly vary along the fiber.
Signals from wind turbines at meter points 350 and 600 can clearly
be identified in the high-frequency range while signals from wind
turbines at meter points 0 and 850, which are around 50 and 60 m
away from the fiber, are barely visible. For frequencies lower than
a few Hz, only signals from the wind turbine closest to the fiber are
seen. Counter-intuitively, these low-frequency signals attenuate very
quickly and this effect is identical for all four wind turbines near the
fiber. As wind turbines mainly emit surface waves (Styles et al., 2011
among others), intuitively one would expect stronger attenuation
for higher but not for low frequencies. However, the high-frequency
signals can be detected over distances of several hundredmeters and
it is the tower resonance frequencies that are strongly attenuated.
Notably, the attenuation pattern for frequencies between 5 and 10 Hz
is rather similar, already reported by Gortsas et al. (2017), with the
exception that signals around 8 Hz attenuate very rapidly.

3.6 Attenuation factor and attenuation
length

The basic premise is that the PSD amplitude decay follows
a power law, meaning that there should be a linear relationship
between the logarithm of the amplitude and the logarithm of the
distance. The slope of a linear fit of the decay can then be used
to calculate an attenuation factor, first proposed by Stammler and
Ceranna (2016) and by Flores-Estrella et al. (2017). The results in
Figure 9 show peak values between 2.5 and 3 in frequency ranges
around 0.43, 1.4, 4, 9 and 13 Hz. Most of these values coincide
with the resonance frequencies of the wind turbine tower shown
in Figure 2B. For frequencies in-between, the attenuation takes
values between 1 and 2. For high frequencies above 20 Hz, there
is a systematic decrease down to values between 0.5 and 1. By
multiplying PSD amplitudes by a factor of 0.5, the corresponding
attenuation values for time signals can be estimated as they are
proportional to the square of time domain amplitudes. Note,
however, that we are discussing strain-rate PSD, not ground-motion
values. Nevertheless, after multiplication by 0.5, attenuation values
significantly greater than 1 occur in the five distinct frequency ranges
which have already been discussed earlier, indicating an attenuation
even stronger than that of classical body waves, meaning that this
behaviour cannot be explained by near-field effects.

Another way to identify the existence of frequency ranges where
attenuation effects occur is to examine the correlation between
different channels along the optical fiber. This involved processing
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FIGURE 7
3-s normalized strain amplitude of seismic noise along the optical fiber filtered in frequency ranges between 1.3 and 1.6 Hz (A) and 3–4 Hz (B).
Measurements were taken at 16 February 2023 at 11:15 UTC. The high amplitude at very small distances is due to interfering signals due to the power
supply of the interrogator.

FIGURE 8
Two-hour PSDs (16 February 2023, 11:00 to 13:00 UTC) as a function
of frequency and distance along the optical fiber. For a range of
distances between 0 and 30 m, the signal power has been set to zero
to eliminate the power supply signals from the interrogator.

of the noise data for each channel i to accumulate a coherent phase
signal in the form of a cross-spectral density matrix which is the
spatial covariance matrix of the data in the Fourier domain (e.g.,
Gerstoft and Tanimoto, 2007; Roux, 2009)

S(ω, i) = d(ω, i)d*(ω, i) (1)

In Eq. 1, d is the Fourier transform of the data and the asterisk
represents the Hermitian transpose. S is a symmetric matrix with
the autocorrelations of all stations on the diagonal elements and the
cross-correlations on the off-diagonal elements. As S is a function of
both angular frequencyω and time t, we take a time interval of 5 s for
each channel of the fiber and compute S for each angular frequency
and individual timewindow.The results for the time-averaged cross-
spectral density matrix are shown in Figure 10.

FIGURE 9
Frequency-dependent attenuation factor determined from the
double-logarithmic representation of PSD amplitude decay (16
February 2023, 11:00 to 13:00 UTC).

At 1.5 Hz the cross-spectral density amplitude drops very rapidly
around the wind turbines, meaning that the scattering intensity
is significant at this frequency. The coherent signal is strongly
attenuated with respect to the diffusive wavefield. At 7.5 Hz the
cross-spectral density amplitude remains high over a much longer
distance range and a coherent signal can be detected over several
hundred meters. Similar observations apply for both the real and
the imaginary parts of the cross-spectral density.The latter, however,
is in fact the only part of the complex cross-spectra that reflects
true non-zero-lagged interactions, meaning that this observed effect
does not have a time-lag with respect to the source activity of
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FIGURE 10
Real (A, C) and imaginary (B, D) parts of the cross-spectral density matrix along the optical fiber for frequencies of 1.5 Hz (top) and 7.5 Hz (bottom).

the wind turbines. A significant damping attenuation of the wave
field around 1.5 Hz is also evident here while this effect cannot be
observed for 7.5 Hz.

3.7 Polarization of seismic noise

In the penultimate section we discussed the phase shift of the
incident waves which causes a reflection of the wavefield around
the resonance frequencies of the wind turbines. Such a phase shift
also exists between coupled P and SV waves, i.e., for the classical
Rayleigh waves. Here the coupling between the SV waves on the
vertical component and the P waves on the horizontal component is
only possible if both components are shifted in phase by ±90°. Since
the particle motion of the different seismic wave types is different,
the key parameter for the proper identification is their polarization.
The analysis is based on Vidale’s (1986) complex particle motion
polarization analysis approach. A three-component ground motion
recording of seismic noise is used to calculate the coherency matrix
or complex covariance matrix. Kulesh et al. (2007) adapted the
conventional covariance approach (e.g., Kanasewich, 1981) and
utilized it to estimate time-frequency dependent polarization. In
this process, time-averaging is not required explicitly. Prior to
applying polarization analysis to the complex wavelet amplitude for

each time-frequency pair, we first decompose the signal using a
continuous wavelet transform (CWT). The ellipse, which is often
inclined in 3D Euclidian space, then describes the particle motion at
each time and frequency. The frequency-dependent particle motion
is finally fitted to an ellipse which is characterized by its ellipticity
ratio, i.e., the ratio between the minor and the major axis of the
ellipse (Greenhalgh et al., 2018). The ratio takes a value of zero for
a fully linearly polarized waves and a value of one for a circularly
polarized arrival.

The average ellipticity ratio, i.e., the ratio of the minor to the
major axis, for the seven 5-s three-component instruments inside
the wind farm and the three southernmost stations outside the wind
farm for 60 signal windows with a length of 120 s again starting
at 16 February 2023 at midnight is shown in Figure 11. While for
the latter the ellipticity ratio does not show any significant variation
over the entire frequency range, for stations inside the wind farm the
shape of the ellipse is frequency-dependent. For frequencies between
0.3 and 0.4 Hz, around 1.5 Hz, between 2 and 2.5 Hz and around
13 Hz there is a significant decrease towards a more linearized
polarization (although the particle motion still has to be considered
elliptical). These results of polarization analyses are stable in time.
While, as discussed above, the trough between 2 and 2.5 Hz is
likely to be caused by compliance effects (see peaks in the red
curve in Figure 4F), a possible explanation for the low values in the
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FIGURE 11
Ellipticity ratio of the reconstructed particle motion through the
continuous wavelet transform for 5-s short-period stations inside
(solid line) and the broadband stations outside (dashed line) the
wind farm.

other frequency ranges could be that the local resonances (partially)
cause an energy conversion. Herein, Rayleigh waves are (partially)
converted into nearly linearly polarized S waves (or more linearly
polarized Rayleigh waves) at the resonance frequencies of the wind
turbines in the wind farm. In the context of surface resonators over
a homogeneous semi-infinite elastic medium, such conversion of
the Rayleigh waves has already been predicted theoretically and
observed numerically (Colombi et al., 2016a; 2017; Colquitt et al.,
2017).The abrupt shift in particle motion observed in the wind farm
provides a further indication of the influence of the wind turbines on
the propagation of surface waves as these effects are not observed for
stations outside the wind farm.

4 Numerical modeling of the wind
turbine and discussion

Understanding the surface wave dynamics observed in this
experiment also requires a good understanding of the dynamic
characteristics of the wind turbine resonators present in the field.
On the experimental side, there is a high degree of consistency
with respect to the frequency ranges in which strong damping
effects occur and some of these observations cannot be interpreted
as the behaviour of individual wind turbines but only as the
interaction of a large number of wind turbines. The peaks
that we observe in the spectra can originate from flexural and
compressional oscillations of the tower, blade rotation or power grid
frequency including harmonics and subharmonics. For a numerical
evaluation of mechanical resonance effects, the eigenvalues for one
of the turbines in the wind farm are obtained using COMSOL
Multiphysics® , a finite element analysis program. We specifically
choose to evaluate the resonances of the wind turbine from type
ENERCON E-70 which has a Lennartz 5-s broadband sensor
installed at its base and the DAS fiber optic cable in close proximity.

This will help us better understand the recorded signals. This wind
turbine with nominal power of 2.3 MW has a hub height of 113.5 m
and is mounted over a prestressed concrete-steel hybrid tower
(Figure 12, left panel). The diameter of the tubular tower varies
from 9.3 m at the base and smoothly tapers to 2 m diameter at the
very top. The bottom two-thirds of the tower is a precast concrete
constructionwith 22 segments, each 3.8 mhighwith a 300 mm thick
shell. The top one-third of the tower is composed of 2 structural
steel segments 3 and 25 m long, having a shell thickness of 40 and
25 mm respectively. The tower is idealised as a vertical cantilever
beamofmultiple segments having amean annular cross sectionwith
constant thickness. The rotor assembly, the nacelle and generator
which weigh around 104 tons in total, aremodeled as a concentrated
mass placed on top of the beam,whereas the bottom end of the tower
is assigned a fixed boundary condition. The tower is discretised
with one-dimensional beam elements available with the Structural
Mechanics module of COMSOL. The elastic parameters of concrete
and structural steel, as seen in Figure 12, are obtained from the
Euro code 2 and 3 respectively (British Standard Institution, 2004;
John Wiley and Sons, 2005).

Table 1 lists the natural frequencies of the tower for both the
Euler-Bernoulli (slender beam) andTimoshenko beam (thick beam)
formulations. As can be seen from the table, the fixed-base model
predicts the natural frequency of the wind turbine with reasonable
accuracy. The slightly lower eigen values for the fundamental mode
may be due to neglecting the steel reinforcement of the concrete
sections as well as the pre-stress that would further stiffen the tower.
Although our model does not take into account the flexibility of the
foundation due to the soil coupling, the numerical results obtained
are evidence that the foundation is almost clamped due to the type of
foundation system that has been used. We do not have information
on the foundation system. For soft soil sites like that in Nauen, deep
foundations are usually used with micro-piles for resisting traction
but it is very difficult to imagine the size, the number and the length
of such piles, if any.

The numerical modelling allows two observations to be made.
First, over the whole frequency range, the eigenvalues are in good
agreement with the observations and small deviations can only
be seen for higher modes. Apart from the unknown foundation
clamping, such deviations might also be caused by the eccentricity
of the head mass with respect to the centre of gravity of the tower
cross-section. This causes the resonance frequencies to widen (seen
in Figure 2B when the wind turbine is operational with respect to
when it is non-operational and highermodes to shift.However, since
Rayleigh waves have an elliptical polarization, which implies both
horizontal and vertical displacements, a straightforward coupling
of both the flexural and the compressional resonances of the wind
turbine towers with the seismic wavefield is also possible.

Secondly, most of the resonances here are caused by flexural
modes. This might be due to the fact that flexural resonances
of slender structures like wind turbines are excited more easily
than compressional ones. This is different from the METAFORET
experiment in which no efficient coupling between the horizontal
components of the Rayleigh waves with the flexural resonances of
the trees was observed which might be due to different material
properties. A few theoretical studies have focused on flexural
resonances and its interaction with the seismic wavefield indicating
that these flexural resonances can play an important role in certain
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FIGURE 12
Modal representations of the 112.3 m high ENERCON E−70 wind turbine tower motion under flexural and compressional resonances. (A) Technical
drawing of the wind turbine (© ENERCON GmbH). (B) Flexural and compressional oscillations of the tower. The concrete and steel segments are
assigned a uniform annulus cross section with material properties shown in the left panel. Although 1D beam elements are used, the tubular
representation of the tower is shown for better visualisation. The color represents the normalized eigen displacement magnitude, blue and red
indicating the respective minimum and maximum for each characteristic mode. The eigenvalues corresponding to the Euler-Bernoulli and Timoshenko
beam formulations are shown in Table 1.

material regimes (Xiao et al., 2012; Colquitt et al., 2017; Lott and
Roux, 2019; Wootton et al., 2019; Marigo et al., 2020). In particular,
flexural resonances become more important for less rigid substrates
(i.e., softer and more flexible soils) but that is exactly what we see in
our experiment.

Although from a theoretical point of view we do not see
an overlap between the flexural and compressional resonance
frequency ranges, we cannot exclude the possibility of interaction
between the two. However, it seems clear that for the first
compressional resonance around 13 Hz, its effect on the seismic
wavefield is stronger. This can be seen from the lowest troughs
in Figures 2, 11 and the highest peak in Figure 9 caused by the
compressional resonances of the wind turbine. Consistent with the
findings of Roux et al. (2018) and Lott et al. (2020a), this may be due
to the surface waves being more strongly slowed down and damped
around the compressional resonance of the resonators.

While it seems clear that the set of wind turbines in the
wind farm does have an impact on surface waves propagation
in distinct frequency ranges, the results also indicate that there
is no complete extinction of the surface wavefield as observed
in classical metamaterials but only a metamaterial-approximate
behaviour. Several possible factors are at play here.

(1) The frequency ranges of flexural resonances overlap with
the passband of compressional waves, i.e., no compressional
resonances are found below 10 Hz. Longitudinal (Rayleigh)
waves can still propagate throughout the wind farm in the
frequency ranges of the flexural resonances as can also be
seen in Figure 11, meaning that there is no full elimination
of (Rayleigh) surface waves. Similar observations have already
been made by Ma et al. (2016).

(2) As we do not have a single height for all wind turbines,
the damping effects associated with different heights overlap,
i.e., we are mapping effective material properties. This,
in turn, will cause a weakening of the overall damping
but a broadening of the frequency ranges in which the
damping occurs (similar to what has been described by
Colombi et al., 2016b; Li and Li, 2020).

(3) Although the arrangement of the wind turbines in the north-
south direction is periodic, in 3D the chosen wind farm
is not sufficiently periodic for “seismic crystal” effects to
become dominant as described by Colombi et al. (2016c) and
by Qahtan et al. (2022).

(4) For the dispersion curve (Figure 3), we do not observe a clear
slowdownof surfacewave velocities around 1.5 Hz as predicted
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TABLE 1 Numerically obtained eigenvalues of the ENERCON E-70 wind
turbine tower and comparison with the experimental results with values
taken from the 5-s sensor installed on the foundation of the single wind
turbine (black dotted line in Figure 2B).

Mode Eigenvalue [hz] Experimental
value [hz]
peak values
in Figure 2B

Euler-
Bernoulli

Timoshenko

1st flexural 0.42 0.42 0.43

2nd flexural 1.46 1.44 1.39

3rd flexural 3.84 3.72 3.85

4th flexural 6.75 6.47 7.61

5th flexural 10.36 9.56 10.2 (only partially
visible)

1st
compressional

10.58 10.58 12.8

2nd
compressional

20.60 20.60 not observed

theoretically in previous studies (e.g., Colombi et al., 2016b;
Colombi et al., 2017) but we only observe a flattening of the
dispersion curve. This could be due to the interaction of the
surface waves with body waves in the frequency range of the
flexural resonances of the wind turbines.

(5) Although we see a significant influence of the wind farm on
the seismic wave field in a broad frequency range, given the
rather soft soil conditions (Figure 3) and a spacing between
the wind turbines in the order of a few hundred meters, the
wavelengths are rather short.This means that only the first two
modes are really sub-wavelength (λ/8 for the first, λ/2 for the
second flexural mode).

(6) In addition, the degree of coupling of Rayleigh waves and
hybrid Rayleigh waves at the soil-resonator interface is
sensitive to the mass of the resonator. Such heavy masses–here
we are discussing masses in the order of much more than
1,000 tonnes–do not cause a smooth bending of the dispersion
curve for frequencies smaller than the resonance frequencies
but a very sharp deviation of the dispersion curve towards
low velocities just before this frequency (Boechler et al., 2013;
Palermo et al., 2016).

(7) The heavy masses are associated with a strong impedance
contrast at the soil-resonator interface. Assuming values for
ρsoil ≈ 1800 kg/m³, ρsteel/concrete ≈ 8,000 kg/m³, vSsoil ≈ 500 m/s,
vSsteel/concrete ≈ 3,200 m/s results in an impedance contrast in
the order of 30. While we generally observe an increase in
the width of the damping frequency ranges for decreasing
impedance contrasts, for strong impedance contrasts–as seen
here–the corresponding damping frequency ranges tend to
become smaller due to a weakened coupling between the
ground and the resonators (Colombi et al., 2014; Joshi and
Narayan, 2022).

(8) While previous reference studies have generally been
performed for a homogeneous halfspace, a multi-layered

soil will result in a more complex wavefield. The coupling
of the wavefield with the resonators will then depend more
strongly on the variation of the soil properties with depth
(Chen et al., 2019) although a leakage to higher-mode surface
waves which cannot be resolved with our experimental
configuration (Lott et al., 2020a) as well as an interplay
between flexural and compressional resonance resonances
(as described, for example, by Marigo et al., 2020) might also
be possible.

While so far we only have focused on Rayleigh waves, layered
soils will practically also allow the study of anti-plane waves, i.e.,
Love waves requiring horizontal resonators (Palermo and Marzani,
2018). Although the overall results are consistent, there are a number
of experimental peculiarities which can be excluded in theoretical
studies but which are unavoidable in the real-world experiments.
Such peculiarities can only be resolved by dense spatial sampling of
the seismic wavefield.

5 Conclusion

We have demonstrated for the first time that tall structures
at the city-district scale can interact with each other, with the
seismic wavefield and with the atmospheric pressure field. The
spatially dense installation of extended resonators can produce
strong structural damping of Rayleigh waves in the frequency
range of engineering interest (a few Hz). A dense grid of
seismic geophones and complementary instrumentation allows the
physical interpretation of the observed wavefield properties to
be validated. Around the flexural and compressional resonance
frequencies of the wind turbine towers, the coupling between the
resonators and surface waves in the wind farm is demonstrated
taking into account amplitude and phase patterns, attenuation
length, spectral ratio and surface wave polarization. The damping
effect in these frequency ranges is further clearly observed in
the strain amplitude along the optical fiber. The spectral ratio
between stations inside and outside the wind farm reveals that
this attenuation results from the incoherent scattering linked
to the interaction of surface waves with the wind turbines,
meaning that these effects cannot be observed outside the wind
farm and can only be explained by the interaction of a large
number of wind turbines. The shift in particle motion ellipticity at
frequencies near to the resonance of the wind turbines is another
indicator of the resonance impact of the resonant structures on the
propagation of Rayleigh waves which is supposed to be stronger
for compressional resonances with respect to the flexural ones.
With respect to metamaterial-like effects, although both types of
resonances (flexural and compressional) certainly have an impact
on the wavefield of seismic surface waves, we do not see evidence
of a classical metamaterial with a strict bandgap in the sense
of one or several frequency range(s) where the propagation of
seismic surface waves is completely inhibited. The results still
pave the way to potential future applications in terms of urban
seismic hazard mitigation and/or earthquake engineering in urban
environments. In a first step, for example, arrays of buildings
could be studied with a focus on building component resonances
like large concrete floors or an emphasis on designs of buildings
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with resonances in the frequency range of earthquake engineering.
One could then ask to what extent the real urban organization
with a highly heterogeneous building stock can contribute to the
emergence of frequency ranges in which the seismic energy is
strongly reduced.
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