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S U M M A R Y 

A better understanding of damage accumulation before dynamic failure events in geological 
material is essential to improve seismic hazard assessment. Previous research has demonstrated 

the sensitivity of seismic velocities to variations in crack geometry, with established evidence 
indicating that initial crack closure induces rapid changes in velocity. Our study extends 
these findings by investigating velocity changes by applying coda wave interferometry (CWI). 
We use an array of 16 piezoceramic transducers to send and record ultrasonic pulses and 

to determine changes in seismic velocity on intact and faulted Westerly granite samples. 
Velocity changes are determined from CWI and direct phase arri v als. This study consists of 
three sets of experiments designed to characterize variations in seismic velocity under various 
initial and boundary conditions. The first set of experiments tracks velocity changes during 

hydrostatic compression from 2 and 191 MPa in intact Westerly granite samples. The second 

set of experiments focuses on saw-cut samples with different roughness and examines the 
effects of confining pressure increase from 2 to 120 MPa. The dynamic formation of a fracture 
and the preceding damage accumulation is the focus of the third type of experiment, during 

which we fractured an initially intact rock sample by increasing the differential stress up to 

780 MPa while keeping the sample confined at 75 MPa. The tests show that: (i) The velocity 

change for rough saw cut samples suggests that the changes in bulk material properties have 
a more pronounced influence than f ault surf ace apertures or roughness. (ii) Seismic velocities 
demonstrate higher sensitivity to damage accumulation under increasing differential stress 
than macroscopic measurements. Axial stress measured by an external load cell deviates from 

linearity around two-third through the experiment at a stress level of 290 MPa higher than 

during the initial drop in seismic velocities. (iii) Direct wav es e xhibit strong anisotropy with 

increasing differential stress and accumulating damage before rock fracture. Coda waves, on the 
other hand, ef fecti vel y av erage ov er elastic wav e propagation for both fast and slow directions, 
and the resulting velocity estimates show little evidence for anisotropy. The results demonstrate 
the sensitivity of seismic velocity to damage evolution at various boundary conditions and 

pro gressi ve microcrack generation with long lead times before dynamic fracture. 

Key words: Acoustic properties; Coda waves; Seismic anisotropy; Seismic velocity; Mi- 
cromechanics of damage evolution. 
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1  I N T RO D U C T I O N  

Dynamic failure events in earth material, such as rock bursts, land- 
slides and earthquakes, are thought to be preceded by preparatory 
processes at different spatiotemporal scales. Such preparatory pro- 
cesses are characterized by subtle changes in frictional and elas- 
tic properties of geological material during stress accumulation. 
2846 
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Theoretical and laboratory results highlight that earthquakes start 
gradually and gain momentum quickly before they emit seismic 
waves (Dieterich 1972 , 1978 ; Ohnaka 1992 ; Marone 1998 ; Ohnaka 
& Shen 1999 ; McLaskey & Kilgore 2013 ; Latour et al. 2013 ; Pas- 
sel ègue et al. 2018 ; McLaskey 2019 ). This nucleation phase marks 
the onset of shear rupture propagation (Dieterich 1978 ; Ohnaka 
1992 , 2004 ; McLaskey & Kilgore 2013 ; Latour et al. 2013 ). Before 
ress on behalf of The Royal Astronomical Society. This is an Open Access 
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upture propagation, microcrack damage pro gressi vel y localizes
long the future nucleation zone, e ventuall y promoting frictional
ailure (Lockner et al. 1991 ; Ohnaka 1992 , 2004 ; Gu érin-Marthe
t al. 2019 ; Dresen et al. 2020 ). Since many aspects of laboratory
riction experiments are highly idealized compared to natural faults
Goebel et al. 2015 ), it is not al wa ys straightforward that results
rom laboratory-sized samples can yield knowledge significant to
arthquake faulting (Marone 1998 ; Ohnaka 2004 ). 

Despite obvious differences between faults in the lab and in na-
ure, experimental results significantly improved our understanding
f the physical mechanisms behind slip localization and dynamic
nstability. Specific phases of pre-failure damage accumulation and
oalescence characterize intact rock failure in the laboratory. A nu-
leation patch forms when microcracks start to localize spatially,
nteract and coalesce (Scholz 1968 ; Lockner et al. 1991 ; Main
t al. 1992 ; Ohnaka 1992 , 2004 ). Micromechanical models are used
o quantify damage accumulation and macroscopic failure (Ashby
 Hallam 1986 ; Ashby & Sammis 1990 ; Kachanov 1994 ; Bhat

t al. 2011 ), for instance, in a porous brittle medium under uniaxial
ompression (Ashby & Hallam 1986 ). Crack growth in this ‘pore-
rack’ model occurs in the direction of maximum principal stress
hen stress intensity at the crack tip exceeds the fracture tough-
ess (Ashby & Hallam 1986 ). To comprehend the mechanism of
racture formation and propagation in less permeable brittle rock,
shby & Sammis ( 1990 ) suggested a ‘wing-crack’ model. In such
 model, cracks form at an angle between 30 ◦ and 60 ◦ to the max-
mum principal stress (Ashby & Hallam 1986 ). When the shear
rack overcomes the frictional resistance, it will slide and promote
he formation of wing cracks at its tips (Ashby & Sammis 1990 ).
n these models, as the loading increases, the microcracks interact
o create a fault nucleus that precedes failure analogous to labora-
or y obser vations. Damage accumulation and preparator y processes
efore failure in numerical models and laboratory experiments are
lso considered important processes that govern fault mechanics in
he natural system (Ben-zion & Sammis 2003 ). Ho wever , poten-
ial precursory signals are often absent or hard to detect in field
bser vation (Ellswor th 2019 ; Tape et al. 2013 ). 

Laboratory fracture and frictional sliding tests have produced
uch insight into the constitutive behaviour of fault zones. Seismic

ecords during these tests show several parallels to natural seis-
icity (Goebel et al. 2012 , 2013 ; Acosta et al. 2019 ; Marty et al.

023 ). For instance, several studies suggest frequent foreshock ac-
ivity can be detected in areas with high-density seismic instrumen-
ation (Mignan 2014 ; Sugan et al. 2014 ; Trugman & Ross 2019 ).
his observation may be similar to abundantly recorded foreshocks

n experiments with high-resolution acoustic emission monitoring
Goebel et al. 2012 ; Johnson et al. 2013 ; Rouet-Leduc et al. 2017 ;
resen et al. 2020 ; Trugman et al. 2020 ; Aben et al. 2020 ; Johnson

t al. 2021 ; Marty et al. 2023 ). 
One issue that hampers a more robust foreshock analysis is the

eed for high-resolution records of very low-magnitude earthquakes
n nature. Seismic velocity—which records the change in the fault
one and elastic bulk properties—is another e xtensiv ely used mea-
ure of the accumulation and evolution of damage along a fault
ith increasing differential stress. The usefulness of this method
as been tested in monitoring volcanic processes (Ratdomopurbo
 Poupinet 1995 ; Brenguier et al. 2008b ; Feng et al. 2020 ), near-

urface damage induced by earthquakes (Vidale & Li 2003 ; Wegler
t al. 2009 ; Taira et al. 2015 ; Wang et al. 2019 ; Taylor & Hillers
020 ) and laboratory faults (Scuderi et al. 2016 ; Bolton et al. 2020 ;
aglialunga et al. 2021 ; Shreedharan et al. 2021 ). 
Variations in seismic velocities are frequently inferred from in-

erting direct P and S phase picks, for example in tomographic
tudies (Aki & Lee 1976 ; Husen & Kissling 2001 ; Thurber & Rit-
ema 2007 ; Islam et al. 2022 ). The fundamental data utilized are the
rri v al times of the P and S phases. The method for tomographic in-
 ersion has evolv ed from simple 3-D tomographic inversion (Diehl
t al. 2009 ; Barklage et al. 2015 ; Brantut 2018 ) to more complex
ouble-dif ference tomo graphy (Zhang & Thurber 2003 ). Similarly,
av eform inv ersion techniques using body and surface wav es are
sed to determine the velocity structure of the earth at different
epths (Tape et al. 2009 ; Adourian et al. 2022 ). In all these tech-
iques, fundamental data utilized are the absolute traveltime or dif-
erential traveltime of the P and S phases, which are accompanied
y uncertainties in their pick times and event locations. In addi-
ion to that, the path or region traversed by the respective phases is
ampled just once. 

Coda wave interferometry (CWI) methods take advantage of mul-
ipl y scattered w av es that sample volumetric v elocity changes more
 xtensiv ely and are thus thought to have higher sensitivity than
irect phase measurements (Snieder et al. 2002 ; Gr ˆ et 2003 ; Gr ˆ et
t al. 2006 ; Snieder 2006 ). CWI is based on the principle that a
oda wave samples many scatterers formed during varying bound-
ry conditions (Gr ˆ et et al. 2006 ; Snieder 2006 ). The wave will
ounce multiple times from the scatterer (Singh et al. 2019 ) in such
 case. Slight changes in a medium that may not appear in the first
rri v als are amplified by this repeated sampling (Gr ˆ et et al. 2006 );
o wever , anisotropy-effects on CWI-velocity are largely unknown
nd are investigated in the following. 

CWI does not require information on source and receiver location
o estimate the velocity change beyond the identification of highly
orrelated waveforms. The source could be either an active wave
enerator (e.g. piezo transducers, vibroseis trucks, or explosion) or
 passive source such as repeating earthquakes. Repeating earth-
uakes are seismic events with identical locations and geometry but
ccur at distinct times (Uchida & B ürgmann 2019 ). 

CWI has been used to detect temporal changes in the stress state
n the seismogenic crust (Brenguier et al. 2008a ; Wegler et al. 2009 ).
WI is also associated with detecting seismogenic stress evolution
long the San Andreas Fault after the 2004 Parkfield earthquake
Taira et al. 2008 ), associated with the three scatterers located on
he fault at the rupture’s northernmost extent. Similarly, CWI is used
o monitor the reservoir response to earthquakes in the Salton Sea
eothermal field (Taira et al. 2018 ). As a result of aseismic defor-
ation, the opening of fractures was responsible for the observed

ecrease in velocity. Likewise, prior to the eruption of the Kilauea
olcano in December 2017, noise-based interferometry indicated
hree phases of the evolution and interaction of the reserv oir -dike

agmatic system (Feng et al. 2020 ). Detailed velocity measure-
ents in volcanic environments may help document pre-eruptive

rocesses and image magma systems. 
CWI methods are also used to monitor the time-varying rock

roperties in the laboratory (Gr ˆ et et al. 2006 ). Gr ˆ et et al . ( 2006 )
etermined the dependence of velocity on uniaxial stress resulting
rom temperature and water saturation. In addition to its usefulness
n studying geological material, CWI has also found widespread
sage in monitoring the growth of microcracks and the strength of
oncrete in civil engineering (Garnier et al. 2013 ; Livings et al.
016 ; Jiang et al. 2020 ). The significance of the method can be
nferred from its multiple applications, which have proved its use-
ulness in a wide range of settings and materials. 

In the following sections, we look at how changes in seismic
elocity can be measured during differential stress increase lead-
ng up to dynamic failure and confining pressure increase during
ydrostatic loading of intact and faulted samples. We start by sum-
arizing the CWI methodology and the data used in this study. The
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Figure 1. (a) Schematic diagram representing the state of stress ( σ 1 , σ 2 and σ 3 represent the largest compressive stress, intermediate stress, and least principal 
stress, respecti vel y), saw-cut fault (blue dashed line) for faulted sample, and scatterers in the rock sample. Sample lengths varied between 100 and 105 mm, 
and diameter was either 40 or 50 mm. In an active source experiment with sender and receiver pairs, the piezoceramic transducers were directly attached to the 
rock surface through the rubber jacket. On the sample were two sets of strain gauges, one running circumferentially and the other running axially (black square 
box). (b) Plan-sectional view of the rock cylinder along its diameter. The solid black lines denote the direct ray path, and the dashed black lines represent the 
multiply scattered elastic waves from the sender towards the receiver during an experiment. (c) Location of sensors on the rock sample during the experiment 
and mapping for saw-cut and fractured samples in green. A total of 16 transducers were used, with seven transducer pairs in horizontal alignment and one pair 
in a vertical arrangement. 
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described methodology is then evaluated on synthetic data sets to 
compare the robustness and resolution of the two different CWI im- 
plementations, that is a moving windowed cross-correlation (MWC) 
approach (Snieder et al. 2002 ; Gr ˆ et et al. 2006 ; Snieder 2006 ) and 
dynamic time warping (DTW; Sakoe & Chiba 1978 ; Hale 2013 ; 
Mikesell et al. 2015 ). In the third step, we use CWI to derive ve- 
locity changes during (i) intact rock compression, (ii) hydrostatic 
compression of saw-cuts with different roughness and (iii) triaxial 
loading to intact rock failure. 

2  E X P E R I M E N TA L  S E T U P,  DATA  A N D  

M E T H O D S  

2.1 Laboratory experimentation 

This study focuses on seismic velocity changes with increasing con- 
fining pressures and axial load before rock fracture in cylindrical 
Westerly granite samples (40–50 mm in diameter and 105 mm in 
height). The samples are comprised of quartz (28 per cent), plagio- 
clase feldspar (33 per cent), orthoclase feldspar (33 per cent) and 
mica (5 per cent), including muscovite and biotite (Chayes 1950 ). 
The grain size of minerals in the granite sample ranges from 0.05 to 
2.2 mm, with an average grain size of 0.75 mm (Stesky, 1978 ). The 
initial porosity of the sample was less than 2 per cent (Goebel et al. 
2012 ). The selected samples were checked for homogeneity and 
showed no macroscopic evidence of fracturing or inclusions. The 
samples were oven dried for several days to remove the moisture 
content and then placed inside a rubber jacket to separate rock- 
sample and confining oil. 

The deformation and microcrack formation in the sample was 
thoroughly monitored by an array of piezoceramic transducers 
(Fig. 1 c). The transducers were mounted directly on the rock sam- 
ples through holes in the rubber jackets using low-viscosity epoxy. 
We utilized 16 different piezoceramic sensors with a thickness of 
1 mm (for samples with a diameter of 40 mm) or 2 mm (for samples 
with a diameter of 50 mm) and a resonance frequency of 1–2 MHz 
for acoustic emission recording and ultrasonic pulse generation. 
The experiments focused on active source velocity measurements, 
with one transducer (sender) sending an ultrasonic pulse (duration 
= 3.63 μs) every 30 s and the other transducers (receiver) receiv- 
ing the signal that propagated through the sample (Stanchits et al. 
2006 ; Goebel et al. 2013 ). The 16-channel array was designed to 
include seven horizontal and one vertical sensor pair (F ig. 1 c). Ver - 
tical velocity measurements were obtained from AE sensors that 
were directly embedded in the vertical loading pistons. Each chan- 
nel operates in a triggered mode and records full waveforms at a 
sampling rate of 10 MHz with a time resolution of 0.1 μs and 
an amplitude resolution of 16 bits (Goebel et al. 2012 ). The 16- 
bit amplitude resolution refers to the accuracy of the piezoceramic 
transducer, which can detect small changes in amplitude. The higher 
bit resolution allows for a larger set of potential amplitude values, 
allowing for an accurate and detailed representation of the input 
signal. 

The experiments were performed on a 4600 kN MTS servo- 
controlled loading frame, and a 200 MPa pressure vessel system 

at the German Research Centre for Geosciences (GFZ)-Potsdam, 
Ger many. Inter nal and exter nal load cells were used to measure 
the axial load, and a Linear Variable Displacement Transducer 
(LVDT) was used to monitor axial displacement and shortening 
across the whole sample. Two pairs of strain gauges were arranged 
axially and circumferentially on the sample surface for the exper- 
iments. The circumferential strain gauges were directly attached 
to the sample surface at 10 mm below and above the saw-cut 
fault. 

We conducted three experiments to investigate the relationship 
between changes in seismic velocity (i.e. direct P wave and coda 
wave), fault damage, and stress state, each with different loading 
conditions (Table 1 ). The first set of experiments explored the effect 
of changes in confining pressure (Fig. 1 a) on microcracks and seis- 
mic velocities sampled in 30 s intervals. We increased the confining 

art/ggad390_f1.eps
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Table 1. Summary of experiments conducted under varying levels of stress (S. no., serial number). Int-1 and Int-2 are two experiments involving the 
compression of intact rocks by hydrostatically increasing confining pressure. The second type of experiment was conducted on rough (FaultR) and smooth 
(FaultS) saw-cut samples, which were also subjected to an increase in confining pressure. Frac-1 is an experiment in which an intact rock is subjected to 
differential loading until failure. 

S. no. Sample ID P c (or σ 1 –σ 3 ) - start (MPa) P c (or σ 1 –σ 3 ) - end (MPa) Pressure or piston loading rate Diameter (mm) Sample type 

1 Int-1 2 75 0.5 MPa min −1 40 Intact 
2 Int-2 2 191 - 75 a 0.5 MPa min −1 40 Intact 
3 FaultR-1 2 120 2.0 MPa min −1 50 Faulted 
4 FaultR-2 2 120 2.0 MPa min −1 50 Faulted 
5 FaultR-3 75 120 2.0 MPa min −1 40 Faulted 
5 FaultS-1 2 120 2.0 MPa min −1 50 Faulted 
6 FaultS-2 2 120 2.0 MPa min −1 50 Faulted 
7 Frac-1 0 784 b 20 μ min −1 40 Intact 
a Int-2 is the case where confining pressure was increased to 191 MPa from 2 MPa and then decreased back to 75 MPa. 
b Experiment Frac-1 is where the differential stress (confining pressure fixed at 75 MPa) was increased until the sample failed, where axial loading rate is 20 
μ/min. 
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ressures from 2 to 75 MPa (Int-1) and from 2 to 191 MPa and back
own to 75 MPa (Int-2) at 0.5 MPa/min to explore crack closure
nd reopening. 

The second set of experiments focused on velocity changes on
mooth and rough saw-cut faults oriented at a 30 ◦ angle to the load-
ng axis (Fig. 1 a). The smooth and rough surfaces were created by
utting the samples at a 30 ◦ angle to the vertical axis. The resulting
urface was then ground using two different silicon-carbide pow-
ers (#290 for smooth/polished surface and #60 for rough surface)
eading to RMS roughness of 0.01 mm (FaultS-1 and FaultS-2) and
.15 mm (F aultR-1, F aultR-2 and FaultR-3; Table 1 ). In each exper-
ment, the confining pressure was increased from 2 to 120 MPa at a
ate of 2.0 MPa min −1 . 

The third type of experiment focused on velocity changes before
ntact rock fracture (Frac-1). Here, a rock sample with 40 mm di-
meter and 100 mm length was placed in a triaxial apparatus, and
he confining pressure was increased to 75 MPa and held constant.
he axial load was then increased until the sample fractured, and
 new fault formed. The locations and magnitudes of the associ-
ted acoustic emissions (AEs) were estimated using the methods
iscussed by Goebel et al . ( 2013 ). 

.2 Determination of the r elati ve change in velocity 

e started the computation by estimating the velocity of the P wave.
y measuring the P -wav e v elocity change, normal and parallel to

he sample axis, we can infer changes in material properties along
he source– path. We were also interested in monitoring changes
n velocity related to coda waves. Coda waves are thought to be
he outcome of seismic wave scattering mechanisms generated by
eterogeneities (Herraiz & Espinosa 1987 ). As a result, we assume
hat the coda waves sample a more e xtensiv e section of the rock in
ome instances (Gr ˆ et et al. 2006 ; Snieder 2006 ), and report changes
hat the direct P phase has missed. We use the moving window cross-
orrelation technique (MWC; Snieder et al. 2002 ; Gr ˆ et 2003 ; Zotz-
ilson et al. 2019 ; Singh et al. 2019 ) and the dynamic time warping
ethod (DTW; Sakoe & Chiba 1978 ; M üller 2007 ; Mikesell et al.

015 ) to calculate the time lag between two successive waves. 
We aim to capture temporal variations in laboratory fault prop-

rties and how they evolve as failure approaches under different
oundary conditions. Using controlled laboratory experiments with
nown geometry and boundary conditions, we determined whether
nd under what conditions CWI can provide more precise measure-
ents of changes in seismic velocities and fault zone properties. 
.3 Direct P -w av e v elocity 

uring our experiment, the source generates a pulse of length 3.63
s, and the receiver records the waves transmitted through the sam-
le. The start of the source pulse at the sender is considered the
rigin time. We used the Akaike Information Criterion (AIC) tech-
ique (Akaike 1974 ; Kurz et al. 2005 ) to determine the arri v al time
f the direct P phase. We determined the relative change in P -wave
elocity (d v p / v p ) using these absolute times and sample geometry.
he vertical velocity is adjusted to account for the shortening of the
ample, as this contraction has a significant influence on the mea-
ured values. In contrast, the radial velocity, subject to a negligible
hange (see Suppl. 6), is considered insignificant and therefore left
ncorrected. 

.4 Coda w av e interfer ometry 

e start by cross-correlating pairs of ultrasonic pulse (UP) source
eismograms while pressure or stress increases. Let us assume a
race as u unp (i.e. Event-114 in Fig. 2 ) at some time t under some
tate of stress. We then perturb the stress at time t + dt and record
nother waveform trace u per (i.e. Event-115 in Fig. 2 ). We extract
he lag from the data using the cross-correlation function R , which
s defined as, 

R 

( t,T ) ( t s ) ≡
∫ t+ T 

t−T u unp 

(
t 

′ )
u per 

(
t 

′ + t s 
)

dt 
′ 

{ ∫ t+ T 
t−T u 

2 
unp 

(
t ′ 
)

d t ′ 
∫ t+ T 

t−T u 

2 
per 

(
t ′ 
)

d t ′ 
} 1 / 2 . (1) 

We compute the moving window cross-correlation between the
wo signals by eq. (1). The time window is centred at time t with a
uration of 2 T and the time-shift for the cross-correlation is denoted
y t s . Thus, the maximum time-shifted cross-correlation occurs
hen: 

 s = 〈 τ 〉 ( t,T ) . (2) 

Here, 〈 τ 〉 ( t , T ) is the mean traveltime perturbation of the arri v als
n the time window. The velocity of the medium is changed by a
onstant value δv when perturbing the state of stress (Snieder et al.
002 ). We compute the mean traveltime perturbation as 〈 τ 〉 ( t,T ) =
( δv 

v 
) t . Now, the estimated velocity change is: 

δv 

v 
= −〈 τ 〉 ( t,T ) 

t 
. (3) 

We begin by examining the waveform coherency of the intact
ample from active source experiments. Based on digital triggers
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Figure 2. Two consecutive waveforms from a confining pressure increase experiment shows they are highly coherent. It also shows the 15 μs waveform 

window and an overlap of 85 per cent between two consecutive waveforms. The early part of the consecutive waveforms is highly coherent (b, c, d) with a very 
small lag. Ho wever , the later par t has a ver y low cross-correlation v alue with a high associated lag. (d) Lag time over the length of the w aveform shows the 
progression of the cross-correlation coefficient (blue) and the lag time (green) with the moving window cross-correlation method. The linear slope (ordinary 
least square fit) between 20 and 150 μs is considered for the d t / T , which is equi v alent to −d v / V (Snieder et al. 2002 ). 
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sent directly from the pulse generator, these waveforms are recorded 
for 200 μs. The observed active source waveforms typically have 
a high signal-to-noise ratio for at least 150 μs with high cross- 
correlation values ( R > 0.9). We consider the lag (d t ) from 20 to 
150 μs for the change in velocity estimates with the coda wave 
(saw-cut faulted samples and Frac-1). Based on these records, ac- 
curate time-shifts within the coda wave were determined by using 
the moving window cross-correlation method (Fig. 2 ). The relative 
velocity change that we are interested in is the overall slope of these 
discrete, windowed intervals (Fig. 2 d; eq. 3). In this study, we uti- 
lized consecutive (alternate) waveforms throughout the experiment 
to calculate the CWI. 

The following section discusses the DTW method which calcu- 
lates the time-shift between individual samples of two waveforms 
by minimizing their Euclidean distance. 

DTW is a non-linear optimization method that can resolve the 
time-shifts between the waveforms even in the presence of some 
random noise (Sakoe & Chiba 1978 ; M üller 2007 ; Mikesell et al. 
2015 ). In this study, we assume a trace as u 0 ( t ) at some time t 1 . We
then change the state of stress at time t 2 and record another trace 
u ( t ′ ). In both cases, we only change the state of stress, and everything 
else was held constant, and the waveforms looked highly coherent 
[for example, u 0 ( t ) = Event-114 and u ( t ′ ) = Event-115 in Fig. 2 ].
There are several steps required to estimate the precise time-shift as 
discussed in Hale ( 2013 ). 

First, compute the alignment error or error function between the 
two traces: 

i . e . e[ i, τ ] = 

(
u ( t 

′ 
) − u 0 ( t + τ ) 

)2 
, (4) 

where τ is the lag given as an input. This error function returns a 
square matrix that has the same dimensions as the two traces. In the 
cells where τ is equal to the lag incurred due to the change in stress 
state, the error functions are close to zero. 

The next step is to accumulate the error function with time, which 
is also called the distance function d( t, τ ) (Mikesell et al. 2015 ): 

d[0 , τ ] = e[0 , τ ] , 

d[ i, τ ] = e[ i, τ ] + min 

⎧ ⎪ ⎨ 

⎪ ⎩ 

d[ i − 1 , τ − 1] , 

d[ i − 1 , τ ] , 

d[ i − 1 , τ + 1] 

⎫ ⎪ ⎬ 

⎪ ⎭ 

, 

for i = 1 , 2 , . . . , N − 1 . 

(5) 

In the first step, it is not al wa ys possible to locate the minimizing 
path (i.e. u [0: N − 1]). Consequently, we must compute and store 
distances d [ i , l ] for all lags, presuming that lag τ may lie on the 
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Figure 3. Confining pressure change versus the waveforms recorded during the Int-2 experiment for Sender-4 and Receiver-2 pair. All the waveforms were 
normalized by the maximum amplitude of the overall recorded waveforms. The P arrivals were used to align the normalized waveforms where the P phase 
was picked using the AIC picker. The confining pressure was increased from 2 to 191 MPa, then held constant at 191 MPa for 120 min and it lowered to 75 
MP a. We observ e some digital noise between 60 and 70 MPa, but the recordings are otherwise highly coherent. The red shades of colour represent the positive 
amplitude and the blue shades of color represent the ne gativ e amplitude. The black dashed box shows the length of the coda wave used for CWI. 

m  

m  

u  

d

 

m  

r
 

l  

D  

t  

o  

2  

t  

t  

p  

w  

p  

o  

w

3

3

W  

I  

f  

t  

t  

g  

w  

a  

h  

t  

T  

t  

w  

i  

c  

e  

s  

a
 

c  

1  

d  

f  

a  

d

r  

w  

e  

fi  

c  

2  

6  

v  

w  

m  

c  

v  

i

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/235/3/2846/7296131 by G

eoforschungszentrum
 Potsdam

 user on 07 February 2024
inimizing path (Mikesell et al. 2015 ). Thus, eq. (5) will use the
atrix computed in eq. (4) to compute the distance matrix d . By

sing this distance function, we can find the minimum accumulated
istance D as: 

D = τmin d[ N − 1 , τ ] . (6) 

This step loops over all the lags τ ( + τ to −τ ) and finds the
inimum distance over the matrix (Hale 2013 ). We select lags ‘ τ ’

anging from −10 to + 10 μs. 
The third step is to find the minimizing path starting with the

ast shift from eq. (6), from matrix D . We backtrack through the
 matrix (retracing the path with the lowest accumulated D from

he bottom-left-hand corner to the top-right-hand corner) to find the
ptimal warping path, also known as the warping function (Hale
013 ), or the actual lag incurred by the change in stress state during
he experiment. The warping path serves as the mapping between
he corresponding sampling points of the two traces. This is the last
arameter needed to compute the relative change in velocity. This
arping function is the absolute lag at each sample point across the
air of traces, as opposed to MWC, which is a relative lag dependent
n the cross-correlation window size. The linear fit (d t / T ) over this
arping function will give us (d v / V ) equivalent to eq. (3). 

 E X P E R I M E N TA L  R E S U LT S  

.1 Increasing confining pressure on Intact rock 

e hydrostatically compressed two intact granite samples (Int-1 and
nt-2) in a triaxial loading rig by increasing the confining pressure
rom 2 to 75 MPa for the first and from 2 to 191 MPa and then back
o 75 MPa for the second specimen (Tab le: 1 , Int-1) w hile keeping
he rest of the boundary condition the same. The laboratory seismo-
rams mirror the compression and stretching pattern of synthetic
aveforms (see Suppl. 1 and 2) during confining pressure increase
nd decrease (Fig. 3 ). The lab waveforms were normalized by the
ighest maximum amplitude out of all records, and we aligned each
race at P onset, selected by an automatic AIC picker (Zhang &
hurber 2003 ; Kurz et al. 2005 ). For experiments Int-1 and Int-2,

he waveforms were trimmed to 55 μs, and the MWC method’s
indow length is 6 μs, with 85 per cent overlap (i.e. 5.1 μs). To

dentify the optimal window length and percent overlap, various
ombinations of window and overlap were tested on synthetic and
 xperimental wav eforms. The window parameters that yielded con-
istent and accurate results were then selected and fixed for further
nalysis using the MWC method. 

We observe a strong correlation between confining pressure and
oda wave characteristics. Confining pressure increase from 2 to
91 MPa leads to a clear compression of the waveforms (i.e. a
ecrease in lag time). A subsequent decrease in confining pressure
rom 191 to 75 MPa leads to systematic waveform stretching (i.e.
n increase in lag), whereas waveforms remain roughly unchanged
uring constant confinement. 

Using the P arri v al times and the distance between the sender–
eceiver pair, we calculated the direct P -wave velocity for each
 aveform. The relati ve change in P -wave velocity throughout the

xperiment demonstrates an exponential increase during low con-
ning pressures (Fig. 4 ). The total velocity change for a 2–191 MPa
onfining pressure increase is approximately 27.7 per cent, with
1.4 per cent associated with 2–44 MPa (Stage I) and the remaining
.3 per cent associated with 44–191 MPa (Stage II in Fig. 4 ). The
elocity w as nearl y constant (i.e. ∼ 27.7 per cent) for the period
here confining pressure was held constant at 191 MPa (for 120
in). This indicates that the maximum change in the medium oc-

urred during the initial confining pressure increase. The P -wave
elocity change during loading and unloading from 44 to 191 MPa
s approximately linear after Stage I (Fig. 4 b). 
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Figure 4. (a) Comparison between the av erage relativ e change in velocity (horizontal sensor pairs) and confining pressure increase and decrease (2-191-75 
MPa) for experiment Int-2. The vertical lines represent the spread (standard deviation) of velocity between the sender–receiver pair. (b) Average relative change 
in velocity as a function of confining pressure. The red curve in (a) shows confining pressures during loading and unloading. The black (DTW), blue (MWC) 
and green (direct P wave) curves in (a) and (b) represent the relative percent change in d v / v , fitted with an exponential function (eq. 7) in (b). The circle 
represents the cycle with confining pressure increase and the dashed lines represent the depressurization cycle. The initial closure of irregular cracks and pores 
and the collapse of weak minerals are associated with Stage I. Stage II represents the compression of isometric pores and competent minerals. Distinct stages 
are distinguished based on Bayesian Information Criteria (BIC; see Suppl. 3). 
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The two stages of velocity change from 2 to 191 MPa can be 
described by a combination of a linear and exponential function: 

V 

( P c ) = A + K P c − B exp ( −P c D 

) (7) 

as suggested by Kaselow & Shapiro ( 2004 ), where A , B , K and D are 
fitting parameters and P c is confining pressure. This equation pro- 
vides a good estimate of the overall velocity change during distinct 
stages of crack closure and pore space compression which is further 
explained in the discussion section. 

Changes associated with coda waves differ from those associated 
with the direct P phase. The velocity change represented by the coda 
waves appears to be directly correlated with confining pressure after 
the initial crack closure Stage I (i.e. P c > 44 MPa, Fig. 4 ). The two 
applied methods for coda waves, MWC and DTW, display a similar 
shape of velocity change in Stage I, followed by a more rapid, linear 
velocity increase for DTW during Stage II. Consequently, the peak 
velocity change for DTW is 32.4 per cent and only 20 per cent for 
MWC. 

The difference between MWC and DTW shows that MWC 

likely provides an average velocity for the specific window used 
for cross-correlation, resulting in a smaller velocity change than 
the DTW method. CWI is more sensitive to the deformation of 
isometric pore space at high confining pressures when compared to 
direct phase velocity (Fig. 4 b). As shown by the standard deviation 
in Fig. 4 (a), the rate of velocity change (horizontal traces) along 
different sensor pairs varies, indicating that the velocity change 
in the medium may not be homogeneous and may have a higher 
measurement error. Direct P- wav e v elocity has the lowest standard 
deviation compared to the other two methods, while DTW has the 
highest. This difference indicates that the direct ray paths for the 
P -wav e e xperience a change in the medium that is nearly identical 
throughout the medium. Both DTW and MWC sample the velocity 
change of the coda waves caused by the multiply scattered waves, 
measured over a larger volume and exhibiting a greater variation in 
d v / v with various sensor pairs. 

3.2 Effects of confining pr essur e incr ease on saw-cut 
samples 

We investigate relative velocity variations due to fault roughness and 
pressure changes (Table 2 ) for two polished (FaultS-1 and FaultS-2) 
and three roughened surfaces (F aultR-1, F aultR-2 and FaultR-3). 
Velocity changes were again determined from pulses transmitted 
through the sample at 30-s intervals via an ultrasonic pulse genera- 
tor. The respecti ve w aveform records show ideal characteristics for 
interferometric analyses in the form of gradual temporal changes 
and consistently high coherency (cross-correlation coefficient > 0.9) 
within 150 μs of P -arri v als (Figs 5 a and d). 

The time shifts calculated from DTW and MWC are not directly 
comparable, as the time-shift estimated from DTW is slightly higher 
than that estimated from MWC. When increasing the confining 
pressure from 2 to 120 MPa, we observe systematic changes in the 
lag times of the coda wave computed from DTW and MWC (Fig. 5 ). 
At the beginning of confining pressure increase, coda wave lag times 
increase rapidly in line with the visually apparent compression of 
the recorded seismograms. The changes in coda wave characteristics 
are most pronounced between ∼35 and 200 μs. Changes in d t / t 
with confining pressure are less rapid at ele v ated pressures above 
60 MPa. Both MWC and DTW resolve similar lag-time patterns 
without obvious differences between rough and polished saw-cut 
faults (Fig. 5 ). 

We compare relativ e v elocity variations due to fault roughness 
and pressure changes, finding much stronger effects from confin- 
ing pressure increase. We computed the relative velocity changes 
in Fig. 6 by averaging the velocity changes from all horizontal 
sender–receiv er pairs. Av erage roughness-driv en v elocity changes 
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Table 2. Summary of the relative change in velocity for direct P , and coda waves (MWC and DTW) calculated for several tests at a confining pressure of 10, 
30, 60, 90 and 120 MPa. 

P c [MPa] 10 30 60 90 120 
P MWC DTW P MWC DTW P MWC DTW P MWC DTW P MWC DTW 

Int-1 7.6 4.7 5.2 18.3 10.6 11 23 13.4 15 23.1 15.2 19.4 25.2 16.5 23.8 
FaultS-1 - 1.4 0.7 - 4.5 6.3 - 8 10.5 - 9.9 13.5 - 11.7 15.6 
FaultS-2 6.8 1.7 1.1 14.3 4.9 6.9 17.9 8 11 20 10.5 14.2 21.6 12.6 16.6 
FaultR-1 - 1.9 3.2 - 5.7 8.3 - 9.3 13.2 - 11.8 16.4 - 13.8 19.1 
FaultR-2 6.3 2.1 1.1 16 6.3 7.9 20 10 12.5 21.8 13.1 16.4 23.2 15.2 19.2 

Figure 5. (a, d) Cross-correlation coefficient obtained from moving window cross-correlation method (MWC) for polished (FaultS-1) and rough faults 
(FaultR-1) for sender-4 and receiver-2 pair (see Suppl. 5). The b lack bo x highlights the region used to determine relative velocity changes b y linearl y fitting 
lag time vs. run time. (b, c) Time-shift estimated from the windowed cross-correlation method for polished (FaultS-1) and rough faults (FaultR-1). Panels (c) 
and (e) are the same as (b) and (e) but with lag times from dynamic time warping (DTW). Both methods and experiments demonstrate the sensitivity of coda 
waves to confining pressure increases, especially during the initial increase from 2 to 60 MPa. 
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i.e. differences between smooth and rough faults) are between
 and 3.6 per cent (F ig. 6 ; Tab le 2 ). Ho wever , this difference is
ess than the velocity variation between different sender–receiver
airs. The weaker influence of fault stiffness on seismic veloc-
ty may cause a slight difference in velocity. In contrast to fault
oughness, pressure-induced velocity changes can be up to 12 cent
F ig. 6 ; Tab le 2 ). Thus, seismic velocity changes are more suscep-
ible to pressure than variation in the surface roughness of saw-cut
aults. 
We find that velocity changes determined from DTW are slightly
igher and more consistent between various experiments than from
WC. MWC shows a change in velocity of about 14–15 per cent

or rough and 12 per cent for smooth faults. On the other hand, when
sing the DTW method, the change in velocity is up to 19 per cent
or rough and 16–17 per cent for polished faults, with rough faults
l wa ys exhibiting higher velocity changes. Irrespective of the mag-
itude of velocity change, the overall pattern of the velocity increase
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Figure 6. (a) For all horizontal traces, the average P -wav e v elocity change for both rough and smooth faults. The colour shades represent the standard deviation 
of change in velocity for different senders. (b) Average relative change in velocity obtained for different saw-cut faulted samples, rough and smooth, at different 
states of confining pressure obtained from a short time windowed cross-correlation method. The black dashed line with a grey shade shows the average d v / v 
and standard deviation for intact rock computed from CWI. (c) Average relative change in velocity obtained for different faulted samples, rough and smooth, 
at different states of confining pressure obtained from the DTW method. 
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3.3 Increasing axial load leading to failure of an intact 
rock 

We examine pro gressi ve damage accumulation and velocity changes 
with increasing stress before intact rock fracture. A granite core 
(Frac-1) was initially compressed hydrostatically from 2 to 75 MPa 
and then axially loaded to failure at 780 MPa differential stress while 
recording both AE events and active ultrasonic transmissions. 

In the following, we describe several distinct measurements: 
We first determine direct P -wave velocity in the vertical (i.e. 
parallel to the load axis) and horizontal directions to investi- 
gate seismic anisotropy before failure. We then compare MWC 

and DTW to determine how the velocity of coda waves varies 
with increasing differential stress. Finally, we compare acoustic 
emission, differential stress and seismic velocity leading up to 
failure. 

Vertical and horizontal P -wav e v elocities are highly anisotropic 
at high differential stress (Fig. 7 ). Although v ertical v elocity in- 
creased by 1.2 per cent within 280 MPa before decreasing by 
−4.8 per cent (Fig. 7 a), horizontal velocities monotonously de- 
creased to −27 per cent over the same period. This strong anisotropy 
results from the accumulation of microcrack damage with preferred 
orientations subparallel to σ 1 (Fig. 7 ). 

Similar to vertical P -wave velocities, coda waves exhibit a de- 
crease of up to 5 per cent with increasing differential stress in the 
horizontal direction (Fig. 8 ). We used the Bayesian Information 
Criteria (BIC) to distinguish different phases of velocity change 
(see Suppl. 7e). Phase I characterizes a modest velocity increase 
(maximum positiv e v elocity change) likel y dri ven b y dominant ax- 
ial pore space compaction prior to 235 MPa. Phase II marks the 
onset of velocity decrease between 235 and 535 MPa, followed by 
Phase III, during which velocity decreases more rapidly with higher 
dif ferential stress. Notabl y, the beginning of Phase III matches the 
onset of AE activity (which accelerates toward failure), and devia- 
tion from linear stress increase with applied load. The later portion 
of Phase III marks fracture nucleation leading to the failure of the 
sample (Supplementary Video). MWC and DTW results in similar 
estimates of the changes in velocity (Fig. 7 ). 
Load-cell and velocity measurements throughout the experiment 
demonstrate notable changes in the bulk properties long before 
macrofailure (Brace et al. 1966 ; Paterson & Wong 2005 ; Aben 
et al. 2020 ). Axial stress determined from an external load cell 
deviates from linearity at around 502 MPa (yield stress from BIC: 
see Suppl. 7a and c). This is 290 MPa after the initial drop detected 
in seismic velocities (i.e. the onset of Phase II), about one-third to 
two-thirds of differential stress at failure (Brace et al. 1966 ; Paterson 
& Wong 2005 ). Both measurements indicate a long-lasting process 
of slow damage accumulation with increasing differential stress. 
Ho wever , seismic velocities are much more sensitive to this process 
than macroscopic measurements. 

In addition to changes in seismic velocity, we observe a pro- 
nounced spatial evolution of acoustic emission locations from ran- 
dom spatial occurrences to spatially-clustered behaviour (see Fig. 8 
and Supplementary Video). Here, the onset of AEs generally corre- 
sponds to a mechanical yield stress, while velocity decreases begin 
at lower stress levels (Fig. 8 ). This suggests that microcrack dam- 
age before the onset of AEs is aseismic, or undetectable by the AE 

monitoring system. The Supplementary V ideo sho ws that AEs start 
to cluster after 7000 s (675 MPa). The first cluster of AEs can be 
observed at 43 mm from the top of the sample. From 7800 (740 
MPa) to 8200 s (765 MPa), two new clusters form, one along the 
upper edge of the sample (80–105 mm) and the other along the 
lower half (0–40 mm). The video shows that the top cluster contains 
a substantial number of AEs (Fig. 8 ) within two linear structures 
(Supplementary Video). At 778 MPa, these two linear clusters com- 
bine to form the nucleus of the macroscopic fracture. The acoustic 
emission rates reveal that most AEs were detected in the upper 
(80–105 mm) portion of the sample, while the least number of AEs 
before failure was detected in the middle portion of the sample 
(40–60 mm; Fig. 8 ). 

Both acoustic emission activity and seismic velocities show a 
high sensitivity to accumulating microcrack damage before failure 
(Fig. 8 ). To minimize end-surface effects, we placed Teflon sheets 
between the sample and the loading pistons and generally found 
no AE clustering close to the lower or upper end of the sample. A 
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Figure 7. (a) Relative change in P -wav e v elocity in the horizontal (black) and vertical (blue) directions for intact rock fracture experiment (Frac-1). Increasing 
differential stress (red) drives damage accumulation and higher crack density. These cracks are preferably aligned with the direction of axial load leading to 
pronounced seismic anisotropy in the sample before failure after 8325 s (780 MPa). The acoustic emission (purple) starts to emit rapidly after the load exceeded 
the yield stress (502 MPa: see Suppl. 7). (b)–(d) Schematic of pro gressi ve crack growth and coalesce leading to velocity decrease and anisotropy before failure 
(Ashby & Sammis 1990 ) with increasing axial load. 

Figure 8. Microcrack compaction and creation can be separated into 3 phases based on av erage relativ e v elocity changes in the horizontal direction (blue = MWC 

and red = DTW) and differential stress (black curve) for intact rock fracture experiment (Frac-1). Phase I is associated with initial crack closure, increasing 
velocity, and linear stress increase. Phase II marks the start of velocity decrease while stress increase remains linear. Phase III marks the onset of AE activity 
(coloured by depth) which accelerates tow ard failure, de viation from linear stress increase, and a more rapid drop in seismic velocity. Inset: Acoustic emission 
locations during early nucleation [blue: 6000s (582 MPa)–8000s (753MPa)], and fracture propagation (purple: 8000 + s). The horizontal lines between 3000 
(260 MPa) and 4000 (371 MPa) s display the maximum number of AEs for each depth distinguished by colours. 
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igher decrease in velocity, up to −25 per cent, is associated with a
igher rate of AE events at the top (sender:5, receiver:7) and bottom
sender:1, receiver:3) sections of the sample (Figs 9 a and e). On the
ther hand, the middle part of the sample (sender:9, receiver:10)
as the least drop in velocity (Fig. 9 c), up to −20 per cent, where

he number of acoustic emissions is the lowest. (  
We observe pronounced seismic anisotropy for the direct P wave
or which the horizontal ray paths (S5R7, S9R10 and S1R3) show a
ignificant velocity decrease with increasing stresses ( −27, −20 and
25 per cent, respecti vel y; Fig. 9 ). Ray paths that are at small angles

o the σ 1 direction (S5R15, S1R7) show a more modest decrease
 −8 per cent). Careful analysis of P -wave velocity change as a
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Figure 9. Measurement of the relative change in velocity at different sections (top, middle and bottom) and along different ray paths (i.e. sensor–receiver 
orientations represented by red, green, black and blue colour) for intact rock fracture experiment (Frac-1). a, c and e) Relativ e v elocity change computed for 
direct P phase for different sender–receiver pairs. b, d and f) Change in velocity for coda wave computed from MWC method. Different colours correspond to 
different combinations of sender–receiver pairs or different ray paths. The brown curve represents the differential stress acting upon the sample. On the right, 
three cylinders show where the sender and receiver are at different sample parts. 
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function of angle to σ 1 shows that the fastest direction is along the 
vertical and gets slower as the ray path gets horizontal. In contrast, 
coda wav e v elocity estimates show no systematic variations for 
dif ferent sender–recei v er pairs. The ov erall coda v elocity decrease 
of up to −5.5 per cent is smaller than horizontal P -wave reductions 
but roughly agrees with vertical P -wave velocity changes (Fig. 7 a). 
The results suggest that coda and direct wave velocity estimates 
exhibit dif ferent sensiti vities to the type and orientations of damage 
and microcracks during axial and hydrostatic loading. 

4  D I S C U S S I O N  

We studied damage evolution in three different experiments using 
two ways to measure the relative change in velocity. The result 
allows us to determine the relationship between pore volume and 
seismic velocity, the dependency of seismic velocity on normal 
stress, and the properties of coda waves at various stages of damage 
evolution. 

4.1 Dependence of velocity change on pore volume 
geometry and elastic moduli in intact rock compression 

The observation of velocity change in an intact rock under hydro- 
static pressure shows both non-linear and linear behaviours under 
low and high confining pressure, respecti vel y (Fig. 4 b; Birch 1960 , 
1961 ; Brace et al. 1968 ; Paterson & Wong 2005 ). We hypothe- 
size that this change in velocity is proportional to the porosity, 
and bulk moduli of the sample when increasing the confining pres- 
sure (Kaselow & Shapiro 2004 ; Stanchits et al. 2006 ; Walsh 1965 ; 
Watanabe & Higuchi 2015 ). Grain boundary cracks with small 
apertures and high aspect ratios are rapidly closing even at low 

confining pressure, resulting in a significant increase in velocity at 
Stage I (Fig. 10 ). At P c higher than 44 MPa (Stage II), the relative 
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Figure 10. (a) Optical microscopy of an intact Westerly granite sample ob- 
served under plane-polarized light. A black box depicts a representative pore 
geometry for discussing the condition as confining pressure increases. (b) 
Schematic pore geometry with no applied confining pressure. (c) Schematic 
pore geometry with increasing confining pressure showing linear pore space 
collapse. (d) The compliant pore volume closes completely at high confining 
pressure. 
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elocity change shows a linear behaviour for several rock types
Birch 1960 ; Walsh 1965 ; Kaselow & Shapiro 2004 ; Watanabe &
iguchi 2015 ; Hefny et al. 2020 ). When P c is reduced, the velocity
ecrease follows the same path as during pressure increase, indi-
ating elastic behaviour (i.e. no hysteresis) of rock at higher P c 

Fig. 4 b). At higher P c (Stage II), the linear portion represents the
ntrinsic seismic characteristics (Birch 1960 , 1961 ), meaning that
he change is associated with the compression of competent gains
nd isometric pore space (stiff porosity, Fig. 10 d). 

The quantitative model by Kaselow & Shapiro ( 2004 ) describes
he two-deformation phases by combining linear and exponential
erms (see eq. 7). The ratio of compliant porosity and elastic moduli
n the model (i.e. the D parameter; Greenfield & Graham 1996 ;
aselow & Shapiro 2004 ) is roughly the same for all elastic moduli

nd velocities (Eberhart-Phillips et al. 1989 ; Greenfield & Graham
996 ; Kaselow & Shapiro 2004 ; Sun et al. 2012 ), even when the
elocity is estimated from different methods. The velocity change
nder hydrostatic compression follows the four parametric expo-
ential functions (see eq. 7). The exponential term ( D ) for the Int-1
nd Int-2 experiments are constant at 0.06 ± 0.01 according to our
 elocity v ersus confining pressure fit (Fig. 4 b and Suppl. 3). The
inear term and parameters A , K and B vary for coda wave velocity
MWC), and P- wave velocity shows no similarity and varies over
he experiment (Suppl. 4). 

.2 Dependence of velocity change on confining pr essur e 
nd rough saw-cut faults 

he change in velocity across saw-cuts at low P c is dominated
y the failure of asperities, leading to an increase in the real area
f contact and the formation of gouge. In microscopic images of
egions with rough surfaces under normal stress, the real area of
ontact grows linearly due to the growth, coalescence and creation
f larger contacts (Dieterich & Kilgore 1994 , 1996 ). Likewise, these
uthors showed that there are effects of confining pressure increase
n contact surface properties on the faults. Here, the change in
elocity at low P c shows that the seismic velocity depends on how
uickly the contact area evolves with increasing confining pressure.
s the confining pressure increases, asperity evolution becomes less

mportant for velocity changes, and the effects of the matrix-pore
pace reduction dominate (Fig. 10 ). At higher confining pressure,
uch asperities evolve plastically with reducing geometrical aperture
Kang et al. 2016 ; Acosta et al. 2020 ) and increased effect of bulk
ore spaces on seismic velocity change. 

.3 Damag e-de pendent anisotropy in intact rock fracture 

 wave and coda wav e v elocity changes are correlated with different
tages of micromechanical damage formation before intact rock
racture (Fig. 8 ). For brittle deformation of intact rock samples, the
echanical yield point is often considered the onset of microcrack

ormation given by Ashby & Sammis ( 1990 ): 

1 = 

⎛ 

⎝ 

(
1 + μ2 

) 1 
2 + μ

( 1 + μ2 ) 
1 
2 − μ

σ3 

⎞ 

⎠ −
√ 

3 

( 1 + μ2 ) 
1 
2 − μ

K IC √ 

πa 
, (8) 

here σ 3 is the confining pressure, K IC is the fracture toughness
f the material through which the crack propagates, a is the half
ength of the original inclined crack and μ is the coefficient of fric-
ion acting between the crack faces. Consequently, we expect crack
rowth to commence at σ 1 = 230–343 MPa using σ 3 = 75 MPa,
 IC = 1.8 MPa m 

1 
2 , Byerlee’s range of coefficient of friction (0.6

μ ≤ 0.85), and an initial flaw size of 0.3 mm for our experiment.
his value is substantially lower than the macroscopically observed
alue of ∼500 MPa, but coincides with the onset of gradual velocity
eduction (Phase II: Fig. 7 a). 

In agreement with previous studies (Stanchits et al. 2006 ), we find
hat the onset of an accelerated AE activity corresponds roughly with
he yield point (502 MPa) but the velocity decrease occurs much
arlier at comparably low differential stresses. This may indicate
hat some aseismic opening of microcracks may start below the
ield stress (Brace et al. 1966 ; Paterson & Wong 2005 ; Aben et al.
020 ). With pro gressi v e loading be yond the yield stress (Fig. 8 ,
hase III) the microcracks will e ventuall y coalesce within a local-

zed zone, marking the onset of macroscopic failure (Lockner et al.
991 ; Aben et al. 2020 ). Postmor tem microstr ucture analysis of
ractured samples shows that crack density may increase up to ten
imes (Dresen & Gueguen 2004 ). Fur ther more, the analysis of hor-
zontall y propagating P w aves re veals that the velocities decrease
 y nearl y a factor of ten between yield stress ( −2.5 per cent at
round 480 MPa) and failure ( −25 per cent at failure, Fig. 7 a). We
bserve a pronounced seismic anisotropy due to preferential crack
hapes and orientations (Fig. 7 ). The seismic anisotropy increases

art/ggad390_f10.eps


2858 K. Pandey et al . 

Figure 11. Comparison between the observed damage accumulation recorded by the strain gauges and crack density computed from the direct P -wave velocity. 
The plot of volumetric strain (black curve and right y -axis), and crack density from P -wave velocity (blue and green curves and left y -axis) plotted against 
differential stress for the intact rock fracture experiment (Frac-1). Volumetric strain ( = 1 + 2 2 ) was calculated by using the axial strain ( 1 ) and radial strain ( 2 ) 
measured during the experiment. 
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after 335 MPa up to failure (Phase II, III). As the experiment moves 
to Phase III, abundant wing cracks form with a preferred orienta- 
tion subparallel to σ 1 , leading to a higher level of anisotropy in the 
medium. Seismic interferometric measurements are thought to be 
highl y sensiti ve to changes in the medium (Gr ˆ et 2003 ; Gr ˆ et et al. 
2006 ), but we found that such measurements are also dependent 
on the type of fracture geometry (i.e. orientation and shape; Soga 
et al. 1978 ; Stanchits et al. 2006 ) and scatterer (i.e. opening and 
collapse of pores and fractures; Singh et al. 2019 ; Zotz-Wilson et al. 
2019 ). 

The study of simple rock compression experiments, such as the 
compression of intact rocks and rocks with sa w-cut faults, sho ws 
that velocity changes from CWI are better correlated with changes 
in bulk pressure than direct P -wave velocity. Our observations could 
be explained by the deformation of isotropic pore volume, and min- 
erals throughout the sample in rock compression experiments. We 
observe increasingly anisotropic behaviour of direct seismic veloc- 
ity measurements for a sample that is loaded to failure. Notably, 
velocity estimates from CWI are not anisotropic but rather produce 
velocity variations that are consistently more similar to the vertical 
direct P -wave velocity. 

Our observations indicate that coda and direct waves exhibit 
dif ferent sensiti vities to fracture and pore space geometry, espe- 
cially to cracks with preferred orientations (Singh et al. 2019 ; 
Zotz-Wilson et al. 2019 ). Moreover, direct and coda waves fol- 
low distinct ray paths which may substantially affect the respective 
results. 

4.4 Microcrack assessment from P -wave velocity and 

volumetric strain measurement in intact rock fracture 

Previous studies showed that crack density estimates based on seis- 
mic velocities measurements in two orthogonal directions could 
track anisotropy due to increasing stress and axial strain (Soga et al. 
1978 ; Stanchits et al. 2006 ). We used the model from Soga et al . 
( 1978 ) to invert for the crack density parameter ( �) from the velocity 
data: 

� H = 

( a 1 − a 2 ) + a 2 
(

P V 
P 0 

)2 
− a 1 

(
P H 
P 0 

)2 

a 2 1 + a 1 a 2 − 2 a 2 2 

, 

� V = 

( a 1 − a 2 ) − ( a 1 + a 2 ) 
(

P V 
P 0 

)2 
+ 2 a 2 

(
P H 
P 0 

)2 

a 2 1 + a 1 a 2 − 2 a 2 2 

, (9) 

where � H and � V are the horizontal (normal to σ 1 ) and vertical 
(parallel to σ 1 ), respecti vel y. P 0 , P V and P H are the seismic velocities 
of the crack-free Westerly g ranite, ver tical and horizontal P -wave 
v elocity, respectiv ely. The constants a 1 and a 2 are chosen from Soga 
et al . ( 1978 ) as 1.452 and 0.192, respecti vel y. For P 0 we assume that 
the crack-free sample has 5 per cent (Stanchits et al. 2006 ) more 
velocity than the maximum P- wave velocity. 

Seismic velocity measurements show much higher sensitivity to 
damage evolution compared to the strain gauge measurement during 
axial loading (Zotz-Wilson et al. 2019; Fig. 11 ). Crack densities 
inferred from velocity measurements indicate a short period of 
pore space reduction followed by a rapid increase in crack density 
towards failure (Fig. 11 ). In contrast, the volumetric strain indicates 
macroscopic changes until much later (Brace et al. 1966 ; Paterson 
& Wong 2005 ; Zotz-Wilson et al. 2019 ) into the loading cycle 
(i.e. until ∼500 MPa) when velocity-inferred crack density already 
indicates significant new microcrack generation. This early crack 
growth is thus largely undetectable macroscopically and also occurs 
much before the onset of AE activity. 
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.5 Comparison between direct P -wave and coda wave 
easurements 

re vious results re vealed se veral fundamental dif ferences in veloc-
ty estimates between direct phase and coda wave estimates. Coda
 aves are sensiti ve to average relative velocity changes across the
edium due to the scattering of the w aves, thereb y sampling a broad

olume. Coda waves are assumed to be less sensitive to localized
nomalies and represent broader areas due to multiply scattered
aves (Snieder et al. 2002 ; Gr ˆ et 2003 ; Gr ˆ et et al. 2006 ). Strong
eterogeneity in the medium creates a challenge for the spatial aver-
ging of propagating coda waves, which may not uniformly sample
elocity changes across the entire rock if damage or microcracks
re large. Direct P waves, on the other hand, are sensitive to aver-
ge velocity changes along a localized ray path either due to large
ut localized velocity changes or due to broader small-amplitude
elocity perturbations. 

Our results suggest two additional differences between direct
hase and coda wave techniques. First, direct P -wave velocity is
ighl y sensiti ve to stress-induced anisotropy, whereas coda w aves
how no anisotropic effects and are generally comparable to the
ertical (i.e. the fast direction) P -wave velocity . Secondly , relative
elocity changes are more pronounced for the direct P phase than
he coda waves. Smaller relative velocity changes in Coda wave
stimates may be due to different spatial and temporal averaging of
he actual measurement and different propagation effects. 

Combining direct P wave and coda wave measurements could
rovide new insights and understanding of subsurface structure.
he property of the P wave in sampling anisotropy and coda wave
ensitivity to scatterers provides information about wave interaction
ith broader perturbations. Both wave types will contribute unique

nformation, and their integration may provide a more comprehen-
ive understanding of subsurface features. 

 C O N C LU S I O N  

n this study, we investigated the evolution of microcracks with
ncreasing stress and pressure in different Westerly granite samples
sing direct P -wave and coda wave velocity estimates. 

The results obtained from the compression experiments on saw-
ut samples suggest that changes in the bulk material of the rock
ample have a more significant impact on seismic velocity than
hanges in fault roughness. As confining pressure increases, the
ailure of asperities and the subsequent fault closure have minimal
ffects on the velocity change. The asperities undergo plastic defor-
ation, resulting in a decrease in their geometric apertures (Kang

t al. 2016 ; Acosta et al. 2020 ). 
Seismic velocities can be used to detect changes in microcrack

amage prior to the onset of measurable changes in volumetric
train. The seismic velocity change demonstrates the pro gressi ve
rowth of microcracks on an intact rock fracture experiment with
hree major phases. In contrast, strain gauge measurements could
nly detect dominant crack openings at the later stage of the exper-
ment, suggesting small changes were not detectable by volumetric
train. 

Moreover, our results show that the direct P- wave velocity ex-
ibits strong anisotropy with increasing differential stress. The care-
ul analysis of vertical and horizontal P- wave velocity allows us to
nderstand the formation and coalescence of wing cracks. In con-
rast, coda wave velocity does not show seismic anisotropy and
oughly agrees with vertical P -wave velocity change. This suggests
hat coda and direct wav e v elocities are sensitive to different types
nd orientations of damage and microcracks during axial and hy-
rostatic loading. 

Our findings could help advance understanding of the useful-
ess of coda wave velocity and direct P -wave velocity in assessing
amage accumulation under varying stress and pressure conditions.
ikewise, using dense geometric distribution of sensors with dif-

erent source and receiver pairs for CWI would benefit the study of
ractures and fault damage. 
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