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S U M M A R Y 

The current crustal stress field is of key importance to understand geodynamic processes and 

to assess stability aspects during subsurface usage. To provide a 3-D continuous description of 
the stress state, linear elastic forward geomechanical-numerical models are used. These models 
solve the equilibrium of forces between gravitational volume forces and surfaces forces im- 
posed mainly by plate tectonics. The latter are responsible for the horizontal stress anisotropy 

and impose the inverse problem to estimate horizontal displacement boundary conditions that 
provide a fit best to horizontal stress magnitude data within the model volume. Ho wever , 
horizontal stress magnitude data have high uncertainties and they are sparse, clustered and not 
necessaril y representati ve for a larger rock v olume. Even w hen Bay esian statistics are incor - 
porated and additional stress information such as borehole failure observations or formation 

integrity test are used to further constrain the solution space, this approach may result in a low 

accuracy of the model results, that is the result is not correct. Here, we present an alternative 
approach that removes the dependence of the solution space based on stress magnitude data 
to avoid potential low accuracy . Initially , a solution space that contains all stress states that are 
physically reasonable is defined. Stress magnitude data and the additional stress information 

are then used in a Bayesian framework to e v aluate which solutions are more likely than others. 
We first show and validate our approach with a generic truth model and then apply it to a case 
study of the Molasse foreland basin of the Alps in Southern Germany. The results show that 
the model’s ability to predict a reliable stress state is increasing while the number of likely 

solutions may also increase, and that outlier of stress magnitude data can be identified. This 
alternative approach results in a substantial increase in computational speed as we perform 

most of the calculations anal yticall y. 

Key words: Numerical modelling; Statistical methods; Geomechanics; Mechanics, theory 

and modelling; Uncertainties. 
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 I N T RO D U C T I O N  

he contemporary stress field in the Earth crust is one of the key field
uantities that control geodynamic processes. Deformation due to
ectonic forces constantly increase the stored elastic energy until a
ritical value is reached and failure occurs along faults (Ziebarth et
l . 2020 ; Kanamori 1994 ). Release of stored elastic energy is also
bserved during the anthropogenic utilization of the subsurface
Segall & Fitzgerald 1998 ; Ziegler et al . 2015 ; van Wees et al .
018 ) and e xpressed, for e xample as brittle failure of boreholes
Plumb & Hickman 1985 ; Schmitt et al. 2012 ), caverns and tunnels
Brady & Brown 2006 ) or induced seismic events (Rutqvist et al.
008 ; Ellsworth 2013 ; Altmann et al. 2014 ; M üller et al. 2018 ;
aucher et al . 2015 ; Schoenball et al. 2018 ). Thus, to develop
itigation strategies for induced hazard it is important to understand
σ

C © The Author(s) 2024. Published by Oxford University Press on behalf of The R
article distributed under the terms of the Creative Commons Attribution License (
permits unrestricted reuse, distribution, and reproduction in any medium, provided
he undisturbed 3-D in situ stress state as it describes the distance
o failure (e.g. M üller et al. 2018 ; Meyer et al. 2023 ). 

To obtain a continuous description of the 3-D stress tensor in
 given rock volume at reservoir scale, geomechanical-numerical
odels are used that solve the partial differential equation of the

quilibrium of forces 

∂ σi j 

∂ x i 
+ ρX j = 0 . (1) 

The second term describes the gravitational volume forces con-
rolled by the density distribution ρ and the first term are the surface
orces that result from plate tectonics expressed by the changes of
he stress tensor σ ij with respect to location x i . Assuming linear
lasticity the constitutive equation between stress σ ij and strain ε ij 
s 

i j = λε kk δi j + 2 με 
′ 
i j , (2) 
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Figure 1. Sketch to visualize the terms accuracy ( y -axis) and precision ( x - 
axis). Green point is the real but unknown solution. White circles show the 
distribution of a large number of model scenarios. Thus, a low accuracy 
results in a non-reliable prediction of the model results. 
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where ε ’ ij is the deviatoric part of the strain tensor 

ε i j = 

(
∂ u i 

∂ x j 
+ 

∂ u j 

∂ x i 

)
(3) 

and λ and μ are the two Lam é parameters that can be translated into 
the elastic parameter ν and E , the Poisson’s ratio and the Young’s 
modulus, respecti vel y (Jaeger et al. 2007 ). Inserting eqs (2) and ( 3 ) 
into the equation of the equilibrium of forces (eq. 1 ) the resulting 
partial differential equation is of second order with displacement u 

as the field variable (Jaeger et al. 2007 ). 
This results in the inverse problem to estimate reasonable hori- 

zontal displacement boundary conditions that provide a best fit with 
respect to stress magnitude data within the model volume (Reiter 
& Heidbach 2014 ; Ziegler et al. 2016 ; Rajabi et al. 2017 ; Roche 
& Van Der Baan 2017 ). In the following we assume that the verti- 
cal stress S V is a principal stress which implies that the minimum 

and maximum horizontal stresses S hmin and S Hmax , respecti vel y are 
principal stresses as well. This is true for our generic model and a 
reasonable assumption for the case study presented in Section 4.5 . 

A key problem of stress magnitude data is that they often have 
high uncertainties and that they are sparse and clustered. Further- 
more, in situ S hmin measurements using microhydraulic fractur- 
ing (MHF) tests (Haimson & Cornet 2003 ; Schmitt et al. 2012 ; 
Desroches et al. 2021 ) and dry sleeve re-opening tests to derive the 
maximum horizontal stress S Hmax (Amadei & Stephansson 1997 ; 
Desroches et al. 2021 ) sample the rock volume on a meter scale 
and thus have the potential to be not representative for a larger rock 
volume (Ljunggren et al. 2003 ; Zang & Stephansson 2010 ). Fur- 
thermore, the assumption of a critically stressed crust is often made 
but is likely to overestimate the stress S Hmax magnitude (Townend 
& Zoback 2000 ; Cappa & Rutqvist 2012 ). Thus, these data may 
result in a low accuracy of the model results, that is the model is not 
particularly correct in its prediction (Fig. 1 ). 

To account for the stress magnitude uncertainties Ziegler & Hei- 
dbach ( 2020 ) define a probability distribution function for these 
data and Lecampion & Lei ( 2010 ) use Bayesian statistics. These 
approaches leave us with a solution space with a probability distri- 

bution of the stress state. 
Ziegler & Heidbach ( 2023 ) expanded the Bayesian approach us- 
ing additional stress information to further constrain and narrow 

down the solution space, that is to increase the precision of the model 
results. This additional information are upper and lower bound- 
aries of the stress magnitudes derived from formation integrity tests 
(FITs), observed seismicity as well as borehole breakouts (BOs) 
and drilling induced tensile failures (DITFs; Bell & Gough 1979 ; 
Amadei & Stephansson 1997 ; Aadnoy & Bell 1998 ; Schmitt et al. 
2012 ). In particular, BOs and DITFs have the advantage that they 
sample a larger rock v olume w hen they are traced along the borehole 
trajectory. In the following, we call this additional data indirect stress 
information and stress magnitudes direct stress data. The remaining 
problem is, ho wever , that the initial solution space is determined by 
stress magnitude data. Given the usually very low number of stress 
magnitude data that are available in a model volume even a single 
outlier can shift the solution space significantly. 

This problem is visualized in Fig. 2 . Assuming that some stress 
magnitude data are not representativ e, hav e underestimated uncer- 
tainties, or are simply erroneous, the resulting best-fitting solu- 
tion (Fig. 2 a) and the solution space with a probability distribution 
(Fig. 2 b) is not accurate. The unknown real solution (green circle 
in Fig. 2 ) is potentially not even within the proposed solution space 
(orange ellipse in Fig. 2 ). Further constraining the solution space to 
increase the precision of the model results, as proposed by Ziegler & 

Heidbach ( 2023 ) and shown in Fig. 2 (c) cannot solve the problem; 
the accuracy remains low as the unknown real solution is outside 
the investigated solution space. 

Another obvious limitation of the approach that is that it cannot be 
used if no stress magnitude data is available. This is also a situation 
commonly found in models at reservoir scale (Ziegler et al. 2016 ; 
Morawietz et al. 2020 ) 

Here we present a different approach to overcome these limi- 
tations. Instead of relying on stress magnitude data for the initial 
definition of the solution space (Figs 2 a–c), we start with a solution 
space that contains all horizontal displacement boundary conditions 
that are physically reasonable (grey area of Figs 2 a–c). As sketched 
in Fig. 2 (d) we then narrow the solution space by assessing for each 
pair of boundary conditions within the grey area how likely they are 
using both data types, the direct stress data (stress magnitude) and 
indirect stress information (BOs, DITFs, FITs and seismicity). To 
both data types we apply in a formalized way a Bayesian weight- 
ing scheme that has been presented in Ziegler & Heidbach ( 2023 ). 
Where appropriate, we refer to them for an in-depth description. 

We test and validate the new w orkflo w using a generic 3-D model 
with known results (truth model) and show that anomalous stress 
magnitude data are correctly identified as outliers. We then apply 
the w orkflo w to a case study in the Bavarian Molasse and compare 
the results to a published model result with estimated uncertainties 
that uses the procedure of Ziegler & Heidbach ( 2023 ) as sketched 
in Figs 2 (a)–(c). The results of the truth model as well as the one 
from the case study show that the new approach gives similar re- 
sults and can be used without constraints while at the same time 
provides significant and new insights into the geomechanics of a 
model region. A byproduct of the new approach is a significant de- 
crease of required CPU time as we perform most of our calculations 
anal yticall y. 

2  M E T H O D O L O G I C A L  A P P R  O  A C H  

With a given geometry and lithology, a single pair of horizontal 
displacement boundary conditions in x - and y -direction results in a 
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(a) (b) (c) (d)

Figure 2. Conceptualization of the solution space approach. Grey square displays the solution space that contains all physically reasonable horizontal 
displacement boundary conditions to solve eq. ( 1 ). Green point is the unknown real solution. (a) Orange points are pairs of horizontal displacement boundary 
conditions that result in a perfect fit of pairs of stress magnitudes of the maximum and minimum horizontal stresses S Hmax and S hmin , respecti vel y (Ziegler & 

Heidbach 2020 ; Ziegler et al. 2023 ; for technical details), white, bold circle is the best-fitting solution (Reiter & Heidbach 2014 ; Ziegler et al. 2016 ; Ahlers 
et al. 2022 ). (b) Accounting for uncertainties in each stress magnitude data record with a probability density function according to its quality and reliability the 
best-fitting solution space (orange ellipse) is defined (Ziegler & Heidbach 2020 ). (c) Borehole Breakouts (BOs), Drilling Induced Tensile Fractures (DITFs), 
For mation Integ rity Tests (FITs) and obser ved seismicity can be used as additional stress information to narro w do wn the best-fitting solution space. (d) 
Alternative approach presented in this paper starting with an unlimited solution space (grey background) which is then narrowed by exclusion of impossible 
stress states identified by direct and indirect stress information in a Bayesian framework to estimate to most likely solution space. 
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nique but laterally anisotropic stress state within the model. This
s herein referred to as model scenario (Fig. 3 ). This stress state
s the response of lithology in terms of rock properties and the
eometry of the lithologies to the boundary conditions. Instead of
stimating the horizontal displacement boundary conditions that
esult a best fit with respect to the stress magnitude data, we define
n initial solution space that is based on a regular grid in the domain
f boundary conditions that sample all physically reasonable stress
tates (grey stars in Fig. 3 a). This results in a large number of model
cenarios. Ho wever , for computational and handling reasons, the
umber of model scenarios and therefore the solution space needs
o be constrained. 

In a first step, the solution space is constrained to all physically
easonable stress states. The term reasonable is used in the sense
hat a stress state is theoretically possible, but it does not have any
mplications whether it makes sense from a regional geomechani-
al or tectonic perspective. This means, that those stress states that
undamentally violate our understanding of geomechanics in gen-
ral or the area of interest in particular can already be excluded.
easons for exclusion are for example: (1) High negative stresses

i.e. tensional stresses) at depths. (2) Unreasonably high stresses in
articular close to the surface. (3) In models with an observed stable
 Hmax orientation, a 90 ◦ rotation is not allowed, that is a switch of
he S Hmax and S hmin orientation. 

In a second step the remaining physically reasonable stress states
n the solution space are e v aluated how likely they are. This is done
y means of indirect stress information from BOs, FITs, DITFs or
eismicity (Fig. 4 ; Ziegler & Heidbach 2023 ). All physically reason-
ble stress states are compared to this data type and the agreement
r disagreement is recorded. To identify the most likely stress state,
he rates of agreement from the indirect stress information are com-
ined in a Bayesian approach to estimate a posterior probability as
 final weight following the work by Ziegler & Heidbach ( 2023 ).
he probability of a model scenario P(S | C) is called the posterior
robability and is estimated by 

P 

( S| C 

) = 

P 

( C | S ) P 

( S ) 

P 

( C 

) 
(4) 

With the likelihood P(C | S) defined as pre viousl y mentioned rate
f agreement with indirect data. The probability of stress states
(S) is called the prior probability and can be either based on the
ectonic stress regime as a rather broad weighting or more detailed
ased on available stress magnitude data, or on both. Ho wever , prior
robabilities are not required if no data is available at all, that is in
heory, the geomechanical model can be setup without any stress

agnitude data. Even though in that case no Bayesian weighting
s possible, and the approach can be applied when only indirect
ata are av ailable. Eventuall y, the indirect stress data’s quality is
eighted and assigned as the Bayesian marginal probability P(C). 

 G E N E R I C  3 - D  M O D E L  

o test and validate the described approach we use a 3-D generic
odel with pre-defined synthetic stress data records with additional

oise. This allows an assessment of the benefits and limits of the
pproach by using a model where the results are already known
n the sense of truth modelling. Furthermore, we use this generic
odel to show that the approach can identify potential outliers of

he model calibration data. 

.1. Model geometry and rock properties 

he model geometry reflects a typical geo-reservoir setting on a
cale of 5 × 5 × 4 km 

3 . It has three dif ferent litholo gies, two syn-
hetic vertical boreholes where direct and indirect stress information
s defined, and we assume the occurrence of seismicity within the
odel v olume (F ig. 5 ). The linear elastic properties and density for

he three layers is given in Table 1 . 
The model is discretized with a regular hexahedral mesh that

onsists of 16 000 finite elements. The orientation of S Hmax is as-
umed to be N–S, that is parallel to the y -axis. It is assumed that the
tress state within the generic model is correctly modelled applying
ravity and using the horizontal displacement boundary conditions
f X : −5.87 m and Y : 6.11 m. Within the two synthetic boreholes
tress magnitude data are defined. Fur ther more, indirect stress in-
ormation is provided by BOs, DITFs, FITs, and seismicity, but
hese data will be introduced later in detail when they are used to
arrow the solution space. 
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Figure 3. (a) Colour-coded S hmin magnitude on a plane in 3000 m depth in two different model scenarios from the 3-D geomechanical-numerical model of 
the Bavarian Molasse Basin (Ziegler & Heidbach 2023 ). Both model scenarios are supported by different stress magnitude data. Each model scenario can be 
unambiguously identified by the applied horizontal boundary displacement in x - and y -direction. (b) Boundary conditions are used to situate different model 
scenario in a solution space in terms of the applied boundary conditions (circles). Contradictions in stress magnitude data used for calibration result in quite 
different boundary conditions and resulting stress states. Due to the expected large uncertainties in stress magnitude data, it is advisable to not onl y e v aluate the 
boundary conditions that result from fitting stress magnitude data. It is beneficial to use regularly spaced boundary conditions (grey stars) for model e v aluation 
in order not to miss the actual stress state. 

(a)

(c) (d)

(b)

Figure 4. Two modelled stress states (red and g reen g raphs) in comparison with four different types of indirect stress information (Ziegler & Heidbach 2023 ). 
(a) Borehole Breakouts (BOs) indicate that the maximum circumferential stress around the borehole wall exceeds the compressive strength of the rock. (b) 
Drilling Induced Tensile Fractures (DITFs) indicate that the minimum circumferential stress around the borehole wall is smaller than the tensile strength of the 
rock. (c) For mation Integ rity Tests (FITs) provide a lower limit for the smallest stress component. (d) Seismicity indicates that the failure env elope of a giv en 
criterion has been reached. 
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A model scenario is defined as the stress state that results from the 
solution of eq. ( 1 ) for a given set of horizontal displacement bound- 
ary conditions. The full range of model scenarios to be assessed is 
defined by the boundary conditions from the solution space. To test 
the full range of the solution space many model scenarios would 
have to be tested for their agreement or disagreement with the addi- 
tional stress information. To be able to estimate the stress state for 
distinct locations with data for the large number of model scenarios 
in a reasonable time frame, we chose a limited number of distinct 
locations and use the Python tool FAST Estimation and FAST Cali- 
bration both described and documented in detail by Ziegler ( 2023a ) 
and Ziegler et al. ( 2023 ). Both tools use the assumption of linear 
elastic behaviour of the stress model to set up a linear equation 
system based on three model scenarios with arbitrary horizontal 
displacement boundary conditions. This linear equation system al- 
lows to derive analytically the 3-D stress state for all reasonable 
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Figure 5. Geometry and data availability of the 3-D generic model. Discretization is indicated on the western boundary of the model, lithology mapped to 
elastic properties on the eastern boundary. Synthetic stress information data are indicated throughout the model volume and their numbers are compiled in 
Tables 2 and 3 . 

Table 1. Linear elastic rock properties and density of the three lithologies. 

Lithology Young modulus [GPa] Poisson’s ratio Density [kg m 

−3 ] 

1 20 0.250 2350 
2 10 0.290 2500 
3 30 0.225 2600 
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ombinations of boundary conditions at a limited number of dis-
inct locations. This enables us to significantly speed up the process
f modelling by only solving the stress state for the locations where
ata is available for comparison. 

.2. Initial solution space definition 

nitially, we consider all stress states that are theoretically possible
ut without assessing if they make sense from a geomechanical or
ectonic perspective. For the generic model an e venl y spaced grid
f horizontal displacement boundary conditions is created with a
rid size of 1 m (Fig. 6 ). Then, the stress states for each model
cenario in this grid are computed at representative locations in
ifferent depths throughout the model using the Python tool FAST
stimation (Ziegler 2023a ). 
We show in Fig. 6 along six vertical profiles the model results

etermined from different boundary conditions throughout the solu-
ion space. Three of them can be considered to represent reasonable
tress states (Figs 6 b, e and f) and three show unreasonable stress
tates (Figs 6 c, d and g). The latter may fundamentally violate our
nderstanding of the stress state in the brittle upper crust and can
e excluded to constrain the solution space. The following rules are
bserved when selecting the reasonable boundary conditions. 

Model scenarios where at more than 30 per cent of the represen-
ative locations stress estimates are ne gativ e are discarded (Fig. 6 d).
he generous cut-off at 30 per cent allow for some ne gativ e mag-
itudes close to the topography that may be due to surface effects.
n addition, exceptionally large stress magnitudes ( > 100 MPa) in
hallow regions ( < 100 m TVD) are neither considered realistic
nd thus respective model scenarios are also discarded (Fig. 6 c).
hese two constraints cannot be defined precisely and largely de-
end on the local geology. The cut-off needs to be defined indi-
idually dependent on factors such as roughness of the topography.
n a model area with significant and rapid changes in ele v ation,
opo graphy ef fects can lead to large stresses close to the surface or
ven tensile stresses. In a model with a flat topography this is not
xpected. 

An inherent constraint for the initial boundary conditions are
odel scenarios where the S Hmax orientation is not as expected,

or example it is rotated compared to observations from the field
Fig. 6 g). This constraint may only be applied in areas with an
nambiguous predominant orientation of S Hmax . In synthesis, these
imiting factors constrain the boundary conditions that result in
easonable stress states (coloured dots in Fig. 6 a) and discards those
hat are not reasonable (grey dots in Fig. 6 a). Result is the solution
pace that is assessed in the following to find likely stress states by
sing indirect stress information and direct stress data. The solution
paces grid spacing of initially 1 m is increased to a spacing of
.5 m albeit only in the area of reasonable stress states shown in
ig. 6 (a). 

.3. Introduction of indirect stress information 

n the previous step, the solution space was narrowed to a reasonable
ne to start with. Now, the task is to further narrow this solution
pace using indirect stress information to find likely stress states.
or the generic modelling approach, a number of generic indirect
tress information that agrees with the anticipated true stress state is
sed for this constraining (Table 2 ). Each horizontal displacement
oundary condition defines a unique stress state. Thus, for each of
hese model scenarios, the resulting stress states have to be tested
or their agreement with indirect stress information at the location
here it is available. In order to limit the computation time to a

easonable time frame, an actual solving of all models that are
efined by the boundary conditions is not possible. Instead, the
bove mentioned tool FAST Estimation (Ziegler 2023a ) is used to
ompute the stress state for each reasonable boundary condition
ut in contrast to Ziegler & Heidbach ( 2023 ) only at the distinct
ocations and depths where indirect stress data is available. 
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(a) (b) (c)

(d) (e) (f) (g)

Figure 6. Evaluation of possible stress states and implementation of hard constraints displayed in the solution space domain of the horizontal boundary 
conditions with the three tectonic stress regimes and boundary conditions that result in such a stress regime are colour coded for normal faulting (NF, red), 
strike slip (SS, green) and thrust faulting (TF, blue) (a). Stress-depth plots resulting from the boundary conditions indicated by the circles in (a) with S Hmax 

(orange), S hmin (light blue) and S v (pink) (b–g). Tectonic stress regimes normal faulting ( S v > S Hmax > S hmin , f), strike slip ( S Hmax > S v > S hmin , e) and thrust 
faulting ( S Hmax > S hmin > S v , b) are indicated. Fur ther more, constraints are implemented that rule out unrealistic stress states such as largely ne gativ e stresses 
(d), extremely large stresses (c), or a rotation of the S Hmax orientation, herein indicated by the stress in the S hmin orientation that has a magnitude that is larger 
than the stress component in the S Hmax orientation(g and grey area in a). 

Table 2. Synthetic indirect stress information used to assess the reliability of a 
modelled model scenario in the generic model. Different types, the locations, rele v ant 
values and weight of the individual records are indicated. 

Type X [m] Y [m] Z [m] Values Weight 

Bos −2000 1500 −1750 C s = 70 ± 5 MPa 0.4 
−2000 1500 −3500 C s = 200 ± 20 MPa 0.9 

DITFs −2000 1500 −1900 T s = 13 ± 2 MPa 0.9 
−2000 1500 −2800 T s = 4 ± 2 MPa 0.4 

FITs −2000 −2000 −1750 25 MPa 1 
−2000 −2000 −3500 50 MPa 0.7 

Seismicity 0 0 −2200 C = 0 MPa, μ= 0.6 1 
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At each location with available indirect stress information the
tress state that results from each boundary condition is now avail-
ble. These locations are usually not identical with the previously
sed representative locations throughout the model since the avail-
ble data is not necessarily distributed in a way that it is representa-
ive for the entire model volume. The indirect stress information is
ompared with these modelled stress states following the approach
escribed in detail by Ziegler & Heidbach ( 2023 ). The agreement
r disagreement with a stress state defined by a certain boundary
ondition is recorded. It can be displayed for each individual data
ecord, for example each individual borehole wall section that con-
ains a breakout, but also for each type of indirect stress information,
or example for all breakouts in all boreholes. 

Which boundary conditions are rejected or supported by indirect
tress information is highly dependent on the type of stress indica-
or. While some stress indicator may primaril y af fect the boundary
onditions in only one direction, they also al wa ys affect the bound-
ry condition in the other direction. Thus, the boundary conditions
hould not be mathematically equated with the stress magnitudes.
etails on the relationship between boundary conditions and the

tress components can be found in, for example Reiter & Heidbach
 2014 ), Ziegler & Heidbach ( 2020 ) or Ziegler et al. ( 2023 ). Still,
t can be observed that FITs reject boundary conditions with small
isplacements in orientation of S hmin (Fig. 7 a) since these boundary
onditions are predominately responsible for small S hmin magni-
udes which are constrained by FITs (Fig. 3 c). DITFs reject those

odel scenarios with large displacement in orientation of S hmin that
esult in large magnitudes of S hmin (Fig. 7 a). Following the Kirsch
quation (Kirsch 1898 ) the minimum circumferential stress around
 borehole wall is 

min 
ϕϕ = 3 S hmin − S Hmax − P w − P p (5) 

ith the mud pressure P w and the formation pore pressure P p . σ min 
ϕϕ 

eeds to exceed the tensile strength of the rock in order for DITFs to
ccur. Eq. (5 ) indicates that an increase in S hmin magnitude results
n an increase in σ min 

ϕϕ . Thus, for S hmin magnitudes that are close
o the S Hmax magnitude DITFs become less probable. Thus, FITs
nd DITFs are valuable counterparts that narrow down the range of
easonable boundary conditions roughly applied in the orientation
f S hmin . 

BOs prefer large displacements in the orientation of S Hmax and
eject small ones (Fig. 7 a). This is analo gousl y to the DITFs. BOs
orm if the maximum circumferential stress around a borehole wall
max 
ϕϕ exceeds the compressive strength of the rock. From 

max 
ϕϕ = 3 S Hmax − S hmin − P w − P p (6) 

t becomes apparent that an increase in S Hmax magnitude leads to an
ncrease in σ max 

ϕϕ and thus BOs become more likely. 
Observed seismicity indicates that the stress state exceeded a

ailure criterion on a new or pre-existing fault. This failure can be
implified and described with the slip tendency 

T = 

τmax − C 

σn 
μ−1 , (7) 

here τmax and σ n are the maximum shear stress and normal stress
f the fault, respecti vel y, μ is the static friction coef ficient, and C
he cohesion (Morris et al . 1996 , Ziegler et al. 2016a , b ). Failure
ccurs if ST ≥ 1. Otherwise, the rock remains stable. If seismicity
s observed, the modelled stress state can be used to estimate ST. If
T ≥ 1, it is assumed that model and observation are in agreement.
his constraint rejects the lower right-hand corner of the solution
pace that indicates high displacements in S hmin and low displace-
ents in S Hmax orientation (Fig. 7 a). This part of the solution space is

ssociated with small differential stress which prevents seismicity. 
Eventually, the weights from all indirect stress information are

ombined for a final weight of the stress states according to the indi-
ect stress information (Fig. 7 b). In association, the different types of
ndirect stress information have the potential to significantly narrow
own the likely stress states. Depending on the types, uncertainties,
nd characteristics of indirect stress information this can be a more
r less broad range of stress states. Details on the assessment of the
g reement/disag reement and on how uncertainties in the indirect
ata are implemented are explained in Ziegler & Heidbach ( 2023 ).
f no suitable stress magnitude data or information on the tectonic
tress regime, that can serve as direct data are available, this is the
nal result. 

.4. Bayesian weighting 

he range of likely stress states is, at this point, not based on any
tress magnitude data. If such data is available as well it can be
sed to further constrain the likely stress states (Figs 2 d and 8 ).
n a lower information le vel, e ven knowledge of the predominant

ectonic stress regime can be useful and included as Bayesian prior
robability (Figs 6 and 8 ) to a Bayesian weighting scheme initially
resented by Ziegler & Heidbach ( 2023 ). The posterior probability
(S | C) of a model scenario S that is constrained by indirect stress

nformation C is estimated by 

P 

( S| C 

) = 

P 

( C | S ) P 

( S ) 

P 

( C 

) 
(8) 

ith P(C | S) the likelihood of the indirect stress information as
dditional constraint in the model scenario, that is does the indirect
tress information agree with a scenario’s modelled stress state. For
n FIT this can be exemplified by a simple 0 for disagreement or
 for agreement (Fig. 9 ). Other indirect information that require
dditional assumptions may have a more distinguished assignment
rocedure of P(C | S) such as for BOs (Fig. 9 ). P(C) is the marginal
robability of the according indirect data. It is a measure of the
orrectness and predictive quality of the data record under the given
ircumstances. P(C) is assigned indi viduall y to each indirect stress
nformation e v aluating the data itself but also the circumstances of

easurement, used tools and availability and quality of metadata
o assign an objective quality of the data record. Information on
he probability of a model scenarios stress state is introduced as
rior probability P(S). It can be based on stress magnitude data
ecords (Ziegler & Heidbach 2023 ) which then employs a quality
anking to assign weights to the individual data records (Morawietz
t al. 2020 ). Fur ther more, infor mation such as the tectonic stress
egime can be used. The assignment of such weights is based on
eismological data mainly in the latter case. 

The resulting posterior probability P(S | C) is estimated for each
ndividual stress state and provides an indication of the individual
redictive quality of a stress state. Eventually, the model scenarios
ith the most probable boundary conditions can be solved in a
umerical solver in order to obtain the stress tensor throughout the
ntire model volume. 

To illustrate the approach with using direct data, for the generic
odel stress magnitude data records with an assigned probability
eight are used (Table 3 ). These data are used to assign an initial
eight to each model scenario (Fig. 8 a) based on how well it repre-

ents the stress magnitude data at the according location. Further-
ore, assumptions on the tectonic stress regime are made (Fig. 8 b).
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(a) (b)

Figure 7. Agreement of the different model scenarios with the individual types of indirect stress information (a) and all indirect stress information combined 
(b). Each colour-coded dot represents one of the 1517 individual model scenarios based on the respective horizontal displacement boundary conditions indicated 
on the x - and y -axis. The colour shows the weight of the model scenarios from 0 (very unlikely, reject) to 1 (highly likely, full agreement) and is based on the 
additionally specified constraints—thus only valid for this model configuration. Bold black lines indicate the likely solution space and the borders between the 
dominant stress regime (Fig. 6 ). The according stress regimes are indicated by the abbreviations in (b). 

(a) (b) (c) (d)

Figure 8. Bayesian prior probabilities. Initial weighting of the model scenario solely based on stress magnitude data (a) or the assumed tectonic stress regime 
(b). A combination of stress regime and magnitude data is used as prior probability in a Bayesian approach (c). The posterior probability (final weight) that 
also considers the indirect stress information and its quality is shown in (d). For a detailed explanation of the plots refer to the caption of Fig. 7 . 

Figure 9. Assignment of P(C | S) exemplified for FITs and BOs. While FITs 
are a binary decision between 0 (disagreement) and 1 (agreement), for BOs a 
cumulative density function (CDF) of the rocks compressive strength can be 
assigned. P(C | S) depends on the maximum circumferential stresses position 
in the CDF. 
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In the generic truth model, a strike slip regime is assumed to be 
most likely with a weight of 1 and a normal faulting stress regime is 
still possible with a weight of 0.75. A thrust faulting stress regime 
can be almost ruled out with a weight of 0.25. These two parts of 
direct data are combined. In this example, the stress magnitudes 
have twice the influence compared to the stress regime (Fig. 8 c). 
The combined direct data is introduced to the Bayesian scheme as 
P(S), the indirect stress information as P(C | S) (Fig. 7 b), and the 
probabilities of the indirect stress information as P(C) (Table 2 ) in 
order to estimate the final Bayesian weight P(S | C) (Fig. 8 d). 

The results show a good agreement with the true boundary con- 
ditions of X : −5.87 m and Y : 6.11 (Fig. 8 d). The stress regime is 
clearly identified as strike slip by the indirect data (Fig. 7 b) while 
a normal faulting stress regime cannot be ruled out by the direct 
data (Fig. 8 c). This shows the applicability of the approach and its 
ability to significantly constrain the stress state. At the same time 
the large influence of direct data on the final result is displayed. 

art/ggae096_f7.eps
art/ggae096_f8.eps
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Table 3. Stress magnitude data records used as prior probabilities in the Bayesian approach. 
Coordinates, magnitude, and a weight that is based on the degree-of-belief in the data record 
is indicated. Last column shows stress magnitude data with an added noise in order to test 
the sensitivity of the approach. 

Stress comp. X [m] Y [m] Z [m] 
Magnitude 

[MPa] Weight 

Noisy 
magnitude 

[MPa] 

S Hmax 1500 1500 −1300 49 0.7 90 
−2000 −2000 −4000 123 0.4 140 

S hmin 1500 1500 −1300 10 0.8 50 
−2000 −2000 −4000 64 0.6 90 
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 D I S C U S S I O N  

he presented approach removes the focus from the stress mag-
itude data which pre viousl y have been identified as one of the
ost, if not even the most important input data for geomechanical-

umerical models (Wileveau et al. 2007 ; Lecampion & Lei 2010 ;
ischer & Henk 2013 ; Reiter & Heidbach 2014 ; Hergert et al.
015 ; Morawietz et al. 2020 ; Ziegler & Heidbach 2020 ). Instead,
his approach uses a wide range of indirect stress information be-
ond stress magnitude data to model the in situ stress state with
uantified uncertainties. 

On the one hand, this is beneficial in that more data can be used
or model calibration and the uncertainties and possible outliers
n magnitude data are more easily identified and accounted for.
he full range of possible stress states can be easily assessed, and
 ven dif ferent principles can be accommodated, such as a stress
tate based on S Hmax and S hmin stress magnitude data or a critically
tressed crust based on S hmin magnitude data only. That said, the
ccuracy of the model result increases due to several independent
ypes of input data that can identify systematic offsets or errors in
tress magnitude data or other indirect stress information. At the
ame time, precision may even decrease due to the larger amount
f considered and likely stress states. 

On the other hand, the now used indirect stress information are
ubject to (sometimes significant) uncertainties, too. This calls for
n investigation of the sensitivity of the approach to assumptions
ade and uncertainties. In particular, BOs and DITFs are affected

ue to the necessary assumptions on the rock strength (Bell &
ough 1979 ; Ziegler & Heidbach 2023 ). Observed seismicity is

lso significantl y af fected b y uncertainties due to necessary assump-
ions on fault properties in the model and the inherent challenges
n observation of seismicity (Ziegler & Heidbach 2023 ). FITs, in
ontrast, are rather robust due to the simple reading of a pressure. 

.1. Sensitivity of the approach 

Os can be easily identified and picked in borehole image and
aliper logs. Contrary to usage as stress indicators for the S Hmax 

rientation (Barton et al. 1988 ; Vernik & Zoback 1992 ), their use
s indirect stress information does not require a highly precise esti-
ation of width of the angle of the BO, a preferably vertical well, or

ther assumptions. The simple knowledge of whether a BO occurred
n a certain lithology or not is sufficient here. Yet, uncertainties are
ssociated with this type of indirect stress information as well since
t least assumptions on the rock strength and the failure criterion
ave to be made (Rahimi & Nygaard 2018 ). Fur ther more, influ-
nce of factors such as borehole diameter are known (Meier et al.
013 ) as well as the time-dependency of BOs have to be considered
Rajabi et al. 2017 ). Unfor tunately, seldom are laborator y tests of
xactly the same lithology (or even from the same location) where
Os are observed available. This drives the uncertainties in the
ompressional rock strength. In order to demonstrate the influence
f these uncertainties on the weighting results, different assump-
ions on the rock strength were made and the results are shown in
ig. 10 . This shows a high sensitivity and reminds to carefully chose

he assumed compressive strength. This is analogous for the tensile
trength when using DITFs. 

When observed seismicity is used as indirect stress information
n particular the depth error of the hypocentre has to be considered
s it affects the exact lithology that has to be considered to obtain
he stresses rele v ant to assess whether failure occurs or not. Fur-
hermore, the assumed fault orientation is an important factor as it
etermines the resolved shear and normal stresses on the fault from
he modelled 3-D stress state which control the reacti v ation (Morris
t al . 1996; Ziegler et al. 2016a , b ). An additional leverage on the
stimation whether a fault fails or not is the assumed fault friction
nd cohesion, that is whether a pre-existing fault or a new fracture
s regarded (Morris et al . 1996; Ziegler et al. 2016a , b ). The large
nfluence of different standard fault properties on the weighting is
isplay ed in F ig. 11 . It indicates the necessity to mindful assignment
f properties and to leave room for uncertainties in these properties.

.2. Identification of erroneous stress magnitude data 

he direct data introduced to the approach are as well a possible
ource for uncertainties or errors. Uncertainties are already regarded
n the assignment of prior probabilities in the Bayesian approach
ased on stress magnitude data. Ho wever , the underlying assump-
ion was that the data are generally correct and only some outliers
r single errors have to be regarded. 

Ho wever , stress magnitude data can be significantly and system-
tically wrong either because of measurement errors or the measure-
ent at a meter scale is not representative for a larger rock volume.
he effect of such data on the weighting pattern and whether the
pproach is able to identify them is investigated here. The weight-
ng pattern created by erroneous stress magnitude data is shown in
ig. 12 (a). Even with a correctly assumed tectonic stress regime,

hey result in a very different final weighting result (Fig. 12 b com-
ared to Fig. 8 d). It is easily noted that the maximum weight in
ig. 12 (b) falls short of 1 which signifies that no complete agreement
etween direct and indirect stress information is obser ved. Fur ther-
ore, a visual comparison between Figs 12 (b) and 7 (b) shows a

ignificant discrepancy between the patterns produced by indirect
tress information and direct stress data. In case of correct stress
agnitude information but a wrong preference for a thrust fault-

ng stress regime (TF: 1, SS: 0.75, NF: 0.5) the results are not as
trikingl y dif ferent (Fig. 12 c). The most likel y model scenarios are
till positi vel y identified. The main errors occur for areas that are
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(a) (b) (c) (d)

Figure 10. Sensitivity of model scenario weights based on BOs and different compressive strength in two model litholo gies. The initiall y assumed strength 
(a) and deviations from this (b–d). Only one lithology is af fected b y a smaller strength (b) and greater strength (c). Both lithologies are affected by a larger 
strength in (d). 

(a) (b) (c) (d)

Figure 11. Sensitivity of weights based on observed seismicity on the assumed cohesion and friction angle. The initially assumed values for a pre-existing 
cohesion-less fault (a) are compared to an added cohesion (b), an increased friction angle (c) and both (d). 

(a) (b) (c) (d)

Figure 12. Dependency of the Bayesian weighting approach on the prior probabilities. (a) Significantl y dif ferentl y assumed stress magnitude data (Table 3 ) 
result in an initial weight in stark contrast to Fig. 8 (a). (b) Bayesian weights based on correct indirect stress information (marginal probabilities) and direct data 
that are a combination of correctly chosen weights for the stress regime but the wrong stress magnitudes. (c) Bayesian weights based on correct indirect stress 
information and direct data that are a combination of wrongfully chosen weights for the stress regime but the correct stress magnitudes. (d) Bayesian weights 
based on correct indirect stress information but wrong direct data (magnitudes and regime). 

neither known whether the mismatch stems from local variations or 
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an yw ay less likely. If all direct data is wrong, the patterns are even 
more different which should raise suspicion (Fig. 12 d). 

Even though a comparison with the correct solution cannot be 
made in case of an application in a real-world setting, suspicious 
weighting patterns can be observed. If the approach is conducted 
with care, the mismatch between the patterns resulting from direct 
data and indirect stress information will be noted and according ac- 
tions can be taken. This indicates that the presented approach is able 
to identify stress magnitude data that are not suitable for the model 
calibration. It highlights that the approach needs to be conducted 
with care and expertize in order to correctly identify suspicious pat- 
terns, such as a general mismatch between the preferred boundary 
conditions according to the stress magnitude data records versus the 
indirect data. Any such mismatch should be carefully investigated 
in order to draw the according conclusions. 

The interpretation of mismatches in patterns have to consider the 
uncertainties in the origin of the mismatch. In the worst case it is 

art/ggae096_f10.eps
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(a) (b) (c) (d)

Figure 13. Need for and possible applications of additional indirect stress information. (a) The currently used indirect stress information and their constraints 
and areas that are excluded by them in the domain of the boundary conditions (see Fig. 7 ). (b) Using seismological quiescence as additional indirect stress 
information adds a constraint to the left and to the top. (c) Assumption on an upper limit for the differential stress provides another constraint from the top. (d) 
Predicted differential stress would provide an even more detailed constraint. 
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hether they are errors nor if the errors are in the stress magnitude
ata or in the indirect stress infor mation. Exper tize in the local
ectonics and lithology are thus required. 

.3. Seismic events and further indirect stress information 

ifferent indirect stress information narrows down the solution
pace in dif ferent w ays (Fig. 13 a). Ho wever , an ‘upper’ bound is
issing to limit large positive y displacements. In other words, the

o far introduced indirect stress information cannot constrain high
 Hmax magnitudes. To do so the observation of seismological quies-
ence is proposed as indirect stress information (Ziegler & Heidbach
023 ). Significant care has to be taken when this is used. It must
e ensured that the seismological network is dense enough and the
oise level low enough in order to have a very small magnitude
f completeness. Otherwise, events could be missed which would
oid all assumptions introduced in the constraint. Not considering
hese significant challenges, the introduction of such indirect stress
nformation would indeed add an upper constraint to the weighting
pproach (Fig. 13 b). This could be a very helpful tool, in particular
n areas that are proven to be seismolo gicall y quiet. Howe ver, great
are needs to be taken when working with this particular type of
ndirect stress information due to afore-mentioned challenges. 

The differential stress S1–S3 as a possibility to characterize the
tress state has been proposed pre viousl y (Ziegler et al. 2017 ).
nformation on the differential stress state can be obtained from
bservations around regional lithologic structures (Homberg et al.
997 ; Reiter 2021 ) or for geo-reservoirs from seismological obser-
ations on the rotation of the stress tensor due to fluid injections
Mart ́ınez-Garz ón et al. 2013 , 2014 ). In association with assump-
ions on the reservoir permeability and known injection rates, a

aximum differential stress that allows the observed rotation can
e deriv ed (Zie gler et al. 2017 ). Then it can be used as an additional
ndirect stress information that provides an upper constraint for the
tress state, which also fills the mentioned gap (Fig. 13 c). 

Moreov er, the deriv ed differential stress—if certain enough—can
heoreticall y additionall y act as a lower and upper boundary. The
eri v ation of the differential stress according to Ziegler et al. ( 2017 )
esults in a single differential stress for each observed stress tensor
otation in conjunction with an assumption of permeability. Such an
pproach would significantly narrow down the likely stress states
nd enable an unprecedented significance in the modelled stress
tate, at least for the S Hmax magnitude (Fig. 13 d). Ho wever , the
nvolved assumptions and requirements in terms of instrumentation
o capture small magnitude seismic events are extraordinarily high
nd uncertainties involved in the process of deri v ation are likel y
igh and maybe only partly known. Therefore, this remains a rather
heoretical option. 

Future studies should be directed towards the benefit of inclusion
f additional and novel indirect data and their impact on the model
esults. In addition to the pre viousl y mentioned types of indirect
tress information, for example indirect stress information could
e based on pore pressure and particular overpressure data (Shatyr-
aye v a et al. 2023 ), results of time-dependent models of the geolog-
cal evolution (Mahmoodpour et al. 2023 ), or even high-precision
ault movement observations (Baro ̌n et al. 2024 ). 

.4. Benefits and limits of the approach 

he general approach to geomechanical modelling significantly
hanges with the presented method. Instead of trying to single out
ne or a few model scenarios that accommodate available stress
ata in a best-fitting sense, a maximally broad range of stress states
s e v aluated for their probability. This is onl y possible due to the
ncrease in speed that is achieved using the Python tools FAST Esti-

ation and FAST Calibration (Ziegler & Heidbach 2021a ; Ziegler
023a ). These tools allow to assess the probability of a stress state
t individual locations defined by horizontal displacement bound-
ry conditions. Thus, a numerical solver is not needed at this stage
nd valuable computation time is saved by not having to solve a
umber of unrealistic model scenarios that will be discarded more
r less right aw ay. Instead, onl y the stress state at distinct loca-
ions is estimated for assessment. In the end, model scenarios that
re considered likely can be solved after the weighting to obtain a
ontinuous stress state throughout the model. 

Fur ther more, the presented approach adds significant value to
he results of a model. First, this is due to a broader data basis that
dentifies likely stress states and rejects unlikely ones (Ziegler &
eidbach 2023 ). The statistical impact of outliers or stress mea-

urement errors is therefore reduced. Second, having rather a range
f stress states instead of a single one enables experts to interpret the
tress state in terms of the local lithology and tectonics. Even though
he proposed approach does not pinpoint a single model scenario,
he provided range of reasonable model scenarios is significantly
educed to a range of likely stress states with a quantified probabil-
ty . Concurrently , the interpretati ve v alue is increased b y the ability

art/ggae096_f13.eps
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(a) (b)

(d)(c)

Figure 14. Comparison of the previous approach by Ziegler & Heidbach ( 2023 ) (left-hand panel) and the herein presented approach (right-hand panel). Top 
panel: points denote the e v aluated model scenarios based on pairs of horizontal boundary conditions. The according tectonic stress regimes normal faulting 
(NF), strike slip (SS) and thrust faulting (TF) that result from boundary conditions are indicated Bottom panel: results are indicated by colour-coded weights 
from the previous approach (Ziegler & Heidbach 2023 ) where all evaluated stress states are based on stress magnitude data (left-hand panel) compared to the 
presented approach with stress states based on boundary conditions on a regular grid (right-hand panel). The horizontal displacement boundary conditions in 
x- direction on the x -axis and the final Bayesian weight on the y -axis. 
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to a meaningful and educated interpretation of the modelled stress 
state in particular due to the fact that the weighting is data-based 
and shows a range of possibilities. 

If the approach fails to identify a single most likely horizontal 
displacement boundary condition, at least a range of likely bound- 
ary conditions can either be used to question if the direct stress 
data or indirect stress information is reasonable or to re-consider 
if the model has a sufficient resolution. A detailed investigation of 
the input data and model may resolve the issue and add signifi- 
cant value to the model. Possible symptoms and associated sources 
are: 

(i) If the agreement of indirect stress information is laterally or 
vertically clustered some regions or lithologies may not be repre- 
sented adequately in the underlying geological model. 

(ii) The approach relies on an assumed linear elastic rheology 
which may not be adequate. Fur ther more, a reliable lithological 
model is required and the corresponding rock properties are re- 
quired. 

(iii) A systematic disagreement between indirect stress infor- 
mation and stress magnitude data may indicate errors during the 
measurement and estimation of stress magnitude data. It needs 
to be ensured that the stress magnitude data are actually repre- 
sentative for an undisturbed in situ stress state in a larger rock 

volume. 
(iv) If the expected stress regime disagrees with the mod- 
elled one, a possible reason may be that the expectations were 
mainly due to data from only one lithology that may be anoma- 
lous. Alternati vel y, information on the stress regime is only from 

deep seismicity which may not be representative for a shallow 

model. 

In summary, failures are not a setback but rather helpful in iden- 
tification of the models limits and indicate room for improvement. 

The heavy usage of indirect stress information in combination 
with a very broad range of modelled stress states that can be as- 
sessed of fers ne w possibilities for geomechanical modelling. Even 
though it is still desirable to obtain stress magnitude data, a data- 
based modelling is now theoretically also possible without stress 
magnitude data. The resulting range of likely stress states will be 
higher compared to a model with available stress magnitude data. 
Nonetheless, the approach may be helpful for an initial assessment 
of the stress state in regions with no stress magnitude data. Future 
research should aim to test the limits of such an approach without 
stress magnitude data. 

4.5. Case study 

To test the approach in a real setting we use in the following the 3- 
D geomechanical-numerical model of the Bavarian Molasse Basin 
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Figure 15. Comparison of the indirect weighting results only (top panel) with the Ba yesian w eighting results that include direct data on the stress magnitudes 
(bottom panel). Black dots are boundary conditions of model scenarios investigated by Ziegler & Heidbach ( 2023 ). Horizontal displacement boundary 
conditions with the highest probability according to indirect stress information (from the top) are shown in the bottom by the red-bordered polygon. Tectonic 
stress regimes indicated in the bottom part are the same for both parts. 
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resented in Ziegler & Heidbach ( 2020 , 2023) . The model cov-
rs a 140 × 70 × 11 km 

3 part of the Bavarian Molasse Basin in
outher n Ger many around the city of Munich. In total, 13 litholo-
ies are represented in the model b y dif ferent rock properties. The
riginal model uses 4 S Hmax and 9 S hmin stress magnitude data
ecords to model likely data-supported stress states (Ziegler & Hei-
bach 2020 ). These stress states are weighted using a Bayesian
pproach based on indirect stress information from 55 FITs, 54
Os, 5 DITFs, observ ed seismicity at 8 locations and e xplicitly
bserved seismic quiescence in 12 locations (Ziegler & Heidbach
023 ). 

In order to test the herein novel approach, the same Bayesian
eighting approach with the same indirect stress information (P(C))
as been applied using the approach that is not limited to data-
efined modelled stress states. Instead of weighting only those
odel scenarios that are based on available data records (Fig. 14 a),
odel scenarios that comprise all possible stress states are e v aluated

Fig. 14 b). The weight of the stress data records (P(S)) is imple-
ented as well and assigned to the according boundary conditions.
igs 14 (c) and (d) show a comparison of the published results of
iegler & Heidbach ( 2023 ) and the application of the new approach
resented here. With the same data, the results of the weighting are
lmost identical. A slight difference can be observed due to an added
rior probability for the tectonic stress regime (Fig. 14 d). Ho wever ,
his is only observable for very small weights < 0.1, that is very
nlikely model scenarios. A significant impact of the regular grid
n contrast to stress magnitude data-based model scenarios cannot
e observed which indicates that the new approach can replace the
revious one without reservation. 

Ho wever , the entire strength of the new approach is not utilized
y using it as a mere replacement of the previous approach. In par-
icular, this holds for using a very strict weighting of P(S) founding
n the stress magnitude data. In that case, the Bayesian weighting
pproach is bound to follow a possible bias introduced by the stress
agnitude data. As presented, the result is very similar to the pre-

ious approach (Fig. 13 ). In that case, the only advantage is that
f reducing the computation time to < 1 per cent of the previous
pproach. A gain in information is not achieved this way. In order
o take full advantage of the presented approach, the impact of P(S)
n the Bayesian weighting scheme is significantly reduced or indi-
ect stress information is regarded only. Fig. 15 shows a comparison
f these two weighting approaches. The strength and benefit of the
resented solution space-based approach are shown by two particu-
ar differences between the approaches—(1) the agreement between
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indirect stress information and direct stress magnitude data and (2) 
a gain in information on the tectonic stress regime. 

A comparison of Fig. 15 top and bottom shows that the boundary 
conditions of highest probability disagree. The stress magnitude 
data used for weighting (P(S)) are by far not representative for 
the most likely stress states based on indirect stress information. 
Instead, the stress magnitude data generally indicate too small mag- 
nitudes of S hmin (approximately x -displacement). Only those S hmin 

magnitudes considered outliers or extremely uncertain are actually 
within the area of highest agreement according to the indirect stress 
information (F ig. 15 ). A possib le explanation for this offset can be 
found in the stress magnitude data that was used as prior proba- 
bility (Ziegler & Heidbach 2023 ). In total, 9 S hmin magnitude data 
records w ere a vailable. Out of these, four data records are based on 
leak-off-tests (LOTs). In contrast to an extended LOT (XLOT) the 
informati ve v alue is clearl y smaller, and an underestimation of the 
stress magnitude is more likely than in an XLOT or even a MHF 

test (Morawietz et al. 2020 ). Another four stress magnitude data 
records are based on estimations using the frictional equilibrium or 
stress polygon which is known to be based on many assumptions 
and thus its accuracy cannot compete with measurements (Moraw- 
ietz et al. 2020 ). Finally, for one S hmin data record no information 
about its type was available at all. This significantly decreases its 
value. 

The S Hmax magnitude data records, on the other hand, seem to be 
roughly in agreement with the S Hmax magnitudes proposed by the 
indirect stress information (appro ximately y -displacement, F ig. 15 ). 
This comes as a surprise due to the notorious sparsity and unreliabil- 
ity of S Hmax data records (Morawietz et al. 2020 ; Reiter et al. 2023 ; 
Ziegler & Heidbach 2023 ). Ho wever , this could be a misconception 
since no true and reliable upper limit exists for the y -displacement 
boundary conditions. If such constraints (Fig. 13 ) would be avail- 
able, large portions of the most likely boundary conditions with 
large y -displacements might be ruled out. 

The second significant difference concerns the present-day tec- 
tonic stress regime in the Bavarian Molasse Basin that is not clearly 
identified and described alternating as normal faulting, strike slip, 
or thrust faulting stress regime (Ziegler et al. 2016 a and references 
therein). The stress magnitude data records often favour a strike 
slip stress regime (Fig. 14 a) which is in agreement with seismolog- 
ical observations (Megies & Wassermann 2014 , 2017 ). Ho wever , a 
normal faulting stress regime is also often postulated (Drews et al. 
2019 ), while the pre v alence of a thrust faulting stress regime is 
generall y percei ved as outdated. With strong P(S) weights, the pref- 
erence for a strike slip stress regime with an option of a normal 
faulting stress regime is reflected in the results (Fig. 15 bottom). 
Ho wever , when only regarding the indirect stress information, a 
normal faulting stress regime can be ruled out with surprising cer- 
tainty (Fig. 15 top). At the same time, the option for a thrust faulting 
stress regime, or at least a transtensional stress regime, becomes re- 
alistic (Fig. 15 ). The findings concerning the possibility of a thrust 
faulting stress regime are based on the agreement of indirect stress 
information with large x -displacements. Thus, they should be con- 
sidered with care because they rely on few DITF data records and 
partl y the sensiti ve and uncertain seismicity. Still, a new possibil- 
ity emerged that would not have been identified without the herein 
presented approach. 

In summary, the application of the new approach in the Bavarian 
Molasse Basin unearths some valuable new findings concerning the 
pre v ailing stress magnitudes and stress regime. This is only possible 
due to the unbiased nature of the approach and the inclusion of 
different data sources. Due to its speed and versatility the approach 
proves to be a valuable tool for the basin-wide assessment of the 
geomechanics. 

5  C O N C LU S I O N  

State-of-the-art stress models face the challenge that the stress state 
is a result of subjective weighting of stress magnitude data and their 
large uncertainties which can fur ther more include systematic errors. 
We developed an alternative approach that starts with an initially 
broad solution space which is narro wed do wn b y simultaneousl y 
using stress magnitude data, tectonic stress regime estimates and 
indirect stress information such as FITs, BOs, DITFs and the occur- 
rence of seismicity. This information is weighted using a Bayesian 
scheme in order to obtain a data-based model of the stress state that 
considers the uncertainties in all the stress data. In addition to an 
increase in objectivity the computational time is decreased to only a 
fraction of previous modelling approaches while shown to provide 
equi v alent results. Fur ther more, new findings of the area of interest 
in terms of the geomechanics are provided by the approach. 

The presented research raises the question whether stress magni- 
tude data are truly as important for the calibration of geomechanical 
models as they are often implied to be. In particular, since typically 
onl y fe w stress magnitude data records with variable quality are 
availab le w here a single outlier has the potential to change the solu- 
tion space in such a way that accuracy and precision are decreasing. 
In contrast, usage of indirect stress data has less potential to decrease 
the accuracy but at the same time does not provide a precision as 
high as it could be provided by a high-quality stress magnitude data 
record. In a trade-off, high accuracy is preferred as it determines 
the reliability of the median of predicted stress bandwidth. Thus, 
future research should investigate if the presented method is equiv- 
alent or even superior to using stress magnitude data records. In 
par ticular, in economic ter ms, not having to rely on e xpensiv e and 
often inaccurate stress magnitude data would be beneficial. 
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ltmann , J.B. , M üller, B.I.R., M üller, T.M., Heidbach, O., T inga y, M.R.P.
& Weißhardt, A., 2014. Pore pressure stress coupling in 3D and conse-
quences for reservoir stress states and fault reacti v ation, Geothermics, 52,
195–205. 

madei , B. & Stephansson, O., 1997. Rock Stress and its Measurement,
Springer. doi: 10.1007/978-94-011-5346-1. 
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felder am Beispiel der Situation im S üden M ünchens. 
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 üller , B. , Schilling, F., R öckel, T. & Heidbach, O., 2018. Induced seismicity
in reservoirs: stress makes the difference induzierte, Er d ̈ol Er dgas Kohle,
1, 33–37. 

lumb , R.A. & Hickman, S.H., 1985. Stress-induced borehole elongation:
A comparison between the four-arm dipmeter and the borehole tele vie wer
in the Auburn Geothermal Well J. Geophys. Res., 90 (B7), 5513–5521. 

ahimi , R. & Nygaard, R., 2018. Effect of rock strength variation on the esti-
mated borehole breakout using shear failure criteria, Geomech. Geophys.
Geo-Ener . Geo-Resour ., 4 (4), 369–382. 

ajabi , M. , Heidbach, O., T inga y, M. & Reiter, K., 2017. Prediction of
the present-day stress field in the Australian continental crust using 3D
geomechanical–numerical models, Aust. J. Earth Sci., 64 (4), 435–454. 

ajabi , M. , T inga y, M., King, R. & Heidbach, O., 2017. Present-day stress
orientation in the Clarence-Moreton Basin of New South Wales, Australia:
a new high density dataset reveals local stress rotations, Basin Res., 29,
622–640. 

eiter , K. & Heidbach, O., 2014. 3-D geomechanical-numerical model of
the contemporar y cr ustal stress state in the Alberta Basin (Canada), Solid
Earth, 5 (2), 1123–1149. 

eiter , K. , 2021. Stress rotation—impact and interaction of rock stiffness
and faults, Solid Earth, 12 (6), 1287–1307. 

eiter , K. , Heidbach, O ., Ziegler , M., Giger , S., Garrard, R. & Desroches,
J., 2023. Stress state estimation—new data and variability assessment of
model results, Saf. Nucl. Waste Dispos., 2, 71–72. 

oche , V. & Van Der Baan, M., 2017. Modeling of the in situ state of stress
in elastic layered rock subject to stress and strain-driven tectonic forces,
Solid Earth, 8 (2), 479–498. 

utqvist , J. , Birkholzer, J.T. & Tsang, C.F., 2008. Coupled reserv oir -
geomechanical analysis of the potential for tensile and shear failure asso-
ciated with CO2 injection in multilayered reservoir-caprock systems, Int.
J. Rock Mech. Min. Sci., 45 (2), 132–143. 

chmitt , D.R. , Currie, C.A. & Zhang, L., 2012. Crustal stress determination
from boreholes and rock cores: fundamental principles, Tectonophysics,
580, 1–26. 

choenball , M. , Walsh, F.R., Weingarten, M. & Ellsworth, W.L., 2018. How
faults wake up: the Guthrie-Langston, Oklahoma earthquakes, Leading
Edg e , 37 (2), 100–106. 

http://dx.doi.org/10.1186/s40517-022-00222-6
http://dx.doi.org/10.1016/j.geothermics.2014.01.004
http://dx.doi.org/10.1144/SP546-2023-32
http://dx.doi.org/10.1029/GL015i005p00467
http://dx.doi.org/10.1111/j.1365-246X.2012.05606.x
http://dx.doi.org/10.1016/j.tecto.2019.02.011
http://dx.doi.org/10.5194/se-4-347-2013
http://dx.doi.org/10.1016/j.rser.2015.08.026
http://dx.doi.org/10.5194/se-6-533-2015
http://dx.doi.org/10.1016/S0191-8141(96)00104-6
http://dx.doi.org/10.1146/annurev.ea.22.050194.001231
http://dx.doi.org/10.1016/j.ijrmms.2003.07.003
http://dx.doi.org/10.1002/grl.50438
http://dx.doi.org/10.1002/2014JB011385
http://dx.doi.org/10.1016/j.geothermics.2014.01.002
http://dx.doi.org/10.1016/j.ijrmms.2013.03.012
http://dx.doi.org/10.1144/SP528-2022-169
http://dx.doi.org/10.1186/s40517-020-00178-5
http://dx.doi.org/10.1130/0091-7613(1996)024\begingroup \count@ "003C\relax \relax \uccode `\unhbox \voidb@x \bgroup \let \unhbox \voidb@x \setbox \@tempboxa \hbox {\count@ \global \mathchardef \accent@spacefactor \spacefactor }\accent 126 \count@ \egroup \spacefactor \accent@spacefactor \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 0275:STAAFR\begingroup \count@ "003E\relax \relax \uccode `\unhbox \voidb@x \bgroup \let \unhbox \voidb@x \setbox \@tempboxa \hbox {\count@ \global \mathchardef \accent@spacefactor \spacefactor }\accent 126 \count@ \egroup \spacefactor \accent@spacefactor \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 2.3.CO;2
http://dx.doi.org/10.1029/JB090iB07p05513
http://dx.doi.org/10.1007/s40948-018-0093-7
http://dx.doi.org/10.1080/08120099.2017.1294109
http://dx.doi.org/10.1111/bre.12175
http://dx.doi.org/10.5194/se-5-1123-2014
http://dx.doi.org/10.5194/se-12-1287-2021
http://dx.doi.org/10.5194/sand-2-71-2023
http://dx.doi.org/10.5194/se-8-479-2017
http://dx.doi.org/10.1016/j.ijrmms.2007.04.006
http://dx.doi.org/
http://dx.doi.org/10.1190/tle37020100.1


1108 M.O. Ziegler and O. Heidbach 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/237/2/1093/7624672 by G

FZ Potsdam
 user on 24 April 2024
Segall , P. & Fitzgerald, S., 1998. A note on induced stress changes in hydro- 
carbon and geothermal reservoirs, Tectonophysics, 289 (1–3), 117–128. 

Shatyrbaye v a , I. , Bohnsack, D., Duschl, F. & Drews, M.C., 2023. Compar- 
ison and integration of pore pressure measurements and indicators from 

drilling data in a deep geothermal energy play in SE German y, Geoener gy, 
1 (1), doi:10.1144/geoenergy2023-038. 

Townend , J. & Zoback, M.D., 2000. How faulting keeps the crust strong, 
Geology, 28 (5), 399–402. 

Vernik , L. & Zoback, M.D., 1992. Estimation of maximum horizontal princi- 
pal stress magnitude from stress-induced well bore breakouts in the Cajon 
Pass scientific research borehole, J. geophys. Res., 97 (B4), 5109–5119. 

van Wees , J .-D . , Osinga, S., Van Thienen-V isser , K. & Fokker , P.A., 2018.
Reservoir creep and induced seismicity: Inferences from geomechanical 
modeling of gas depletion in the Groningen field, Geophys. J. Int., 212 (3), 
1487–1497. 

Wileveau , Y. , Cornet, F.H., Desroches, J. & Blumling, P., 2007. Complete 
in situ stress determination in an Argillite sedimentary formation, Phys. 
Chem. Earth, Parts A/B/C, 32 (8–14), 866–878. 

Zang , A. & Stephansson, O., 2010. Stress Field of the Earth’s Crust, 
Springer. doi: 10.1007/978-1-4020-8444-7. 

Ziebarth , M. , von Specht, S., Heidbach, O., Cotton, F. & Anderson, J.G., 
2020. Applying Conservation of Energy to Estimate Earthquake Frequen- 
cies from Strain Rates and Stresses, J. Geophys. Res.: Solid Earth, 125, 
e2020JB020186. doi: 10.1029/2020JB020186. 

Ziegler , M. , Reiter, K., Heidbach, O., Zang, A., Kwiatek, G., Stromeyer, 
D., Dahm, T., Dresen, G. & Hofmann, G., 2015. Mining-Induced Stress 
Transfer and Its Relation to a 1.9 Seismic Event in an Ultra-deep South 
African Gold Mine, Pure Appl. Geophys., 172, 2557–2570. 
C © The Author(s) 2024. Published by Oxford University P
article distributed under the terms of the Creative Common
permits unrestricted reuse, distribution, and reproduction in
Ziegler , M.O. & Heidbach, O., 2020. The 3D stress state from 

geomechanical–numerical modelling and its uncertainties: a case study 
in the Bavarian Molasse Basin, Geotherm. Ener., 8, doi:10.1186/s40517- 
020-00162-z. 

Ziegler , M.O. & Heidbach, O., 2021a. Manual of the Python script PyFAST 

calibration v1.0. https://doi.org/10.48440/wsm.2021.003 . 
Ziegler , M.O. & Heidbach, O., 2021b. Python script PyFAST calibration 

v.1.0 (V.1.0). GFZ Data Services. http://doi.org/10.5880/wsm.2021.003 . 
Ziegler , M.O. & Heidbach, O., 2023. Bayesian quantification and reduction 

of uncertainties in 3D geomechanical-numerical models, J. geophys. Res., 
128 (1), doi:10.1029/2022JB024855. 

Ziegler , M.O. , 2023a. Manual of the Python script FAST Estimation v1.0. 
https://doi.org/10.48440/wsm.2023.001 . 

Ziegler , M.O. , 2023b. Python script FAST estimation v.1.0 (V.1.0), GFZ 

Data Services. http://doi.org/10.5880/wsm.2023.001 . 
Ziegler , M.O . , Heidbach, O ., Mora wietz, S. & Wang, Y., 2023. Manual of 

the Matlab Script FAST Calibration v2.4. https://doi.org/10.48440/wsm 

.2023.002 . 
Ziegler , M.O. , Heidbach, O., Reinecker, J., Przybycin, A.M. & Scheck- 

Wenderoth, M., 2016a. Corrigendum to “A multi-stage 3-D stress field 
modelling approach exemplified in the Bavarian Molasse Basin”, Solid 
Earth, 7, 1365–1382. 

Ziegler , M.O. , Heidbach, O., Reinecker, J., Przybycin, A.M. & Scheck- 
Wenderoth, M., 2016b. A multi-stage 3-D stress field modelling approach 
exemplified in the Bavarian Molasse Basin, Solid Earth, 7 (5), 1365–1382. 

Ziegler , M.O. , Heidbach, O., Zang, A., Mart ́ınez-Garz ón, P. & Bohnhoff, 
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