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Abstract In this study, we measure seismic velocity variations during two cycles of crustal inflation and
deflation in 2020 on the Reykjanes peninsula (SW Iceland) by applying coda wave interferometry to ambient
noise recorded by distributed dynamic strain sensing (also called DAS). We present a new workflow based on
spatial stacking of raw data prior to cross‐correlation which substantially improves the spatial coherency and the
time resolution of measurements. Using this approach, a strong correlation between velocity changes and
ground deformation (in the vertical and horizontal direction) is revealed. Our findings may be related to the
infiltration of volcanic fluids at shallow depths, even though the concurrent presence of various processes
complicates the reliable attribution of observations to specific geological phenomena. Our work demonstrates
how the spatial resolution of DAS can be exploited to enhance existing methodologies and overcome limitations
inherent in conventional seismological data sets.

Plain Language Summary In 2020, an intense unrest period took place on the Reykjanes peninsula,
in southwest Iceland, preceding the Fagradalsfjall volcano eruption in 2021. The unrest was characterized by
ground movements of several centimeters (measured by GNSS stations) and accompanied by an increased
number of local earthquakes. We investigate whether the unrest affects velocities of seismic waves that
propagate through the crust in Reykjanes. Instead of conventional seismometers, we use seismic data recorded
by a fiber optic cable. This technology has the advantage that measurements can be made every few meters
along the cable. We exploit this high spatial sampling to improve methods traditionally applied to seismometer
records. These improvements enable us to infer seismic velocity changes as a function of time and space along
the fiber optic cable. We detect velocity changes that strongly correlate with the observed ground deformation in
Reykjanes and are, therefore, likely linked to the unrest and/or its associated processes.

1. Introduction
Coda wave interferometry is a frequently used technique to detect structural and dynamic changes in the Earth's
crust (e.g., Grêt et al., 2006; Snieder et al., 2002). This method is used to measure seismic wave velocities as a
function of time. At first, measurements were applied to the coda of earthquake records, which constitute the long
tail of phases following the earthquake signals (e.g., Baisch & Bokelmann, 2001; Chouet, 1979). Because coda
waves experience multiple scattering, they have longer propagation paths in the Earth than direct waves. Thus,
they are more sensitive to changes in the subsurface (e.g., Obermann et al., 2016; Martins et al., 2020; Obermann
et al., 2016; Snieder et al., 2002; Toledo et al., 2022). However, monitoring requires that the sources are
repeatable (e.g., Hadziioannou et al., 2009; Snieder & Hagerty, 2004). While active sources are perfectly
repeatable but costly, earthquakes occur at irregular (mostly unpredictable) discrete points in time.

Information about Earth can also be extracted from ambient seismic noise, which is, for example, generated by
ocean microseisms: Interactions between atmosphere, ocean gravity waves and the solid Earth continuously
induce seismic energy (e.g., Hasselmann, 1963; Longuet‐Higgins, 1950). Due to the continuity of the recordings,
measurements of velocity variations at any time can be made. This has been exploited in a diverse range of
research, including the monitoring of glaciers and landslides (e.g., Bontemps et al., 2020; Guillemot et al., 2020;
Larose et al., 2015; Mainsant et al., 2012; Voisin et al., 2016), fault zones (e.g., Brenguier et al., 2008; Liu
et al., 2018; Wegler & Sens‐Schönfelder, 2007), volcano‐related processes (e.g., Donaldson et al., 2017; Hirose
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et al., 2017; Mordret et al., 2010; Sens‐Schönfelder et al., 2014), hydraulic systems (e.g., Hillers et al., 2014; Illien
et al., 2022) and geothermal systems (e.g., Obermann et al., 2015; Sánchez‐Pastor et al., 2019; Toledo
et al., 2022). One drawback of these studies is that data sets consist of discrete points in space where seismic
stations are deployed and therefore lack spatial density, such that detected velocity variations can only be
attributed to large geographic areas between stations. This limits the ability to resolve small‐scale responses of
crustal rocks. Another limitation is that, in order to increase the signal‐to‐noise ratio (SNR) of data and obtain
reliable measurements, data are usually stacked over time (e.g., Larose et al., 2008). This makes the measurements
less sensitive to short‐term environmental processes.

Distributed dynamic strain sensing (also called DAS) is a technique that transforms an optical fiber into a dense
array of strain sensors (e.g., Lindsey & Martin, 2021; Zhan, 2019). In multiple studies, it has been shown that
DAS resolves structure and dynamics of the sub‐surface at unprecedented spatial resolution and at low cost
compared to conventional seismometers (e.g., Diaz‐Meza et al., 2023; Jousset et al., 2018, 2022; Lindsey
et al., 2019; Williams et al., 2019; Zhan, 2019). In the context of ambient noise, DAS has been applied to obtain
dispersion curves (e.g., Dou et al., 2017; Luo et al., 2020; Shao et al., 2022; Song et al., 2022; Zhou et al., 2022)
and extract body waves through cross‐correlation (Tonegawa et al., 2022). Velocity changes caused by ground
water fluctuations were tracked along a DAS cable near the Sacramento river in the US (Rodríguez Tribaldos &
Ajo‐Franklin, 2021).

Our study focuses on the Reykjanes peninsula (SW Iceland), where an intense unrest period took place in 2020 in
the area of the Svartsengi geothermal field (Figure 1). The unrest period consisted of three episodes of crustal
inflation between January and August of 2020 and preceded a series of eruptions (Flovenz et al., 2022). Each
inflation episode was followed by crustal deflation and associated with a large number of small to moderate
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Figure 1. Top: The DAS cable is located at the south‐western edge of the Reykjanes peninsula (red square in the small map of
Iceland). The selected fiber sections (SectionE and SectionW), the approximate location of the Svartsengi geothermal area,
GPS station SKSH and the point of maximum uplift are indicated. White and bright yellow lines represent roads. The center
of the deformation observed between March and August of 2020 coincides with the geothermal area. Bottom: Vertical
ground displacement measured by GPS station SKSH. Outliers were removed prior to display. Two cycles of inflation and
deflation (shaded in gray) were observed during our time period.
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earthquakes (M < 5). Using ocean microseisms recorded by DAS, we measure seismic velocity changes in the
crust beneath Reykjanes. Data come from the GFZ database (Jousset et al., 2020) and comprise 5.5 months
between March and August of 2020, thereby covering two of the three inflation periods. The two questions
driving our research are:

1. How can we exploit the spatial resolution of DAS to improve coda wave interferometry?
2. Do measurements of seismic velocity variations correlate with the deformation between March and August of

2020 or associated processes?

We address these questions by first applying the conventional workflow of coda wave interferometry (e.g.,
Brenguier et al., 2008; Steinmann et al., 2020) using single DAS channels in order to obtain measurements of
velocity changes over time (Section 2). Then, we systematically investigate how the spatial resolution of DAS can
be exploited to improve the temporal and spatial resolution of velocity changes (Sections 4 and 5). Finally, we
interpret our results geologically (Section 6).

2. Data and Processing (Conventional Workflow)
The 21‐km long fiber‐optic cable is located on top of the mid‐ocean ridge on the Reykjanes peninsula in the south‐
west of Iceland (Figure 1). The fiber was originally part of the telecommunication network in Reykjanes until it
was repurposed as a strain sensor in seismological measurements (Jousset et al., 2018). Strain rate (δϵ/δt) records
cover 164 days between March 1 and August 14 of 2020 (no data was provided on the 31st of each month) at a
sampling rate of 1,000 Hz, a channel spacing of 4 m and a gauge length of 10 m. During the measurements in
2020, the iDAS interrogator (Parker et al., 2014) was located in the town of Grindavik.

Because of computational constraints, we analyze a subset of the data, focusing on two 1.2 km‐long sections of
the fiber, each comprising approximately 300 channels (Figure 1). These sections, designated as SectionE (east)
and SectionW (west) based on their geographical orientation, were selected because they are roughly co‐linear on
the DAS cable. This configuration is suitable for extracting stable Rayleigh waves through seismic interferom-
etry, given that the Fresnel zones are sufficiently covered by ambient noise sources (e.g., Martin et al., 2021). Our
objective is to measure velocity variations in the subsurface between SectionE and SectionW over time.

2.1. Pre‐Processing and Cross‐Correlation

We process strain rate data with 24 hr long data segments. For computational efficiency, we decimate our data to a
sampling rate of 5 Hz, which is in agreement with the frequency range of interest for our analysis. We subtract the
mean and remove linear trends from the time series. We filter the data with a second‐order zero‐phase
butterworth‐bandpass filter retaining frequencies between 0.5 and 0.9 Hz. This filter was chosen because fre-
quencies higher than 0.9 Hz resulted in poor data quality and typical frequencies of the secondary microseisms
(0.1–0.4 Hz) could not be exploited due to the dominant impact of nearby isolated noise sources.

The core of the processing is cross‐correlation of passive data recorded at different channels to extract empirical
Green's functions between the channels, thereby turning one channel into a virtual source and the other channel
into a receiver. This is also commonly referred to as ambient noise interferometry (e.g., Wapenaar et al., 2010).
Prior to cross‐correlation, we apply one‐bit normalization (e.g., Bensen et al., 2007) by setting the amplitudes to
either − 1 or 1 depending on their sign, in order to minimize spurious arrivals in empirical Green's functions due to
more than 20,000 local earthquakes (Figure 9). We also apply spectral whitening using a running average (“rma”)
over 100 points within our cut‐off frequencies 0.5 and 0.9 Hz in order to reduce the influence of monochromatic
signals in the cross‐correlations (e.g., Bensen et al., 2007; Cupillard et al., 2011; Prieto et al., 2011). To start, we
only include 28 channels from each section with an equidistant spacing of 40 m in the analysis (in total 56
channels). The reasoning behind this is to initially obtain results using the selected single traces. Later in this
study, we will exploit the full spatial resolution of DAS and isolate the effect on the results when all 300 channels
from each section are included in the analysis.

Throughout this work, channels on SectionE will be indexed with numbers 0–27, channels on SectionW with
numbers 28–55 (Figure 2). We compute daily “intra‐section” cross‐correlations, thus cross‐correlations between
channels on SectionE and SectionW (e.g., cross‐correlation of data recorded by channel 0 on SectionE and
channel 34 on SectionW). Using this approach, we retrieve empirical Green's functions sampling the medium
between the two sections.
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2.2. Coda Wave Interferometry

Tomeasure velocity variations over time, the stretching method is used (e.g., Hadziioannou et al., 2011; Lobkis &
Weaver, 2003). This technique determines an optimal stretching factor ϵ that accounts for the degree of stretching
or compression of a waveform relative to a reference waveform. The perturbation of the waveform is assumed to
be linear τ= ϵt, where τ is the arrival time of the wave in the altered and t in the reference medium and ϵ quantifies
the stretching or compression. Measurements are done on the coda waves that follow the direct surface waves in
the retrieved Green's functions, because coda waves are particularly sensitive to changes in the medium. We
define reference waveforms for each channel combination as the mean of daily cross‐correlations over the entire
time period (164 days). Perturbed (stretched or compressed) waveforms are defined as the mean over a shorter
time interval in which a change of the medium properties is assumed to have happened. The determination of this
time interval is presented in detail in Section 4 and leads to a value of 21 days. Thus, the measurement of velocity
variation for a given channel combination and day d results from comparing the mean of 21 (d − 10 to d + 10)
daily cross‐correlations to the reference trace.

To quantify the stretching for a given perturbed waveform, a grid search is carried out. Perturbed waveforms are
artificially stretched with a reasonable range of stretching parameters ϵ. For each ϵ, Pearson Correlation co-
efficients (CC) (e.g., Hartung, 2009) are computed between the artificially stretched waveform and the reference
trace for the coda wave time window. The stretching parameter that yields the highest correlation coefficient is
linked to the relative velocity variation ϵ = − dV

V . We define the coda window as the time period between 9 and
26 s following the direct surface waves arrival. The arrival time of the direct wave is estimated by dividing the
distance between the virtual source and receiver by the velocity of the direct waves (determined through
beamforming (Figure S1 in Supporting Information S1)). We perform the grid search in two steps: at first, we use
a coarse grid and test 100 evenly spaced values between ϵ = − 0.05 and ϵ = 0.05, corresponding to velocity
changes between − 5% and 5%. This yields a first estimate of the optimal stretching parameter ϵest, or velocity
change dVVest, respectively. In a second step, the grid search is repeated but for a finer grid, including 100 evenly
spaced values between ϵest − 0.002 and ϵest+ 0.002 (dVVest − 0.2% and dVVest+ 0.2%). For each combination of
channels and day, this procedure is carried out separately on the acausal and causal part of the cross‐correlations.
To reduce instabilities in the results caused by, for example, an inhomogeneous source distribution, we stabilize
measurements by averaging over the causal and acausal parts.

3. Exploiting the Spatial Resolution of DAS
Using beamforming techniques (Rost & Thomas, 2002), we estimate the apparent subsurface velocity of direct
surface waves in our frequency range (0.5–0.9 Hz) to be 1.93 km/s (Figure S1 in Supporting Information S1).
Thus, we expect apparent wavelengths between 2.14 and 3.86 km in our data. Because these wavelengths are
much larger than the channel spacing of 4 m, we assume that adjacent channels on the fiber record effectively the
same waveform. This suggests that we can stack adjacent traces in space without introducing bias to the recorded
wavefield, in order to increase the SNR of the data. In the context of ambient noise interferometry, spatial stacking
of large‐N arrays and DAS has been successfully applied to improve the stability of retrieved Green's functions,
for example, in order to reveal body waves in cross‐correlations (e.g., Lin et al., 2013; Nakata et al., 2015;

Figure 2. Selected fiber sections. Channels on SectionE are labeled with numbers 0–27, channels on SectionW with numbers
28–55. Positions of channels 32, 42, and 52 for which results will be shown are schematically indicated.
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Tonegawa et al., 2022; Wang et al., 2014) and improve surface wave dispersion measurements (e.g., Cheng
et al., 2023; Czarny & Zhu, 2022; Jousset et al., 2022; Li et al., 2022; Shragge et al., 2021). It is important to
emphasize that we measure velocity changes in the coda of cross‐correlations. In contrast to direct waves, the coda
resembles a diffuse wavefield constituting waves coming from all directions. This means that the conventional
delay‐and‐sum approach (as used in beamforming) in which the SNR of a seismic phase can be boosted by time‐
shifting and stacking traces based on a specific slowness value and backazimuth, is not suitable for improving the
SNR of coda waves. However, apparent wavelengths (2.14–3.86 km) exceed the inter‐station distance of 4 m by
many orders of magnitude, which should allow us to simply stack traces in space without applying any time shifts.
An unknown at this point is how many traces we can stack spatially without causing destructive interference of
waveforms and corrupting the original coda wavefield. To answer this question, we carry out a synthetic study
that is presented in the following section.

3.1. Synthetic Parameter Study

To investigate the question up to which spatial distance waveforms can be stacked, we use a synthetic approach
rather than real data. This has the advantage that the results are not affected by poor data quality due to low SNRs
or by strong amplitude variations caused by, for example, differences in the coupling of the fiber. We first create a
harmonic wave propagating in the positive x‐direction. The displacement u of the wave at position xiwith i ∈ [0, 1,
…125] and time t is given by

u(xi,t) = cos(kxi − ωt) + N(σ,xi,t)

= cos(
2π
λ
xi − 2πf t) + N(σ,xi,t)

(1)

where λ is the wavelength, k the wave number, f represents the frequency and N denotes Gaussian random noise
with standard deviation σ registering between 0.5 and 0.9 Hz, since this is the frequency range of interest. We
mimic our DAS cable and compute displacements for x‐positions separated by 4 m, thus [x0 = 0, x1 = 4, x2 = 8,
x3 = 12, …, x125 = 500] m. We further simulate our real data setting by inserting λ = 2.14 km (previously
determined with beamforming) and f = 0.9 Hz. For each position xi we define a stack S as the mean of all traces
trace between x0 and xi

S(xi,t) =
1

i + 1
∑
i

j=0
u(xj,t). (2)

This is equal to averaging over a spatial distance xi − x0. Figure 3 illustrates this procedure. In order to quantify the
alteration of the waveform due to spatial stacking, we compute Pearson CC between the stacks and the initial
waveform u(x0, t) at all positions xi, that is, for increasing spatial stack lengths L ∈ [0, 4, 8, …500] m. We also
investigate the dependency on the noise level, which is defined by the standard deviation σ ∈ [0, 0.2, 0.4, …, 10]
of the Gaussian noise distribution. Results are shown in Figure 4. The longer the stack length and the higher the
noise level, the smaller the CC. Thus, the optimal spatial stack length for a given wavelength and frequency is
controlled by the degree of random noise in the data. We define a threshold at a stack length of L = 200 m, which
corresponds to 50 adjacent traces on the DAS cable. Depending on the level of random noise, CC between <0.80
and 0.95 are expected for this stack length. Assuming low noise levels, these CC seem high enough to guarantee
that no bias is caused to the original wavefield.

3.2. New Workflow Based on Spatial Stacking of DAS Data

Using the results from the synthetic study that was presented in the previous section, we carry out spatial stacking
with the decimated data before any further pre‐processing or cross‐correlation is applied. In order to systemat-
ically investigate the effect that spatial stacking has on the results, we test different values L ∈ [24, 48, 96, 144,
200] m. Thus, we generate 5 additional sub‐datasets based on different spatial stack lengths. Table 1 summarizes
the properties of each sub‐dataset. Stacks are computed via
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uL (xk,t) =
1

N + 1
∑

l=k+N
2

l=k− N
2

u(xl,t) (3)

where u(xk, t) is the recorded strain rate at time t and position xk with k ∈ [1, 2, …300] (300 channels on each
section). Hence, each stack is the mean ofN+ 1 traces, separated by 4 m, with central position xk. We evaluate this
formula for all previously selected channels j ∈ [0, 1, …, 55] on SectionE and SectionW (see Section 2). For each
sub‐dataset, we perform the processing steps described in Section 2.

4. Improving Temporal Resolution
The stretching method was introduced earlier in this work and quantifies the degree of stretching or compression
of a perturbed waveform relative to a reference waveform. Perturbed waveforms are thereby defined as the mean
of traces over a certain time interval Ts + 1. A very low Ts (short time interval) implies a high time resolution but

also low signal‐to‐noise ratios (SNRs) which can introduce bias to the mea-
surements and lead to unreliable results. A very large Ts (long time interval)
lowers the time resolution of measurements, smearing out short‐term envi-
ronmental processes of interest. To define Ts, we examine two parameters:
For an increasing temporal stack length, we evaluate (a) the Pearson corre-
lation coefficient and (b) the SNR between stacked cross‐correlations and
reference traces. The SNR is defined as the fraction of the maximum
amplitude of the coda window (picked between 9 and 26 s after the direct
surface wave arrival) and the standard deviation of the noise window (a 16 s
long time window at the tail of cross‐correlations). Figure 5 shows the result
for a selected channel combination. The larger the number of stacked daily
cross‐correlations, the higher the CC and SNRs. The optimal temporal stack
length Ts is chosen where CC converge toward a value of 1 (reach a stable
plateau), given that SNRs show a robust evolution in time (e.g., Larose
et al., 2008; Steinmann et al., 2020). Following this, we set Ts = 20 days. It is
apparent that this value depends on the spatial stack length L. For instance,
with single traces and a short spatial stack length of L= 24 m, CC have not yet
stabilized at the chosen value of Ts= 20 days, indicating that a higher Tsmight
be more appropriate to obtain reliable results. Conversely, with L= 200 m, an

Figure 3. (a)–(c) Time series u(xi, t) at positions [x0 = 0, x1 = 4, x2 = 8, x3 = 12, …, x50 = 200] m due to a harmonic wave
traveling in the positive x‐direction. Three different noise levels in panel (a) σ = 0 (no noise), (b) σ = 4 and (c) σ = 9 are
considered. (d)–(f) Stack S(x50, t) (mean of all times series u between x0 = 0 m and x50 = 200 m) is plotted together with the
waveform u(x0, t) for three different noise levels in panel (d) σ = 0 (no noise), (e) σ = 4 and (f) σ = 9. For example, the stack
shown in panel (e) is the mean of all traces shown in panel (b).

Figure 4. Correlation coefficients (CC) between the stacked waveforms S(xi,
t) and the initial waveform u(x0, t) at x0 = 0 m. The optimal spatial stack
length L for a given frequency and wavelength depends on the degree of
random noise contained in the data. At a stack length of L = 200 m (red
dashed line), CC of approximately 0.95 are expected for low noise levels.
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even shorter Ts would suffice. This is a valuable result: stacking raw data in
space before cross‐correlation enhances time resolution in coda wave inter-
ferometry. The larger the spatial stack length, the higher SNRs and the faster
the convergence of CC. However, in all following analyses, we maintain
Ts = 20 days across all spatial stack lengths to isolate the impact spatial
stacking has on the results.

5. Results—Velocity Changes
5.1. Visualization

Our goal is to spatially and temporally resolve processes related to the
deformation. The area affected by the ground deformation as observed in
GNSS data matches the area of the geothermal field, and thus covers DAS
channels on SectionE (Figure 1). We therefore present our results as follows:
We select a reference channel on SectionW and plot results for all combi-
nations of stations on SectionE and the selected channel in 2‐dimensional

“gathers” (e.g., Figure 6). Using this approach, we track spatio‐temporal changes in seismic velocities along
SectionE relative to a fixed reference point on SectionW. Throughout this work, we will present results from three
reference channels (32, 42, 52), situated respectively at the eastern end, in the middle, and at the western end of
SectionW, to illustrate the range of outcomes across the entire section (Figure 2).

5.2. Effect of the Spatial Stack Length

Figure 6 shows results for reference channel 42 on SectionW. In the case of the single traces, velocity variations
look rather randomly distributed, although spatial coherency in some places can be suspected, for example, in
July. Correlation coefficients vary; at the beginning of May, June and July, particularly low values are measured.
For a stack length of L = 24 m (1.1% of the smallest dominant wavelength), the spatial and temporal coherency is
considerably improved. Overall, larger CC are measured. Areas of decreased and increased wave speeds can be
more clearly distinguished and trends start to emerge in the results. Outliers, that is, particularly strong deviations
represented by oversaturated colors, are reduced in number. The spatial and temporal coherency of velocity
changes further improves with each increase of L, accompanied by growing CC. Trends in the data stabilize,
allowing a clear spatio‐temporal pattern of velocity changes to be observed: an area of increased wave speed is
revealed and the end of March and April that is first detected by channels in the north‐east of SectionE and, as time
passes, by channels in the south‐west. The same trend can be observed at the beginning of June and July. In

Table 1
Properties of Each Sub‐Dataset

Sub‐dataset L [m] N Percentage of smallest wavelength

Single traces 0 0 0

1 24 6 1.1

2 48 12 2.2

3 96 24 4.5

4 144 36 6.7

5 200 50 9.3

Note. In addition to the single traces for which no spatial stacking was
applied, we generate five data sets based on different spatial stack lengths L
(or the number of stacked DAS channels N+ 1, respectively). The maximum
spatial stack length L = 200 m corresponds to 9.3% of the smallest dominant
wavelength (2.14 km) in our data.

Figure 5. SNR and waveform coherency (Correlation coefficients (CC) between the reference waveform and temporally
stacked cross‐correlations) for an increasing stack length in days (channel combination 3_42). Results for both the causal and
acausal side of the cross‐correlations are shown. The larger the spatial stack length L, the higher the SNRs and the faster the
convergence of CC. The dashed gray lines at Ts = 20 mark the temporal stack length chosen for our analysis.
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Figure 6. Gathers for an increasing spatial stack length L (reference channel 42). Correlation coefficients (CC) with values <0.7 and their corresponding velocity changes
(dVV) are not displayed. Results for the easternmost station are shown at the bottom, results for thewesternmost station on SectionE are displayed at the top of each gather.
Thus, by going from the bottom to the top along the y‐axis, we move from the north‐east to the south‐west along SectionE (see also Figure 2). Inflation periods are marked
with horizontal arrows below the time axis. With each increase of L, CCs are higher and the spatial and temporal coherency of velocity variations is improved.
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between those time periods, lower than average velocities are measured. Finally, for L = 200 m (9.3% of the
smallest dominant wavelength) the highest spatio‐temporal coherence and largest CC are obtained.

Results for reference channels 32 and 52 (Figures S2 and S3 in Supporting Information S1) underscore the
improving spatio‐temporal coherency in the results as the spatial stack length increases.

5.3. Spatio‐Temporal Variability and Evolution

Results differ slightly depending on which reference channel is chosen on SectionW (Figures 7a–7c). For
example, stations 19–27 on SectionE in combination with reference channel 42 measure increased velocities in
March, but lower velocities in combination with reference channel 52 (dotted squares in Figures 7b and 7c). These
differences may be due to local effects beneath the channels on SectionW, such as the coupling of the fiber and
local geology. Thus, differences in the results reveal valuable information about the subsurface near the reference
channels. The main trends, that is, time periods and areas of decreased and increased wave speeds are, however,
similar for all reference channels. To quantify the main trends and in order to isolate processes that happen
beneath SectionE, we smooth out local effects at SectionW and compute an average by stacking all (28) gathers.
The result is shown in Figure 7d). Overall, velocities drop at the beginning of the first inflation period. This is
followed by a velocity increase (feature 1 in Figure 7d) until they reach a local maximum at the beginning of the
first deflation period with higher than average values. From there, seismic wave speeds decrease until they reach a

Figure 7. (a)–(c) Gathers for reference stations 32, 42, 52 (see Figure 2 for the station locations). The easternmost station on SectionE is displayed at the bottom, the
westernmost station on SectionE is shown at the top of the gathers as described in Figure 6 and indicated with the arrows. Results for a spatial stack length L= 200 m are
shown. Above each gather, the spatial averages (mean over all station pairs) are plotted with standard deviations. Inflation periods are shaded with gray color. The black
dotted squares in panels (b) and (c) indicate an area for which different results were obtained for reference channels 42 and 52 (see text). (d) Average over all (28)
gathers. Velocity changes tend to be first picked up by channels in north‐east and later in the south‐west of SectionE.
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local minimum at the beginning of the second inflation period. This is again followed by a velocity increase as the
second inflation period goes on (feature 2). Striking is that velocity changes tend to be first measured by channels
in the north‐east, and then, as time passes, by channels in the south‐west of SectionE. For example, higher than
average wave speeds are measured by channels in the north‐east at the end of the first and during the second
inflation period (features A and B in Figure 7d). The time at which these increased velocities are picked up by the
westernmost channel coincides with periods of crustal deflation. This channel is very close to the point at which
the maximum uplift in the area was observed (Figure 1).

6. Discussion
6.1. Smoothing Effect Due To Spatial Stacking

In order to improve SNRs of data in the context of coda wave interferometry, temporal stacking is usually applied
which comes at the expense of time resolution. With spatial stacking, DAS provides another option to improve
SNRs which compensates for temporal stacking (Figure 5). Similar to temporal stacking, there is a smoothing
effect as we average over a spatial distance and may thus blur out localized velocity variations on individual
channels. In return, however, we achieve a time resolution that allows us to capture short‐term deformation cycles
over a relatively short total time period of 5.5 months (Figures 6 and 7). In general, the extent to which spatial
stacking is beneficial depends on the specific objectives of the study. Nevertheless, we note that while spatial
stacking may smooth out local velocity changes, typical seismological data sets inherently lack sufficient spatial
resolution at the meter‐scale to capture such nuances. We further introduce a smoothing effect by selecting every
tenth channel along the fiber sections with a 40‐m separation as virtual source/receiver, and gradually extending
the spatial stack length from 24 to 200 m. This is because for spatial stack lengths L ≥ 48 m, virtual sources
overlap (multiple virtual sources are included in the stacks). Such smoothing effects are inherent in distributed
dynamic strain sensing (DAS) due to the gauge length typically exceeding the channel spacing. Our method can
be seen as a systematic expansion of the gauge length up to a predetermined threshold (defined through the
synthetic parameter study) that ensures preservation of the original coda wavefield.

6.2. Bias Introduced by Spatial Stacking and Synthetic Parameter Study

It is important to discuss whether spatial stacking could introduce bias by causing an apparent stretching of the
waveforms. This scenario may occur, for instance, if the distribution of the noise source is not uniform, as we
illustrate through the following line of thought: if the position of the noise source changes over time, the radiation
pattern at the virtual source, changes. Through cross‐correlation, a different part of the Earth's crust may be
emphasized, potentially resulting in different incident angles of the wavefront arriving at the receivers. This may
cause that a different fraction of the (apparent) wavelength is stacked on one day compared to another day and
introduce an apparent stretching. However, how variations of the noise source distribution affect the coda of
cross‐correlations, is generally a matter of debate (e.g., Colombi et al., 2014; Froment et al., 2010). Recent
research indicates that coda waveforms may be dominated by isolated noise sources continuously activated at
specific locations, rather than by fully scattered waves (Schippkus et al., 2023). This means that isolated noise
sources may contribute to velocity changes identified with the stretching method, questioning the common
assumption that measurements of velocity changes on coda waves originate in structural and dynamic changes in
the subsurface only. Further analyses will help to identify potential pitfalls of spatial stacking in the context of
coda wave interferometry, similar to the synthetic study presented in this paper. This parameter study is founded
on several assumptions: the assumption of Gaussian random noise, considered independent across the channels, is
a simplification. In reality this unwanted noise might be coherent across multiple channels and get enhanced
through spatial stacking. Similarly, we assume that no local or isolated ambient noise sources are present that
introduce spurious arrivals prone to amplification. Hence, analogous assumptions to those commonly employed
in ambient noise interferometry are made, wherein the synthetic parameter study mirrors the ideal scenario of a
homogeneous and non‐variable noise source distribution. Nevertheless, it serves as an initial framework upon
which further numerical simulations and synthetic examples can build.

6.3. Discrepancy Between Causal and Acausal Side

We averaged over causal (positive) and acausal (negative) sides of cross‐correlations. This is usually done in
order to account for instabilities due to, for example, an inhomogeneous noise source distribution. Provided that
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the wavefield is fully scattered, we expect similar measurements on both sides of the correlations. However,
different, but spatially coherent results are obtained for the causal and acausal parts, as demonstrated in Figure 8.
Measurements on the acausal sides are smaller in magnitude and tend to show the opposite trend compared to the
causal side. Weemstra et al. (2016) apply coda wave interferometry in our study region using ambient seismic
noise. They use a very similar processing scheme and measure contradicting stretching values on the causal and
acausal sides for similar frequencies (0.5–1 Hz). The authors argue that this may be associated with a variable
distribution of noise sources. Reykjanes is located at the south‐western edge of Iceland such that the noise sources
in the Atlantic Ocean likely are in close proximity to the stations. A change in the noise sources thus has a greater
impact on the measurements. Our observations suggest that the noise source distribution affects our measure-
ments and that the wavefield is not entirely diffuse. This implies that measurements may not be solely attributable
to structural changes in the crust. Still, we observe a compelling correlation between geological processes and our
measurements, which we discuss in the following.

Figure 8. Comparison between acausal and causal side. Means over all (28) gathers are displayed for a spatial stack length of
L= 200 m. Spatially averaged velocity changes with standard deviations are displayed for causal and acausal sides at the top.
Inflation periods are shaded with gray color. Contradicting, but spatially coherent velocity changes are measured on both
sides of the cross‐correlations.
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Figure 9. Geological interpretation of the results. On the x‐axes, time is shown. Inflation periods are shaded with gray color.
(a) and (b) Comparison between spatially averaged measurements and GPS data (W‐, and Z‐component). Standard
deviations are not plotted for better visual comparison. (c) and (d) Cumulative number of earthquakes and spatio‐temporal
evolution of seismicity. Earthquake data are from two independent catalogs: events from the IMO catalog are plotted in color
with depths and magnitudes, events from the GFZ catalog (Heimann et al., 2021), which captures a higher number of events
but no magnitudes, in the background. The cumulative number is derived from the GFZ catalog. (e) Measured velocity
changes (averages over causal and acausal sides of cross‐correlations) as a function of time and space (L = 200 m).
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6.4. Correlation With Deformation and Associated Processes

We compare the averaged results to ground deformation and associated seismicity (Figure 9 and Figure S4 in
Supporting Information S1). GPS data are from station SKSH which is located in the geothermal area close to
SectionE (Figure 1). Constant trends and values deviating more than two times the standard deviation from the
mean were removed prior to display. Because of the divergence of the North‐American and Eurasian plate, we
remove linear trends from the horizontal components. During vertical crustal inflation, the ground in SectionE
exhibits slight westward movement, whereas it moves toward the east during subsidence. Negligible displace-
ment is measured on the N‐component. Except for the beginning of the analyzed time period, spatially averaged
velocity changes are positively correlated with the Z‐component and the W‐component of the GPS instrument.
We exclude the possibility that changes in seismic velocities are caused by the static displacement. Measured
velocity changes are of the order of 0.05%. Ground displacements observed at the GPS station are of the order of
5 mm horizontally and 8 cm vertically, which would result in length changes of the seismic raypath and thus,
expected velocity changes of 0.00007% and 0.001%, calculated for the minimum distance of 7 km between virtual
source and receiver. These values are three and one order of magnitude smaller than our measurements.

A link between vertical ground deformation in volcanic regions and changes of seismic velocities has been
proposed in previous research. Numerous studies find a negative correlation between vertical ground motion and
velocity changes (decreasing velocities during inflation). This has mostly been linked to magmatic intrusions,
magma pressurization and associated opening of cracks and fractures (e.g., Bennington et al., 2015; Brenguier
et al., 2008; Cubuk‐Sabuncu et al., 2021; Duputel et al., 2009; Mordret et al., 2010; Sens‐Schönfelder et al., 2014).
Positive correlations (increasing velocities during inflation) were also found, for example, prior to an eruption at
Merapi volcano (Ratdomopurbo & Poupinet, 1995) and at Kilauea volcano (Donaldson et al., 2017), and related
to compression of the edifice caused by magma pressurization and closure of cracks. Thus, the same geological
mechanisms have been invoked for interpretation of opposing measurements of velocity variations, and the
subsurface geology, for example, the existence of fissures and faults as well as the porosity and compressibility of
rocks greatly affects the nature of the correlation. Donaldson et al. (2017) emphasize the importance of the depth
of the inflating source and the resulting distribution of compressional and extensional strain in the crust. If seismic
waves are sensitive to an area that undergoes extensional strain, a negative correlation between vertical ground
deformation and velocity changes would be expected, and vice versa.

Cubuk‐Sabuncu et al. (2021) also infer velocity changes in Reykjanes during the unrest period by applying coda
wave interferometry to broadband seismic stations. They detect net decreased velocities between January and
August of 2020 across different frequency ranges and relate this to repeated magmatic intrusions at ≈4 km depth
and the concurrent opening of cracks. However, the authors analyze a much longer time period (up to ≈3 years)
which also covers “quiet” times without deformation, while our entire analysis time period (5.5 months) falls into
the unrest period of 2020. Thus, a comparison of the studies is challenging as our data set doesn't provide the
temporal resolution necessary to compare seismic velocities during the unrest period to seismic velocities during
quieter times. Interestingly, the authors find that stations in the north‐east of the inflating region measure a
decrease in velocity prior to stations in the west of the inflating zone. The tendency for velocity changes to be
measured first in the east and then in the west is generally consistent with our observations.

Flovenz et al. (2022) propose a model for the observed deformation in Reykjanes, in which each inflation period is
caused by the intrusion of magmatic fluids into an aquifer at approximately 4 km depth. The aquifer resembles the
approximate shape and location of the geothermal field outlined in Figure 1. The fluids are assumed to originate
from a deeper sub‐crustal source of melt east of the geothermal area and migrate along the brittle‐ductile‐
boundary into the aquifer from the east to the west. Crustal inflation starts as the fluids reach the aquifer and
create an overpressure large enough to lift the crust above it. We investigate whether our results could be
associated with the fluid infiltration into the aquifer. Previous research indicates that seismic waves in our used
frequency range (0.5–0.9 Hz) and study area are particularly sensitive to structure in the upper few kilometers of
the crust (Cubuk‐Sabuncu et al., 2021; Weemstra et al., 2016) and may thus be affected by the fluid infiltration.
Hence, the positive correlation between vertical ground motion and velocity changes could be associated with
compression of the edifice caused by intruding fluids and closure of cracks. As fluids recede during crustal
deflation, the crust relaxes, causing a decrease of wave velocities.

Velocity changes are also correlated with the W‐component of the GPS‐instrument (Figure 9a). Generally, ve-
locities increase as the ground moves to the west, and decrease, as the ground moves to the east. For the first
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inflation period, there is a slight mismatch in time between dVV measurements and GPS data: while the ground
starts to move toward the west at the beginning, the onset of the velocity increase is in the middle of the first
inflation period. Discrepancies in timing between velocity changes and ground displacement could arise from the
fact that we average velocity variations over both SectionE and SectionW. Consequently, our measurements
encompass different geological conditions, such as fluid saturation and stress distribution in the crust, captured by
all channels across the 1.2 km‐long fiber segments. This may lead to differences compared to the GPS instrument,
which only provides a single‐point measurement of ground displacement, and to imperfect correlations between
ground displacement and velocity changes. However, we note that the discrepancy is much less pronounced on
measurements obtained for the causal sides of cross‐correlations (Figure S5 in Supporting Information S1),
indicating a possible connection with the contradictory measurements on causal and acausal sides as discussed in
the previous section.

The link between velocity changes and horizontal ground deformation may again be associated with the infil-
tration of fluids from the northwest to the southeast at a depth of ≈4 km, inducing pressurization and stress
transfer within the subsurface during inflation, followed by crustal relaxation during deflation as the fluids retreat.
However, the fact that DAS measures along the axial direction of the fiber (e.g., Martin et al., 2021), which in our
case implies that it is particularly sensitive to variations in strain in the NE–SW direction, could contribute to our
observations. We conclude that we cannot yet provide a solid explanation for the correlation between our
measurements and the W‐component of the GPS instrument. If and how the directivity of DAS affects the
measurements would have to be investigated in future research.

We also explore a potential link between our findings and the spatio‐temporal distribution of seismicity with a
particular focus on our observation that velocity changes are first picked up by channels in the north‐east and later
in the south‐west. During the analyzed time period, more than 20,000 local earthquakes occurred in our study
area. Seismic activity intensifies during crustal inflation and diminishes during deflation (Figures 9c and 9d).
Depths range between several meters and 10 km. Events are particularly shallow beneath the geothermal field
where the brittle‐ductile boundary domes up and deeper further away from it (Flovenz et al., 2022). We find no
evidence of an initial occurrence of earthquakes further in the east followed by a subsequent westward pro-
gression over time, however, we cannot rule out that seismicity affects our measurements.

Overall, our results suggest a strong link between the unrest period in Reykjanes from March to mid‐August of
2020 and seismic velocity changes. Ground deformation, fluid intrusions and local seismicity influence the
stress distribution in the upper few kilometers of the crust during our time period. However, associating
measured velocity changes with a specific geological mechanism is challenging, because all these processes
happen at the same time and influence the measurements in possibly opposite ways. Also, the fact that different
measurements are obtained for causal and acausal sides of cross‐correlations (Section 6.3) suggests that the
noise‐source distribution affects our measurements, and that the results may not be solely be attributable to
structural changes in the crust. This raises the question to what extent our measurements can be interpreted
geologically.

Even though not fully understood, our results demonstrate the potential of spatial stacking to improve the spatial
coherency of velocity variations and increase their time resolution. With the applied technique, we were able to
find a strong correlation between velocity variations and ground deformation at time scales that would not have
been achievable with the classical workflowwhere no spatial stacking is applied. This motivates to further explore
the power of DAS—its high spatial sampling—to enhance existing processing techniques and strategies for
monitoring.

7. Conclusions and Implications
In this study, we combined ambient noise interferometry and DAS to monitor velocity variations in Reykjanes,
south‐west Iceland, betweenMarch 1 and August 14 of 2020. During this period of time, two inflation episodes of
the crust, each followed by deflation, were observed. Using a methodological approach, we systematically
explored what DAS adds as new contribution to seismic monitoring studies due to its high spatial resolution. We
then investigated the link between geological processes and estimated temporal seismic velocity changes. Finally,
we answer the questions posed in the introduction (Section 1).
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How can we exploit the spatial resolution of DAS to improve coda wave interferometry?

We developed a new workflow based on spatial stacking of the raw data prior to cross‐correlation, which affects
measurements of relative velocity variations in two ways: (a) Time resolution is gained, which makes the
measurements more sensitive to short‐term environmental processes (Section 4). This confirms that DAS can
detect structural and dynamic processes in the Earth that would not be identifiable with conventional data sets
with comparatively sparse spatial sampling. (b) Spatial stacking significantly improves the spatial and temporal
coherency of the measurements, enabling us to reliably track changes in the sub‐surface in time and space
(Section 5). These findings have implications for various fields of research, such as the monitoring of ground
water flow, magmatic intrusions and human infrastructure. They may help improve our understanding of stress
transfer in the Earth and our ability to assess risks in hazardous areas. Finally, we emphasize that spatial stacking
of the raw data efficiently reduces the computational cost in noise‐based interferometric studies, as the number of
cross‐correlations to be computed usually scales with the square of the number of involved traces. By stacking
spatially prior to cross‐correlation, the information about the wavefield contained in each trace further contributes
to the analysis, which is in contrast to discarding traces, which carries the risk of losing valuable information.

Do measurements of seismic velocity variations correlate with the deformation between March and August
of 2020 or associated processes?

Measured velocity changes correlate positively with ground displacement in both W‐ and Z‐direction. This
suggests a strong link between our measurements and the deformation. Overall, seismic velocities tend to be first
picked up by channels in the north‐east and at later times by channels in the south‐west. Our results may be
associated with pressure changes at depth and an associated redistribution of stress in the crust, induced by the
northeast‐southwestwards directed propagation of fluids at 4 km depth. However, it was found to be difficult to
establish a causal relationship between our findings and a specific geological process. Situated atop the spreading
mid‐ocean ridge, the DAS cable occupies a volcanic zone characterized by a complex tectonic and geologic
environment. Within this setting, various phenomena such as seismic activity, the migration of fluids, crustal
deformation and the presence of high‐temperature geothermal areas all influence the waveforms simultaneously
and in different ways. What ultimately defines the nature of the correlation between ground deformation and
seismic velocity changes also depends on the geology of the subsurface and its response to the complex inter-
action of concurrent mechanisms.

In addition, different measurements are obtained for the causal and the acausal sides of cross‐correlations which
suggests that our measurements may not be based on fully scattered wavefields. While measured velocity changes
are larger in magnitude for the causal sides and thus mainly make up for the trends observed in the averaged
results, measurements on the acausal sides seem to show the opposite trend and thus anti‐correlate with ground
deformation in the Z‐ and the W‐direction. This suggests that a quantitative geological interpretation might
currently be constrained by conceptual limitations that need to be confronted in the future.

Overall, our observations not only showcase the capacity of DAS to unveil Earth processes at unprecedented
resolution, but also to disclose and better understand limitations associated with current seismological methods. In
future research, this knowledge will contribute to the enhancement of existing methods and ultimately help to
improve our understanding of the Earth system's dynamic processes.

Data Availability Statement
The GFZ earthquake catalog presented in this research is freely available (Heimann et al., 2021). Seismic data are
provided by the GFZ Potsdam and are available in the GEOFON repository (Jousset et al., 2020). GPS data were
downloaded from the open database of the IMO (Icelandic Met Office, 2024). Cross‐correlations were computed
with a self‐modified version of the Python program “Noisepy” (Jiang & Denolle, 2020).
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