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Abstract: Sea ice plays a critical role in the Earth’s climate system, and its variations affect ecosystem
stability. This study introduces a novel method for detecting sea ice in the Arctic Ocean using
bidirectional radar reflections from the Global Navigation Satellite System (GNSS). Utilizing delay-
Doppler maps (DDM) from the UK TechDemoSat-1 (TDS-1) satellite mission and surface data from
the U.S. National Oceanic and Atmospheric Administration (NOAA), we employ the local linear
embedding (LLE) algorithm for feature extraction. This approach notably reduces training costs and
enhances real-time performance, while maintaining a high accuracy and robust noise immunity level.
Focusing on the region above 70◦ north latitude throughout 2018, we aimed to distinguish between
sea ice and seawater. The extracted DDM features via LLE are input into a support vector machine
(SVM) for classification. The results indicate that our method achieves an accuracy of over 99% for
selected low-noise data and a monthly average accuracy of 92.74% for data containing noise, while
the CNN method has a monthly average accuracy of only 77.31% for noisy data. A comparative
analysis between the LLE-SVM approach and the convolutional neural network (CNN) method
demonstrated the superior anti-interference capabilities of the former. Additionally, the impact of the
sea ice melting period on detection accuracy was analyzed.

Keywords: delay-Doppler maps (DDMs); Global Navigation Satellite System-Reflectometry (GNSS-
R); local linear embedding (LLE); sea ice detection

1. Introduction

Sea ice is an important foundation of Earth’s ecology. Ninety percent of the world’s
total ice and snow are in the polar circle, which is the world’s largest freshwater resource,
with 78% of Earth’s freshwater reserves. In addition to being the largest freshwater reservoir,
ice and snow in the polar region play important roles in regulating global temperature,
global heat balance, and water balance [1]. The existence of sea ice and its variable physical
states influence human activities [2]. Due to climate change, the lowlands, islands, and
coastal areas of the world are at risk of being submerged. Coastlines have been affected
and receding has been indicated. The ecological environment in coastal areas will be
destroyed and coastal species will become extinct. Human activities may be restricted, for
example, due to hindered economic development and restricted offshore fishing. The sea
ice conditions each year are different, which means that sea ice test reports of previous years
do not represent the true conditions of the current year. Obtaining information on global
climate change, enabling human activities in the ocean, and adjusting coastal economic

Remote Sens. 2024, 16, 2621. https://doi.org/10.3390/rs16142621 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs16142621
https://doi.org/10.3390/rs16142621
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0001-6693-957X
https://orcid.org/0000-0002-7379-5276
https://doi.org/10.3390/rs16142621
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs16142621?type=check_update&version=2


Remote Sens. 2024, 16, 2621 2 of 18

policies over time are important [3]. Sea ice detection can respond to these requirements,
which reflects its practical significance. Because of the limitations of time and technology,
field surveys are a common method for sea ice detection during its initial stages. With
technological innovations, field surveys have been replaced by other technologies, such as
passive microwave sensors [3], scatterometers [4–6], radar altimeters [7,8], and synthetic
aperture radar (SAR) [9,10]. However, these technologies cannot meet all current needs.
Passive microwave sensors can only be used in experiments with small areas and over
short periods. Scatterometers rely on the stability of the signal and are easily affected by
noise and other signals. Radar altimeter data take a long time to collect and cannot reflect
sea ice conditions in real time. SAR relies on the hardware performance of satellites, and its
data cannot be used in forecasting.

Global Navigation Satellite System-Reflectometry (GNSS-R) can solve some of these
limitations: it is suitable for large-scale areas, has stable signals, and can collect large
amounts of freely available real-time data. Hall and Cordey first proposed the concept of
GNSS-R technology in 1988 [11]. GNSS-R technology uses GNSS signals to remotely sense
the ocean’s surface, relying mainly on multipath interference effects [12,13]. At present, the
specific applications of GNSS-R technology are related to the determination of the water
level of the ocean [14], oil spill detection [15], the measurement of wind speed [16–18], sea
ice thickness retrieval [19,20], soil moisture retrieval [21,22], snow depth detection [23],
target detection [24,25], disaster warning [26], and surface water fraction retrieval [27].
With the development of sea ice detection applications, the main scientific research results
have been related to sea ice concentration, classification, boundary detection, and thickness.

Many studies are based on delay-Doppler map (DDM) data for GNSS-R spaceborne
sea ice detection. Traditional methods have made significant contributions to this field. In
2016, Yan and Huang [28] pioneered a novel approach for sea ice detection utilizing the
TDS-1 dataset, introducing a suite of DDM observation metrics. This innovative method
leveraged metrics such as pixel number (PN), power summation (PS), geometric center
(GC) distance, center-of-mass (CM) distance, and CM taxicab distance to enhance the
detection process. Zhu et al. [29] employed the image difference method on adjacent DDMs
from TDS-1 to classify sea ice into four transition types: sea ice–sea water, sea ice–sea ice,
sea water–sea water, and sea water–sea ice, achieving an accuracy rate of 96%. However,
this approach depends on the stability of the output data, which limits its effectiveness
for real-time processing. Rodriguez-Alvarez et al. [30] introduced the CART algorithm
in 2019 for the multistep classification of sea ice types using DDM observables as inputs,
with accuracies of 94% for multi-year ice, 54.5% for first-year ice, and 69.7% for young ice.
Zhu et al. [31] proposed a sea ice detection method using a Doppler propagation analysis
of spatial GNSS-R data to classify sea ice and seawater, which achieved an accuracy of
98.22% in the northern hemisphere and 96.65% in the southern hemisphere. In recent years,
machine learning techniques have emerged as powerful tools for analyzing DDM data.
Yan et al. [32] were the first to introduce machine learning algorithms to process DDMs
from TDS-1, utilizing a neural network (NN) for sea ice and seawater classification as well
as sea ice concentration estimations, with an accuracy of 93%. Following this, Yan and
Huang [33] employed a convolutional neural network (CNN) for both sea ice detection and
sea ice concentration retrieval, achieving a higher accuracy of 96%. These advancements
highlight the potential of machine learning methods to improve classification accuracy
and processing efficiency. Additionally, Hu et al. [34] applied the LDA method for sea ice
detection, addressing issues related to the sea ice melting period and classifying DDMs
based on the signal-to-noise ratio. They found that as the SNR decreases, the noise’s effects
become more significant, leading to a notable decrease in detection accuracy. Despite these
advancements, current machine learning methods still face challenges, including the need
for large datasets and complex algorithms. This study aims to build on the strengths of
existing methods and address their limitations to further enhance sea ice detection accuracy
and real-time performance.
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Although the CNN method has demonstrated a high accuracy in sea ice detection, it
inevitably requires extensive preprocessing and faces the drawback of dimensionality, both
of which significantly reduce its real-time performance. Specifically, the dimensionality
of the DDM inputs used for training increases, leading to high training costs that limit
its real-time detection capabilities. Moreover, without preprocessing steps such as noise
floor adjustment or normalization [35], the accuracy of sea ice detection can be severely
compromised. Sea ice and seawater DDMs are particularly susceptible to noise interference,
resulting in less distinct features.

Dimension reduction can alleviate dimensionality and other undesirable properties of
high-dimensional spaces as well as significantly reduce model complexity and training costs.
In this paper, we propose to process DDMs from TDS-1 for sea ice detection with a local
linear embedding (LLE) algorithm. A key advantage of LLE is its ability to preserve local
geometric information about the data. This means that it can capture the local structural
properties of the data, not just the global distributional properties. Unlike traditional linear
dimensionality reduction methods (e.g., PCA), LLE can deal with non-linear relationships
in data. When data present a nonlinear distribution in a high-dimensional space, LLE is
better able to maintain the essential information of these nonlinear structures. LLE reduces
the effect of noise by linear embedding in the local range, which makes LLE robust to noise
and outliers in the data compared to other methods.

We propose to extract DDM features using the LLE dimensionality reduction algorithm
and classify sea ice and seawater with an SVM. Our study focuses on the region above
70◦N, where large areas of sea ice and seawater were present throughout 2018, providing
diverse types of DDMs for detection. We use the National Oceanic and Atmospheric Ad-
ministration’s (NOAA) sea ice type products as the ground truth and compare them to the
sea ice detection results from the TDS-1 radar reflection data. Evaluating the performance
of the LLE-SVM model with a selected dataset, we find that the LLE method is fast to
train and achieves a high accuracy, enhancing real-time sea ice detection. Additionally,
tests conducted with an unselected dataset demonstrate that LLE can tolerate noisy data,
showing a better anti-interference performance. Finally, the effect of the sea ice’s melting
period on sea ice detection is analyzed concerning the problem of the decrease in accuracy
during its melting period.

The rest of the paper is organized as follows. Section 2 introduces the adopted datasets
and basic theory. Section 3 describes the experiments and analyzes the results. Section 4
concludes the paper.

2. Datasets and Methods
2.1. Adopted Datasets

The TDS-1 is a satellite platform designed as an in-orbit facility, carrying eight pay-
loads, with the Space GNSS Receiver-Remote Sensing Instrument (SGR-ReSI) being the
primary one. The main objective of TDS-1 is to demonstrate the technology and science
required for GNSS reflectometry through the operation and collection of data over the
ocean. The TDS-1 data used in this study are freely available on the Measurement of Earth
Reflected Radio Navigation Signals by Satellite (MERRByS) website (http://merrbys.co.uk
(accessed on 5 January 2023)), where the link to the mission data FTP site is accessible under
data access/downloads (ftp://ftp.merrbys.co.uk (accessed on 5 January 2023)) after user
registration.

Sea ice is primarily concentrated in high-latitude areas, so DDM data from regions
above 70◦N latitude were selected for the experiment. As shown in Table 1, the experimental
data are divided into two parts: selected DDM and unselected DDM. The selected DDM has
a high signal-to-noise ratio, and the sea ice and seawater features are clear. The unselected
DDM contains noise and other interfering factors, and the features are blurred. In addition
to the 7000 DDMs selected from February used as the training dataset, 16,537 DDMs were
used to test the LLE-SVM-based model, and 563,034 DDMs were used to test the robustness
of the LLE-SVM. The main reason for choosing the February data as the training set is

http://merrbys.co.uk
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that the feature performance of DDMs in February is usually clearer and more stable. By
rigorously selecting the samples with the most distinctive features in that month, we can
ensure that the training set has high data quality and consistency, thus providing a good
starting point for model learning. The characteristics of sea ice and seawater change over
seasons and months. Therefore, to assess the ability of the model to generalize across
different months and conditions, we chose data spanning multiple months as a test set.

Table 1. DDM count for each month in 2018.

Month Selected DDM Unselected DDM

February 7000 73,971
March 4283 60,844
April 2751 100,064
May 962 24,555
June 1250 36,350
July 1177 57,525

August 1620 109,526
September 1603 28,103

October 708 8128
November 895 30,815
December 1288 33,153

The National Oceanic and Atmospheric Administration (NOAA) database provides a
wealth of monthly meteorological and surface type data, including monthly temperature,
precipitation, and snowfall records, as well as information covering a wide range of surface
types, such as land, coastline, rivers, lakes, sea ice, and seawater. These data are acquired
based on a variety of advanced observation and measurement techniques, including satellite
remote sensing, buoy monitoring, survey station records, and in situ observations from
aircraft and ships, and are subjected to rigorous quality control and quality assurance
processes to ensure the accuracy and reliability of the data. NOAA not only excels in data
collection and processing but also collaborates closely with international organizations and
scientific research institutes worldwide to share data and observations, ensuring global
data consistency and accuracy. Consequently, NOAA data are considered highly reliable
and accurate on a global scale. Using these data, we merged and matched the latitude
and longitude information from the DDM dataset with NOAA’s land surface type data.
Through this method, we were able to accurately identify the land–sea distribution in
the DDM data, thereby eliminating data from land, rivers, and lakes and retaining only
the DDM data associated with sea ice and seawater. This step is essential for ensuring
the accuracy and effectiveness of sea ice detection. The NOAA data used in this study
are available online at the NOAA website (https://noaadata.apps.nsidc.org/NOAA/,
accessed on 5 January 2023).

2.2. Theory of GNSS-R Spaceborne Remote Sensing

GNSS-R uses the reflected signal of the GNSS to sense the surface of the Earth, includ-
ing features such as sea ice and seawater. The scattering reference model of the GNSS-R
used for sea ice contains transmitters, receivers, and special points [36]. Signals emitted by
the transmitters are reflected by the Earth’s surface and collected by the receivers. How-
ever, during transmission, the signals can be affected by factors such as radio frequency
interference or instrument failure, leading to signal distortion. Therefore, the influence of
interfering factors must be weakened in sea ice detection.

Figure 1 illustrates the GNSS-R remote sensing model. The solid line represents the
reflected signal, which is reflected from the area around the specular point (SP) and is
received by the receiver. The dashed line represents the direct signal received by the receiver.
The blue area indicates the region where the signal from the transmitter is reflected, and SP
is the center of reflection in the reflective zone. Since the transmitter is much higher than

https://noaadata.apps.nsidc.org/NOAA/
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the receiver, the direct signal not reflected by the surface is parallel to the signal reflected
by the surface. This delay can be described by the following equation:

Delay =

(∣∣∣∣⇀RT −
⇀
RSP

∣∣∣∣+ ∣∣∣∣⇀RR −
⇀
RSP

∣∣∣∣− ∣∣∣∣⇀RT −
⇀
RR

∣∣∣∣)
c

(1)

where
⇀
RT and

⇀
RR are the coordinates of the transmitter and receiver in the global coordinate

system.
⇀
RSP is the coordinate of a special point in the global coordinate system. c is the

speed of light, whose unit is m/s.
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2.3. DDMs and IDWs

DDMs describe the power distribution in the reflective region at the delay time and
Doppler frequency. As pointed out by Marchan-Hernandez et al. [37], in the L-band, the
semitransparent layer of sea ice is used to describe the ice-covered sea surface, which is
bound by seawater under sea ice. When the thickness of the sea ice is lower than the
penetration depth (in the L-band, the penetration depth in saline ice can be up to 2 m,
but it is greater for freshwater ice [38]), the lowermost seawater will be used to dominate
the scattering. The ice–water interface can be treated as a smooth surface, as indicated by
Helm [14]. As a result, only the incoming signals spread around the SP can be reflected and
received by the receiver, which can be denoted as the DDM. The power distribution of the
reflected signal over 2D space of code delay offsets and Doppler shift [39] can be expressed
as follows:

〈
|Y(∆τ∆ f )|2

〉
= χ2(∆τ∆ f )Ti

x

A

D2
(
⇀
ρ
)

σ0
(
⇀
ρ
)

4πR2
R

(
⇀
ρ
)

R2
T

(
⇀
ρ
) δ(∆τ)δ(∆ f )d2ρ (2)

where ∆τ and ∆ f are the delay and Doppler bin size, Ti is the coherent integration time,
D is the antenna radiation pattern, where

⇀
ρ is the surface pixels of the scattering area,

RT is the distance from the transmitter to the scattering point, RR is the distance from the
scattering point to the receiver, χ is known as Woodward’s ambiguity function (WAF) [40],
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and σ0 is the sea surface scattering coefficient. δ is used to select specific values of time
delay and Doppler shift. Therefore, Equation (2) can be rewritten as follows:〈

|Y(∆τ, ∆ f )|2
〉
= χ2(∆τ, ∆ f )∑(∆τ, ∆ f ) (3)

where ∑(∆τ, ∆ f ) is a scattering power function related to the scattering surface, observation
geometry, the transmitter and receiver antenna pattern, and the propagation factors [41].

Typical DDMs are shown in Figure 2, where (a) is the DDM of sea ice, (b) is the DDM
of seawater, and (c) is the DDM of ice–water mixture. The power of the sea ice DDM is
concentrated in the center region, and that of the seawater DDM is in the shape of a horse-
shoe. However, the numerous features in the DDMs interact with each other. Therefore, sea
ice detection cannot achieve the desired results without sufficient preprocessing. Sea ice
detection is limited by the high-dimensional nature of the DDM; therefore, dimensionality
reduction can weaken the influence of high dimensions.
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The Doppler integral is a recent method used to process DDMs for sea ice detection.
The output of the Doppler integral is the integral delay waveform (IDW), which describes
the power of scattered signals as a function of the time delay. IDW was proposed by [31]
and is written as follows:

WI(τ) = T2
i

∫ D2
(
⇀
ρ
)

4πR2
R

(
⇀
ρ
)

R2
T

(
⇀
ρ
) ∣∣∣χ(τ, fD

(
⇀
ρ
))∣∣∣2σ0

(
⇀
ρ
)

d2ρ (4)

where τ is the time delay value, fD is the Doppler shift frequency, and ρ is the vector from
the specular reflection point to the scattering point.

In Figure 3, the red line indicates the IDW of seawater, the black line indicates the
IDW of sea ice, the horizontal axis indicates the coherent integration time, and the vertical
axis indicates the power after Doppler integration. The figure clearly shows the difference
between the IDWs of sea ice and seawater, in which the IDW of sea ice has only one peak,
while the IDW of seawater has multiple peaks.
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2.4. Locally Linear Embedding Algorithm

The LLE algorithm is a dimensionality reduction method [42]. The LLE attempts
to preserve only the local structural graphical representation of the data points, which
weakens the impact of too many features in the DDM. In LLE, the local properties of
the data manifold are constructed by expressing high-dimensional data points as linear
combinations of their immediate neighbors. This approach reduces the amount of data and
extracts relevant features of sea ice and seawater, preserving the reconstruction weights
in the IDW and ensuring the effectiveness of the extracted features for sea ice detection.
Owing to the dimensionality reduction effect of LLE, the amount of data is reduced, which
improves the efficiency of LLE-based sea ice detection and reduces the training cost. Overall,
LLE can improve the anti-interference and real-time performance of sea ice detection while
obtaining accurate sea ice detection results. As shown in Figure 4, the design of the LLE
algorithm is divided into three steps.

Remote Sens. 2024, 16, 2621 7 of 17 
 

 

 
Figure 3. IDWs of typical DDMs. 

2.4. Locally Linear Embedding Algorithm 
The LLE algorithm is a dimensionality reduction method [42]. The LLE attempts to 

preserve only the local structural graphical representation of the data points, which weak-
ens the impact of too many features in the DDM. In LLE, the local properties of the data 
manifold are constructed by expressing high-dimensional data points as linear combina-
tions of their immediate neighbors. This approach reduces the amount of data and extracts 
relevant features of sea ice and seawater, preserving the reconstruction weights in the 
IDW and ensuring the effectiveness of the extracted features for sea ice detection. Owing 
to the dimensionality reduction effect of LLE, the amount of data is reduced, which im-
proves the efficiency of LLE-based sea ice detection and reduces the training cost. Overall, 
LLE can improve the anti-interference and real-time performance of sea ice detection 
while obtaining accurate sea ice detection results. As shown in Figure 4, the design of the 
LLE algorithm is divided into three steps. 

 
Figure 4. Steps of LLE. 

Step 1: Select neighbors. To determine the chosen neighbors, the number of chosen 
nearest neighbors is determined as seven, which is determined by a comparative experi-
ment.  

Step 2: Reconstruct linear weights. After the number of the chosen nearest neighbors 
is determined, the linear weights between the sample and its k-nearest neighbors should 
be constructed, whose dimensionality is 1 × 128. The main characteristic of the LLE is that 
the processed low-dimensional data can maintain the original topological relationship. 
The above relationship was determined using the k-nearest neighbor (KNN) method [43]. 

0 10 20 30 40 50 60 70 80 90 100 110 120
0

20

40

60

80

100

N
o
r
m
a
l
i
z
a
t
i
o
n
 
p
o
w
e
r
(
%
)

Delay (chip)

 sea ice
 sea water

Figure 4. Steps of LLE.

Step 1: Select neighbors. To determine the chosen neighbors, the number of cho-
sen nearest neighbors is determined as seven, which is determined by a comparative
experiment.

Step 2: Reconstruct linear weights. After the number of the chosen nearest neighbors
is determined, the linear weights between the sample and its k-nearest neighbors should
be constructed, whose dimensionality is 1 × 128. The main characteristic of the LLE is
that the processed low-dimensional data can maintain the original topological relationship.
The above relationship was determined using the k-nearest neighbor (KNN) method [43].
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Specifically, it calculates the weight coefficient in the linear relationship between a sample
and its k-nearest neighbor. The above question is a regression question; therefore, the mean
square error can be used as the loss function. The loss function can be expressed as follows:

J(w) =
m

∑
i=1

∥xi −
k

∑
j=1

wijxj∥
2

2

=
m

∑
i=1

wT
i Ziwi (5)

where xi and xj are the i-th n-dimensional sample and the j-th n-dimensional nearest
neighbor. m is the number of the sample. wij is the weight coefficient, which represents
the linear relationship between xi and its j-th nearest neighbor samples. wij satisfies the
following functions:

k

∑
j=1

wij = wT
i 1k = 1 (6)

where Zi =
(

xi − xj
)T(xi − xj

)
, 1k is a one-dimensional matrix consisting of k ones, and

L(w) can be combined using Lagrangian multiplication [44], which is one optimization
goal. L(w) can be described as follows:

L(w) =
m

∑
i=1

wT
i Ziwi + λ(wT

i 1k − 1) (7)

where λ is the correlation coefficient of Lagrangian multiplication. The wi of high-dimensional
data could be obtained by taking the derivative of wij in Function (7).

wi =
(Z(−1)

i 1k)

(1T
k Z(−1)

i 1k)
(8)

Step 3: Map to the embedded coordinates. After the linear weights are constructed,
they are used to reduce the dimensionality of the IDW. Linear weights are used as the input,
and low-dimensional data are used as the output.

While reducing the high-dimensional data by LLE, wij of high-dimensional data
in Function (7) should remain unchanged. The n-dimensional data are {x1, x2, · · · , xm}.
{y1, y2, · · · , ym} are low-dimensional data and represent the extracted features of IDW,
whose dimensionality is d. When the variance loss function, J(y), is the smallest, the linear
relationship is not changed. J(y) can be expressed as follows:

J(y) =
m
∑

i=1
∥yi −

k
∑

j=1
wijyj∥

2

2

=
m
∑

i=1
∥YIi − YWi∥2

2

= tr
(

YT(I − W)T(I − W)Y
)

= tr
(
YT MY

)
(9)

where yi and yj are the i-th d-dimensional data and its j-th d-dimensional nearest neighbor.
M =

(
I − W)T(I − W), and tr is the trace function. The restrictions of yi can be expressed

as follows:
m

∑
i=1

yi = 0 (10)

1
m

m

∑
i=1

yiyT
i = 1 (11)
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Function (11) can be combined into L(Y) using Lagrangian multiplication, which is
one optimization goal. L(Y) can be described by the following:

L(Y) = tr(YT MY) + λ(YTY − mI) (12)

where Y is a matrix composed of d eigenvectors corresponding to the 2nd to d+ 1th smallest
eigenvalues of the matrix M. After taking the derivative of Y, the smallest d-dimensional
dataset can be obtained.

2.5. Support Vector Machine (SVM)

Support vector machine (SVM) is a two-class mode [45] used to learn extracted IDW
features for sea ice detection. SVMs can solve nonlinear classification problems [46] and
perform well in classification tasks. The task of the SVM is to achieve a hyperplane for
classifying the types of IDWs based on their extracted features. The hyperplane can be
expressed as follows:

ωTX + b = 0 (13)

where ω = {ω1, ω2, · · · , ωd} is normal vector determining the direction of the hyperplane.
The number of eigenvalues is described as d. X is the sample for training the SVM and
provides the true data. b is the displacement term determining the distance between the
hyperplane and the origin data.

The settings for the SVM were as follows. A Gaussian kernel was chosen as the kernel
of the SVM. The maximum number of iterations is set as −1, which means that the iteration
is unlimited. The penalty slack variable is set to 1. After the establishment of the SVM-based
model, the processed data from the IDW by LLE are input into the SVM and categorized
into sea ice or seawater.

2.6. Process of GNSS-R Sea Ice Detection

The sea ice detection algorithm process includes three steps: data processing, model
training, and model testing. The specific steps are as follows.

1. Pre-process the DDM data collected by TDS-1:

Signal box screening. To filter out valid DDMs and reduce the effects of various
factors, data are screened with a signal box. According to the TDS-1 manual, the data
in NoiseBoxRow show how to distinguish the DDMs from the whole signal. When the
parameter at that time is not zero, the DDM of that time has an entire signal.

Doppler integral. The Doppler integral of DDMs is used in the processing steps to
reduce the amount of data processed in the experiment and the interference of DDMs’
features. The results of the Doppler integral were IDWs. IDWs can be obtained using
Equation (4).

Normalize. To strengthen the characteristics of IDWs, they were normalized. The
IDWs are normalized with respect to their real-time power as a percentage of the peak
power. The percentage is determined as follows:

percentage = (Preal−time − Pmin)/Pmax × 100 (14)

where Preal−time is the real-time power in IDWs, and Pmin and Pmax are the minimum and
the maximum in the IDWs.

2. Use the LLE algorithm for feature extraction, then take the extracted features as the
input of SVM and the sea ice detection results as the output.

3. Determine the optimal parameters of the model and select the best model for sea ice
detection.
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3. Results and Analysis

LLE-based sea ice detection was tested in two different environments: an ideal envi-
ronment (where the data are fully preprocessed and retain DDMs with high SNR values)
and a noisy environment (where the data contain interfering factors such as noise). In the
ideal environment, we evaluated the LLE-based sea ice detection model and examined
the superiority of LLE in terms of its accuracy and real-time performance by comparing
the performance of the LLE and CNN methods. In the noisy environment, we verified the
anti-interference performance of the target method by comparing the accuracy of the LLE
and CNN methods. In this study, we also analyzed the effect of temperature on sea ice
detection.

3.1. Sea Ice Detection with Selected DDMs

In this paper, we first evaluate the performance of LLE-based sea ice detection in an
ideal environment. The data of 7000 DDMs in 2018 are selected as the training set, and
the data from March to December are tested as the test set. Table 2 gives the LLE-SVM
method’s sea ice detection results for March–December 2018 in the ideal environment, and
it can be seen that the accuracy of all of the test datasets is higher than 99%. A total of
16,537 IDW data points were tested, of which 16,492 DDMs were correctly classified with
an accuracy of 99.725%.

Table 2. Results of LLE-based sea ice detection with selected DDMs.

Collection Period Number of Employed
Selected IDWs

Number of Correct
Selected IDWs Accuracy (%)

2018-03 4283 4275 99.809
2018-04 2751 2750 99.988
2018-05 962 959 99.677
2018-06 1250 1247 99.773
2018-07 1177 1170 99.405
2018-08 1620 1613 99.629
2018-09 1603 1599 99.762
2018-10 708 705 99.663
2018-11 895 894 99.848
2018-12 1288 1284 99.696

03-12 16,537 16,492 99.725

To demonstrate the superiority of LLE-based sea ice detection in terms of accuracy and
real-time performance, we compared it with a CNN-based sea ice detection model. Due to
the high training cost and long testing time for large datasets, a small dataset of 1000–5000
DDMs is selected for the experiments. Both methods were tested using the same dataset.
The comparison mainly focuses on three aspects: accuracy, data volume, and processing
time. The configuration of the experimental environment is presented in Table 3.

Table 3. Experimental environment configuration.

Operating system Windows 10
CPU Intel i5-7300

Random-access memory 8 GB (7.89 GB)
Graphics card GTX 1050

Programming language Python 3.8
Programming software PyCharm Community Edition 2022.2.3

Table 4 presents the sea ice detection results for datasets of different sizes. As can be
seen from the increase in the number of DDMs, the accuracy of the CNN first increased
and then decreased, with an average accuracy of 86.2608%. This is due to the limited
random-access memory (RAM) storage space, and the model is not able to make full use
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of all the available data as it is not able to load all the data into the system’s memory for
training at the same time. CNNs require larger-scale data to fine-tune the model’s weights,
but an excessive amount of data can cause the training time to grow exponentially. In
contrast, the LLE-based model for sea ice detection avoids these issues and achieves an
accuracy of 97.3079%, which is 11.047% higher than the average accuracy of the CNN-based
model.

Table 4. Comparison of CNN and LLE in terms of accuracy, data size, and real-time performance.

The Number of
DDMs

Accuracy/% Data Size/GB Processing Time/s

CNN LLE-SVM CNN LLE-SVM CNN LLE-SVM

1000 80.62 92.2 1.12 2.24 × 10−5 17.18 1.2437
2000 89.26 96 2.24 2.38 × 10−5 41.54 2.3816
3000 86.60 96.63 3.36 3.60 × 10−5 100.60 3.6033
4000 86.93 97.33 4.49 5.05 × 10−5 151.042 5.0575
5000 87.90 97.86 5.61 6.19 × 10−5 209.39 6.1964

This study compared the sizes of the DDM data processed by the LLE and CNN
methods. The data size for the CNN method reached the GB level, while the LLE method
produced data sizes at the KB level. This significant difference in data size directly influ-
enced the feasibility of conducting experiments in the study’s environment. Specifically, the
CNN method’s data size was 50,103 times larger than that of the LLE method, contributing
to the high training cost and poor real-time performance of the CNN.

To highlight the superiority of LLE in real time, the CNN and LLE methods were
compared at the time level. The time includes the training and processing times. The
training time of the CNN was 3500 s, and that of method was 51 s, making the CNN’s
training time 841 times longer than that of the LLE-SVM. For processing 1000 DDMs, the
CNN’s processing time was 13.82 times that of LLE. As the number of DDMs increased,
the processing time disparity grew: for 2000 DDMs, the CNN took 17.44 times longer; for
3000 DDMs, it took 27.92 times longer; for 4000 DDMs, it took 29.86 times longer; and for
5000 DDMs, it took 33.79 times longer than LLE. This increasing gap highlights the LLE
method’s superior real-time performance and feasibility compared to the CNN.

3.2. Sea Ice Detection with Unselected DDMs

To test the anti-interference performance of LLE-based sea ice detection, we used
the noise-containing DDM collected by TDS-1, analyzed the anti-noise performance of
LLE-SVM, and compared it with the accuracy of the CNN method; the experimental details
are listed in Table 5.

Table 5 shows the results of sea ice detection with noisy data. The data were selected
from February to December 2018, with a total of 563,034 IDWs. The results of sea ice
detection show that the average accuracy of the LLE-SVM method is 92.74%, the average
accuracy of the SVM is 79.69, and the average accuracy of the CNN is 77.31%. The accuracy
trend of the SVM is similar to that of LLE-SVM, but the accuracy and stability of LLE-SVM
are better than those of the SVM. The results show that the downscaled features with LLE
are favorable for SVM-based sea ice detection. As shown in Figure 5, the accuracy of the
CNN decreases substantially from June to September, while LLE-SVM is still stable but
also shows a decreasing trend. For the unselected DMM, the sea ice and seawater DDM
features are blurred due to noise and other disturbing factors, which affect the accuracy of
the CNN. The LLE extraction of IDW features seems to weaken this effect. As can be seen
from the table, the accuracy of the sea ice detection method decreases severely from June to
September. This is because the sea ice melts during these months due to high temperatures,
and the ice–water mixture during the melting period interferes with the sea ice detection.
The effect of sea ice melting periods on sea ice detection is detailed in Section 3.3.
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Table 5. Sea ice detection results with unselected DDMs.

Collection
Period

Number of Employed
DDMs

Accuracy

LLE-SVM SVM CNN

2018-02 73,971 92.74% 84.93% 86.10%
2018-03 60,844 91.39% 85.12% 86.38%
2018-04 100,064 87.01% 80.51% 82.88%
2018-05 24,555 84.96% 77.82% 81.91%
2018-06 36,350 82.04% 75.15% 70.89%
2018-07 57,525 83.75% 79.10% 73.41%
2018-08 109,526 83.54% 76.21% 70.19%
2018-09 28,103 85.49% 73.77% 64.75%
2018-10 8128 84.65% 76.92% 72.29%
2018-11 30,815 84.55% 81.02% 76.13%
2018-12 33,153 88.75% 86.03% 85.49%

02-12 563,034 92.74% 79.69% 77.31%
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Since DDM data from sea ice and seawater are often interfered with by various noise
sources in practical applications, we purposely chose datasets without strict quality control
for our experiments. Such a design helps reveal the model’s more general performance in
real environments but leads to a decrease in sea ice detection accuracy.

To visually analyze the results of the LLE-SVM method for sea ice detection, NOAA
data were used in this study to plot the real surface data and the predicted results for
comparison, as shown in Figure 6. The predictions in Figure 6a–c show that the predictions
for sea ice and seawater are correct when compared to the NOAA data. The boundaries
of sea ice and seawater were consistent with those provided by the NOAA. These plots
show that the LLE-SVM method also has a good classification performance for noisy DDMs.
Figure 6d,e show the results of the sea ice soundings for the entire month. These plots show
that the LLE-based sea ice detection method is robust and can correctly classify noisy data.



Remote Sens. 2024, 16, 2621 13 of 18Remote Sens. 2024, 16, 2621 13 of 17 
 

 

   
(a) (b) (c) 

   
(d) (e)  

Figure 6. The sea ice detection results of some days or months: (a) the results of sea ice detection on 
18 February 2018, (b) the results of sea ice detection on 1 July 2018, (c) the results of sea ice detection 
in 2 August 2018, (d) the results of sea ice detection in February 2018, and (e) the results of sea ice 
detection in April 2018. 

3.3. Analysis of Sea Ice Detection During Sea Ice Melting 
As there was a significant downward trend in the accuracy of sea ice detection in 

May, June, and July, we analyzed the relationship between the temperature and sea ice 
detection results. The temperatures, obtained from the monthly temperature range in 
2018, were divided into 5 °C intervals. In February, temperatures were below −20 °C, and 
they gradually increased over time, with temperatures above 0 °C indicating the melting 
of sea ice. Figure 7 shows that at temperatures below −10 °C, the sea ice detection results 
are excellent, with an accuracy of over 95%, and very stable. However, as temperatures 
approach 0 °C, the accuracy of sea ice detection decreases, with an average accuracy of 
88.98%. The presence of an ice–water mixture affects the characteristics of LLE at temper-
atures near 0 °C. As shown in Figure 2c, the DDM of the ice–water mixture is similar to 
that of sea ice and seawater, and the blurring of the characteristics leads to misclassifica-
tions. This result indicates that temperature is an important parameter affecting sea ice 
detection, and the presence of ice–water mixtures limits the accuracy of sea ice detection. 

Figure 6. The sea ice detection results of some days or months: (a) the results of sea ice detection on
18 February 2018, (b) the results of sea ice detection on 1 July 2018, (c) the results of sea ice detection
in 2 August 2018, (d) the results of sea ice detection in February 2018, and (e) the results of sea ice
detection in April 2018.

3.3. Analysis of Sea Ice Detection during Sea Ice Melting

As there was a significant downward trend in the accuracy of sea ice detection in
May, June, and July, we analyzed the relationship between the temperature and sea ice
detection results. The temperatures, obtained from the monthly temperature range in 2018,
were divided into 5 ◦C intervals. In February, temperatures were below −20 ◦C, and they
gradually increased over time, with temperatures above 0 ◦C indicating the melting of
sea ice. Figure 7 shows that at temperatures below −10 ◦C, the sea ice detection results
are excellent, with an accuracy of over 95%, and very stable. However, as temperatures
approach 0 ◦C, the accuracy of sea ice detection decreases, with an average accuracy
of 88.98%. The presence of an ice–water mixture affects the characteristics of LLE at
temperatures near 0 ◦C. As shown in Figure 2c, the DDM of the ice–water mixture is
similar to that of sea ice and seawater, and the blurring of the characteristics leads to
misclassifications. This result indicates that temperature is an important parameter affecting
sea ice detection, and the presence of ice–water mixtures limits the accuracy of sea ice
detection.
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Figure 7. The effect of temperature on sea ice detection.

Based on the LLE sea ice detection model, this paper analyses sea ice melting and
compares the sea ice detection results collected at the beginning, middle, and end of each
month, as shown in Figure 8. Figure 8a presents the melting conditions of the sea ice in June
2018. The area focused on in the black box is used to observe sea ice melting. Figure 8b1,b2
were adopted to show the sea ice extent in 2 June and 29 June in the chosen area. There
was significant sea ice melting when comparing these two figures. To further illustrate the
sea ice melting conditions, the sea ice melting statuses of 4, 18 and 29 June are shown in
Figure 8c1–c3. The sea ice melting area was larger than that at the beginning of June 2018.
Figure 8d1–d3 display the LLE-based sea ice detection results for the selected region, in
which the transition from orange to blue dots represents the sea ice melting progression.
This observation demonstrates that the LLE-based sea ice detection method effectively
reflects the sea ice melting process.

Although the method proposed in this paper has made some progress in sea ice
detection, it still has some limitations. The method performs poorly in terms of accuracy
during the sea ice melting period. In addition, this method is highly dependent on a single
data source and fails to take full advantage of other data sources that may enhance the
performance of the model. To overcome these limitations, future research could consider
introducing additional data sources, such as high-resolution satellite images, meteorological
data, or oceanographic observations, to improve the generalization ability and robustness
of the model. In addition, to address the impact of the ablation period on sea ice detection
results, subsequent research will focus on DDMs of ice–water mixtures to further improve
the sea ice detection accuracy during the ablation period. The ultimate goal is to find a
sea ice detection method that can solve the problem of accuracy degradation during the
ablation period and also meet the real-time requirements.
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4. Conclusions

The experiment first examines the accuracy, stability, and real-time performance of the
LLE model. The results show that the accuracy of the LLE-based sea ice detection method
reaches 99.5149%, with a low training cost and real-time performance. For the unselected
DDM data, the accuracy of the LLE-based model is 92.74%, and the comparison between
the LLE method and the CNN method highlights the superiority of the LLE-based sea
ice detection method in terms of anti-interference performance. In addition, the effect of
temperature on the sea ice detection results is also analyzed in this study. The accuracy of
sea ice detection decreases when an ice–water mixture occurs at a temperature of about
0 ◦C. In the future, the generalization ability and robustness of the model can be enhanced
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by introducing more data sources, such as high-resolution satellite images, meteorological
data, or ocean observation data. In addition, to address the impact of the melting period on
the sea ice detection results, subsequent research on DDMs of ice–water mixtures will be
conducted to improve the accuracy of sea ice detection during melting periods.
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