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Abstract While deterministically predicting the time and location of earthquakes remains impossible,
earthquake forecasting models can provide estimates of the probabilities of earthquakes occurring within some
region over time. To enable informed decision‐making of civil protection, governmental agencies, or the public,
Operational Earthquake Forecasting (OEF) systems aim to provide authoritative earthquake forecasts based on
current earthquake activity in near‐real time. Establishing OEF systems involves several nontrivial choices. This
review captures the current state of OEF worldwide and analyzes expert recommendations on the development,
testing, and communication of earthquake forecasts. An introductory summary of OEF‐related research is
followed by a description of OEF systems in Italy, New Zealand, and the United States. Combined, these two
parts provide an informative and transparent snapshot of today's OEF landscape. In Section 4, we analyze the
results of an expert elicitation that was conducted to seek guidance for the establishment of OEF systems. The
elicitation identifies consensus and dissent on OEF issues among a non‐representative group of 20 international
earthquake forecasting experts. While the experts agree that communication products should be developed in
collaboration with the forecast user groups, they disagree on whether forecasting models and testing methods
should be user‐dependent. No recommendations of strict model requirements could be elicited, but benchmark
comparisons, prospective testing, reproducibility, and transparency are encouraged. Section 5 gives an outlook
on the future of OEF. Besides covering recent research on earthquake forecasting model development and
testing, upcoming OEF initiatives are described in the context of the expert elicitation findings.

Plain Language Summary The exact location, time, and magnitude of future earthquakes cannot be
predicted. However, based on past earthquake sequences, it is possible to assess probabilities for future
earthquakes. This is called earthquake forecasting. Operational Earthquake Forecasting (OEF) systems are
designed to provide near‐real‐time authoritative earthquake forecasts, based on current earthquake activity, to
aid the decision‐making of various societal stakeholders. Setting up these systems is complex, involving
decisions about which model to use, how to best test the model, and how to turn earthquake probability estimates
into practical information. This review captures the current state of OEF worldwide and analyzes expert
recommendations on the development, testing, and communication of earthquake forecasts. Section 2 provides
an overview of OEF‐related research and the background knowledge required to understand the other parts.
Section 3 describes existing OEF systems of Italy, New Zealand, and the United States in detail. Section 4
discusses an elicitation of expert views on modeling, testing, and communicating earthquake forecasts (Mizrahi,
Dallo, & Kuratle, 2023, https://doi.org/10.3929/ethz‐b‐000637239). Data from the elicitation allow to identify
consensus and dissent on OEF issues and provide guidance for future earthquake forecasting efforts. Finally,
Section 5 gives an outlook on future OEF‐related research and planned OEF efforts at various institutions.
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1. Introduction
What is commonly referred to as earthquake prediction, namely the deterministic description of the location,
time, and magnitude of a future earthquake “within narrow limits […], so that a planned evacuation can take
place” (Main, 1999), is currently not possible. The term earthquake forecasting refers to a probabilistic
assessment of earthquake occurrence, over a range of magnitudes, and within some specified time frame and
region (e.g., Kagan & Jackson, 2000). On the spectrum between phenomena of complete randomness, such as a
fair coin toss, and entirely deterministic processes, the occurrence of earthquakes falls somewhere in‐between, its
most predictable components being the clustering behavior of groups of earthquakes in time and space (Kagan &
Jackson, 1991; Omori, 1894; Zhuang et al., 2021), and the frequency distribution of earthquake magnitudes
within a group (Gutenberg & Richter, 1944).

The understanding of occurrence patterns of earthquakes and their implications for the short‐term increase in
seismic hazard and risk can provide crucial information during an ongoing seismic crisis and enable informed
decision‐making of civil protection, governmental agencies, the public, or other user groups. As first defined by
Jordan et al. (2011), “Operational earthquake forecasting comprises procedures for gathering and disseminating
authoritative information about the time dependence of seismic hazards to help communities prepare for
potentially destructive earthquakes.” The label operational has been borrowed from meteorology, where it de-
scribes the existence of automated and timely applications of forecasting models, which increases the action-
ability of the information provided. To be considered authoritative, information must originate from an official,
trusted source that is legally responsible for providing this information. Thus, the authoritativeness of an in-
formation source is a quality that cannot be self‐assigned but must be granted by a higher authority, such as the
government. For the remainder of this review, we will use a broader definition of operational earthquake
forecasting (OEF) as authoritative near‐real‐time applications of earthquake forecasting. The concept of near‐
real‐time here refers to the delivery of information as soon as possible when an interest in updated information
arises, acknowledging the possibility of some noticeable, unavoidable processing time. This is in contrast to the
concept of true real‐time, which would refer to the delivery of information as soon as needed.

Few governmental agencies worldwide have systems in place that fall under this OEF definition, and one could
argue that only Italy has fully deployed an OEF system under the definition of Jordan et al. (2011), even though
their OEF information has not yet been open to the public. The Italian OEF system was established in 2013 and
has produced weekly forecasts since then (Marzocchi et al., 2014), including the expected seismic losses based on
such forecasts (Operational Earthquake Loss Forecasting, OELF; Iervolino et al., 2015). The forecasts can be
accessed only by authorized personnel and, only recently, the OEF information has been released to regional
governments to trigger a discussion on how to use and communicate this information in different contexts. In New
Zealand, earthquake forecasts that satisfy our broader OEF definition have been provided to the public since the
2010 M7.1 Darfield earthquake, and the content of these forecasts has evolved over time (Christophersen,
Rhoades, & Colella, 2017; Christophersen, Rhoades, Gerstenberger, et al., 2017). The forecasts disseminated by
the U.S. Geological Survey (USGS) since 1989 for California (Reasenberg & Jones, 1989) and since 2018 for the
entire country (Michael et al., 2020), although fulfilling our OEF definition, are referred to as aftershock fore-
casts, to emphasize that forecasts are only issued after the occurrence of large events. Here, we consider
(operational) aftershock forecasting (OAF) to be a differently named special case of (operational) earthquake
forecasting.

There is currently no known difference in the physical mechanisms of what are often termed foreshocks, after-
shocks, or mainshocks, that is, the earthquakes in a cluster, and their distinction can be considered a convention
(Felzer et al., 2004). These labels can only be applied to earthquakes of a sequence in hindsight: the earthquake
with the largest magnitude is generally referred to as the mainshock, while earthquakes that happened earlier than
the mainshock are retrospectively defined to be foreshocks, and earthquakes that happened after the largest event
are called aftershocks. However, because this distinction seems not to exist in nature, the classification cannot be
done before the earthquake sequence has finished. During an ongoing earthquake sequence (the definition of
which is itself ambiguous), it cannot be ruled out that a larger earthquake is yet to follow, rendering the
mainshock‐aftershock terminology often misleading. Between 1980 and 2019, more than 10 percent of world-
wide M ≥ 6.0 earthquakes were followed by a larger one within a space‐time window of 60 days and 100 km
(Taroni, 2023). Aftershock forecasts published by the USGS clearly emphasize this possibility and it is a question
of definition whether a larger earthquake following a first mainshock should be considered a second mainshock, a
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large aftershock, or whether the previous mainshock is now a foreshock to the only true mainshock. In Japan,
aftershock forecasts ignoring the possibility of a strong earthquake being followed by a stronger one were pro-
duced following 15 earthquakes between 1998 and 2016. After the 2016 Kumamoto sequence, in which a M6.5
event was followed by a M7.3 event 28 hr later, the Japan Meteorological Agency (JMA) stopped providing
aftershock forecasts during the first week after a mainshock because of the “invalidity of the [previously applied]
procedure” (Omi et al., 2019).

The notion of foreshocks can likewise be misleading. Many mainshocks occur without detectably anomalous
prior seismic activity, and vice‐versa, a temporal increase of seismic activity is not always followed by a large
earthquake (Mogi, 1963). Series of earthquakes located close to each other in time and space that are not
dominated by a clear mainshock are commonly referred to as earthquake swarms and are often associated with
aseismic slip or slow‐slip events, fluid intrusions or magmatic processes (Hainzl, 2004; Hill et al., 1975; Hirose
et al., 2014; Kisslinger, 1975; Passarelli et al., 2021; Ross & Cochran, 2021; K. D. Smith et al., 2004; Vidale &
Shearer, 2006). Although the differentiation of swarms from other, mainshock‐dominated clusters is accompa-
nied by proposed underlying physical mechanisms, the classification of earthquake clusters into mainshock‐
dominated clusters or swarms is, again, not free of ambiguity (Zaliapin & Ben‐Zion, 2016).

Section 2 of this review provides an overview of the current state of research relevant for OEF. Besides an
introduction to different model types currently applied in practice, it covers the history and necessary background
information on forecast model testing as well as the state of the art of earthquake forecast communication.
Thereafter, the current state of OEF systems in Italy, New Zealand, and the United States is described in Section 3
of this review.

Currently, most countries, even in regions considered of high seismic risk, do not have OEF systems in place and
only estimate the time‐invariant, long‐term earthquake probability as part of their seismic hazard and risk
assessment, which serves different user groups involved in long‐term decision making (see Gerstenberger
et al., 2020). In addition to long‐term seismic hazard programs, so‐called earthquake early warning (EEW)
systems have been and are being established in various countries (e.g., Given et al., 2014; Nof & Kurzon, 2021;
Orihuela et al., 2023; Suárez, 2022; see Cremen and Galasso (2020) for a review on EEW). These systems can
disseminate warnings about earthquakes after they have already occurred, but, depending on the location and
strength of the earthquake and the efficiency of the warning system, before the damaging seismic waves reach
populated cities or critical infrastructure.

The scarcity of OEF systems could be attributed to factors such as insufficient data, knowledge gaps, resource
constraints, or a lack of guidance required for their establishment. Amidst a wealth of forecasting models and
model tests proposed and published every year, it may be difficult to choose the most appropriate ones. On top of
the more technical choices involved in the development and testing of forecasting models comes the additional
challenge of how to communicate earthquake forecasts to different user groups. In New Zealand, in particular,
much effort has gone into testing and evaluating forecast communication products with end‐users, providing
initial guidance for other regions as well (e.g., Becker et al., 2020). In Europe and the United States, recent studies
have similarly aimed to assess user needs, design preferences, and the impact of the communication format on
people's risk perception (Dryhurst et al., 2022; Schneider, Wein, et al., 2023). It is crucial that earthquake
forecasts serve a variety of stakeholders, are adapted over time as information needs evolve throughout the course
of earthquake sequences, and are provided in different formats to consider stakeholders' knowledge, skills and
requirements. In this process, two main challenges arise: (a) effectively communicating what can be considered
low‐probability, high‐impact events and supporting stakeholders in interpreting probabilistic information and
translating it into risk and risk mitigation actions, if needed; and (b) obtaining a thorough understanding of how
earthquake forecasts influence people's emotions and, consequently, their behavior and well‐being.

Section 4 of this review describes an elicitation of expert views on the three pillars Model Development, Model
Testing, and Forecast Communication based on a Delphi study conducted among a group of experts in OEF
(Mizrahi, Dallo, & Kuratle, 2023). The study involved two surveys and an online workshop, which facilitated
meaningful discussions on the three pillars. The study aimed to establish areas of consensus among the experts
and identify open questions within the research landscape to highlight future research directions. The results of the
Delphi study provide a transparent and structured collection of expert opinions, offering valuable guidance for the
future development of OEF systems.
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Section 5 of this review outlines emerging forecasting techniques potentially relevant for OEF in the future, an
outlook on forecast testing efforts, as well as forthcoming developments in earthquake forecasting at various
institutions represented by the authors. These developments are presented in the context of the guiding framework
derived from the Delphi study, demonstrating the practical implications of the study's findings and emphasizing
how they contribute to shaping the future of OEF systems.

2. The Current State of Research Relevant for Operational Earthquake Forecasting
This Section 2 of the review introduces concepts, terms, and models that will be discussed in the subsequent
sections: Examples of OEF Systems Worldwide, Elicitation of Expert Views, and Outlook. Readers who are
familiar with the topic may wish to skip this section or parts of it.

2.1. Background on Earthquake Forecasting Models Used for OEF

2.1.1. Basics of Statistical Seismology

The study of earthquake occurrence patterns goes back a long time. In 1756, Immanuel Kant noted that the
frequency of earthquakes occurring in a region is more related to its proximity to mountain ranges and “fire‐
spitting mountains” than to the degree of Christianness of its inhabitants (Kant, 1756). Since then, descriptions of
such empirical observations have become more precise and quantitative; the field of statistical seismology has
emerged. One of its most central (empirical) laws, the Omori‐Utsu law (Omori, 1894; Utsu, 1961), describes a
possible trend in the decrease of the expected number of aftershocks in time after a parent event as

N(t) =
k

(t + c)p
, (1)

with parameters k, c, and p. The number of aftershocks (or earthquakes) per unit time, here N(t), is referred to as
the aftershock rate (or earthquake rate). In short‐ or medium‐term forecasting, it is often provided in the unit of
earthquakes per day. The parameter k in Equation 1 describes the overall number of aftershocks of a certain parent
event. Note that we use the term parent event (rather than mainshock) to emphasize the possibility that the parent
event can trigger aftershocks that are larger than itself. The exponent p of the denominator in Equation 1 quantifies
how fast the aftershock rate decays with time—large values of p indicate a faster decay, and small values indicate
a slower decay. Typically, p takes values of around 1 (Page et al., 2016), which corresponds to an aftershock rate
decay that behaves like t− 1. The parameter c avoids a singularity at time t= 0, and interpretations of the parameter
range from it being an artifact of more noisy data recordings right after a large earthquake (Hainzl, 2016a, 2016b;
Kagan, 2004; Lolli & Gasperini, 2006) to it being a consequence of the physics of earthquakes (Lippiello
et al., 2007; Narteau et al., 2009; Peng et al., 2006). Typically observed values of c are of the order of magnitude of
several seconds to several minutes (Page et al., 2016).

The operational provision of earthquake forecasts has practical value only if the earthquake probabilities provided
are time‐variant. And the variability with time of most models currently applied for OEF in Italy, New Zealand,
and the United States is centered around the Omori‐Utsu law. The EEPAS model (Every Earthquake a Precursor
According to Scale; Rhoades & Evison, 2004; described later in this section) stands as an exception, although it,
too, uses prior earthquakes as the sole precursory signals for impending earthquakes. Thus, one limitation
common to all currently authoritatively applied forecasting models is their inability to predict (or forecast with
probabilities considered high by decision‐makers) earthquakes. Similarly common to these models is their main
strength of capturing the occurrence patterns of aftershocks following a moderate to large event.

The possibility that an aftershock has a larger magnitude than the current mainshock can be captured in most
short‐term forecasting models through another central empirical law of statistical seismology—the Gutenberg‐
Richter relationship (Gutenberg & Richter, 1944). It describes the relative frequency of earthquakes in relation
to their magnitude as

N(M) = 10a− b ·M, (2)
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where N(M) is the expected number of events with magnitudes greater than or equal to M, and a and b are pa-
rameters generally referred to as a‐value and b‐value. In this formulation, the a‐value parametrizes the number of
earthquakes with magnitude 0 or larger in the region and time horizon of interest. Note that using 0 as a threshold
value is somewhat arbitrary and does not represent a lower limit on the magnitude. The a‐value naturally tends to
vary in space; places close to boundaries of tectonic plates for example, tend to have more earthquakes and thus
higher a‐values than places in the middle of tectonic plates. Spatial variations of the a‐value are merely a more
abstract formulation of Kant's (1756) observations mentioned at the beginning of this section: the expected
number of earthquakes may differ from place to place. The b‐value parametrizes the relative frequency of large
magnitude events compared to small magnitude ones. In general, the b‐value for moment magnitudes is found to
be around 1 (Kagan, 1999; Kamer & Hiemer, 2015; Utsu, 1972) for regions that are considered large compared to
the seismic faults they contain, which implies that 10 times as many M ≥ 5 earthquakes are expected as M ≥ 6
earthquakes, 10 times as many M ≥ 4 earthquakes as M ≥ 5 earthquakes, and so on. Variations of the b‐value in
time and space have been widely discussed and have been proposed to be related to stress, volcanic activity, rock
heterogeneity, crack density, and other physical quantities (Main et al., 1992; Mori & Abercrombie, 1997; Murru
et al., 2007; Scholz, 2015; Schorlemmer et al., 2004, 2005; Wiemer & Wyss, 1997, 2002).

Combining the expected decay of the number of aftershocks given by the Omori‐Utsu law with the knowledge
about the relative frequency of small and large magnitude events given by the Gutenberg‐Richter relationship
enables an estimation of the expected probability that an aftershock larger than the current mainshock (or larger
than any magnitude of interest) is yet to follow. In this sense, such probabilistic models provide earthquake
probabilities, rather than aftershock probabilities.

A crucial concept for the type of analysis of earthquake occurrence that has been so far described is that of an
earthquake catalog, which is a list of earthquakes, where each earthquake is characterized through several at-
tributes related to its source. Most catalogs contain each earthquake's epicenter (the point on the earth's surface
above the point where the earthquake started), depth, origin time (the time when the earthquake started), and
magnitude. Additional information such as details about the rupture (orientation of the fault plane, direction of
slip, etc.), and other attributes or attribute uncertainties may be available too.

An earthquake catalog is usually compiled for a specific region or area based on the recordings of seismic waves
captured by a network of seismometers covering that region or area. Earthquake catalogs can be heterogeneous for
various reasons. The seismic network only records signals at specific points, hence, naturally, not all locations are
observed equally well. Some subregions may be more densely covered by the network than others. The quality of
catalogs can vary with time, for example, because more instruments are deployed over time, or because newer
earthquake detection methods become available (e.g., Hutton et al., 2010). In the shorter term, the ability to detect
earthquakes can fluctuate after the occurrence of a relatively large earthquake, when the waves of smaller
earthquakes are hidden within the large amplitude waves of the bigger one (Kagan, 2004). When discussing the
issue of varying detection capability, the concept of the completeness or incompleteness of a catalog is often used.
In general, large earthquakes are more easily detectable than small ones. The magnitude of completeness (also:
completeness magnitude), which we will here denote with Mc, is the magnitude above which all earthquakes, in
the region and time span of interest, are assumed to be detected and thus to be present in a catalog. Because it is
impossible to know about the earthquakes that have not been detected, because they have not been detected, Mc

has to be estimated and various methods have been proposed to do this (e.g., Schorlemmer & Woessner, 2008;
Wiemer & Wyss, 2000).

The magnitude itself is a quantity that deserves discussion. An earthquake catalog is a complex entity because the
quantities it contains are inferred from seismograms through uncertain and non‐unique analyses. For the purposes
of earthquake forecasting, the magnitude deserves particular attention because it does not have a clear physical
meaning and forecasts are particularly sensitive to it. In contrast to the intensity of shaking, which varies between
different locations based on their distance to the earthquake and other relevant factors, the magnitude is meant to
be a unique quantity describing the size of the earthquake, independently of where it was measured. Several
different definitions of magnitudes (i.e., magnitude scales) have been developed in the literature, and the way
magnitudes are calculated varies strongly between the different scales, but also between different study regions.
Two of the most widely used magnitude scales are local magnitudes (ML) and moment magnitudes (Mw). Local
magnitudes are defined based on the maximum amplitudes of recorded transient displacement at a seismic station,
and the effects of the location at which the recording was made on the recording itself are corrected for, to obtain a
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unique value which ideally does not depend on the location of the recording. This magnitude scale was originally
introduced by Richter (1935) and is often called the Richter magnitude scale. Moment magnitudes (Hanks &
Kanamori, 1979) are more tightly linked to earthquake source features: they are based on the energy (the seismic
moment) released by the earthquake. Obtaining the moment released by an earthquake requires more complex
processing of the recorded data. It is usually only done for a subset of earthquakes for which local magnitudes can
be calculated. Both local and moment magnitudes, as well as other magnitude types not discussed here, scale
logarithmically with the physical quantity they intend to measure. Although different magnitude types are usually
defined such that the values of these different magnitude types of individual earthquakes coincide as much as
possible, an exact match is not generally possible and the presence of different magnitude types within a catalog is
another source of catalog heterogeneity which may need to be addressed by analysts. For example, using local or
moment magnitudes for the same earthquake catalog can result in substantially different b‐value estimates
(Deichmann, 2017) and some magnitude types adhere less closely to the Gutenberg‐Richter relationship than
others (Herrmann & Marzocchi, 2021). In the following, we will refer to magnitudes mostly without specifying
magnitude type, assuming what is discussed holds for different magnitude types.

The macroseismic intensity scales, such as the Modified Mercalli Intensity scale (MMI, H. O. Wood & Neu-
mann, 1931) on the other hand, are twelve‐level scales of Roman (ordinal) numerals which qualitatively indicate
an increasing level of shaking based on observed effects, in vast areas, of an earthquake on people, animals,
objects, infrastructure and landscape. Ultimately, these effects are what one is interested in when assessing the
risk posed by earthquakes. While an earthquake ideally has a unique magnitude (ignoring the just discussed
different possible magnitude scales), it can cause shaking of different MMI levels at different locations. However,
because of the qualitative nature of macroseismic intensities, and the fact that they do not relate to specific sites of
interest, quantitative risk assessment preferentially expresses earthquake hazard in terms of ground motion in-
tensity measures, which are coupled with vulnerability and consequence models to compute (probabilistic)
seismic risk metrics.

2.1.2. Description of Model Types Used for OEF

2.1.2.1. The Reasenberg and Jones Model

Combining the Omori‐Utsu law with the Gutenberg‐Richter relationship yields the arguably simplest model
currently used for OEF: the Reasenberg and Jones (R&J; 1989) model. It defines the rate λ(t,M) of earthquakes of
magnitude M or above at time t after a parent event of magnitude Mm as

λ(t, M) = 10a− b(M− Mm ) · (t + c)− p. (3)

Here, the second factor is the denominator of the Omori‐Utsu law, and the first factor describes the expected
number of aftershocks above a certain magnitude according to the Gutenberg‐Richter relationship. Note that the
parameter a here has a different interpretation than in Equation 2; here it controls the number of aftershocks larger
than the parent event. The R&J model is thus based on the assumption that the number of aftershocks larger than
their parent event is independent of the size of the parent event. A b‐value of 1 would imply that, counting all
aftershocks above a fixed magnitudeM, a magnitude 6 event has (on average) 10 times as many aftershocks as a
magnitude 5 event. Using the same scaling for aftershock productivity and the Gutenberg‐Richter relationship
produces a self‐similar process in which earthquakes in equal‐size magnitude bins produce the same total number
of aftershocks. It also implies that the aftershock and foreshock processes are similar and share the same scaling
(e.g., Felzer et al., 2004).

Reading the previous paragraph, one may have noticed that it mentions parent events rather than mainshocks, in
contrast to the originally used terminology of Reasenberg and Jones (1989). As noted earlier, this is to emphasize
that a parent event can trigger aftershocks of any magnitude. In fact, if a large aftershock occurs, it is expected to
trigger aftershocks of its own. It is a main limitation of the R&J model that it does not specifically model such
higher‐order aftershocks (i.e., aftershocks of aftershocks, and so on), but considers all aftershocks as triggered by
one event. This simplification allows the R&J model to be analytic and computationally efficient, advantages that
were particularly important when it was introduced.
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2.1.2.2. The Epidemic‐Type Aftershock Sequence Model

Around the same time as when the R&J model was introduced, Ogata (1988) first described what is now widely
known as the Epidemic‐Type Aftershock Sequence (ETAS) model, and it was first used as a forecasting tool by
Console et al. (2003). As suggested by its name, it models seismicity to resemble an epidemic, where earthquakes
recursively trigger more earthquakes, similarly to how infected beings can recursively infect others around them.
Numerous variants of ETAS formulations have been and keep being proposed (Asayesh et al., 2023; Console
et al., 2003; Guo et al., 2015; Harte, 2013; Helmstetter & Sornette, 2002; Nandan et al., 2017; Ogata, 1993, 1998,
2011; Ogata & Zhuang, 2006; Veen & Schoenberg, 2008; Z. Xiong & Zhuang, 2023). Generally, ETAS describes
the rate λ(t,x,y) of earthquakes with magnitudes above a reference magnitude Mr at time t and location (x,y) as

λ(t, x, y) = μ +∑
ti < t

k(mi) · g(t − ti) · f (mi, x − xi, y − yi). (4)

The key idea of the model is that earthquakes are partitioned into background earthquakes and triggered earth-
quakes. All earthquakes not triggered by a previous one are considered background and are assumed to occur
uniformly in time. The rate of background earthquakes with magnitudes aboveMr is captured by the parameter μ.

In addition to the background earthquakes come the aftershocks with magnitudes above Mr of all prior earth-
quakes. The summation in Equation 4 is over all earthquakes which occurred at times ti before time t and at
locations (xi,yi) and had magnitudes mi. Each prior earthquake contributes to the rate of triggered events, and the
rate of its aftershocks is defined through three components. The total number of expected aftershocks or after-
shock productivity k(mi) depends on the magnitude mi of the parent earthquake; the temporal decrease of the
aftershock rate is modeled through g(t − ti) and only depends on the elapsed time since the parent event. The
spatial distribution of aftershocks, f(mi,x − xi,y − yi), can depend on the magnitude of the parent event and is often
defined as isotropically decreasing with the distance to the parent event (Musmeci & Vere‐Jones, 1992;
Ogata, 1998). Figure 1 schematically illustrates the concept of aftershock triggering within the ETAS model.

The temporal aftershock decay is most often modeled according to the Omori‐Utsu law given in Equation 1. The
aftershock productivity k(mi) is often described to depend on the magnitude of the parent event through an
exponential relationship of the form

k(m) = K0 · 10α · (m− Mr), (5)

(Utsu, 1971). The parameter α parametrizes the increase of the aftershock number per magnitude unit of the parent
event. If α equaled the b‐value of the Gutenberg‐Richter relationship, as is often suggested, observed, and
imposed (Hainzl et al., 2008, 2013; van der Elst et al., 2022), the assumption made in the R&J model that the
number of aftershocks larger than their parent event is independent of the parent event magnitude would be
fulfilled.

A variety of spatial aftershock decay kernels has been proposed and will not be further discussed here; instead, we
refer to Zhuang et al. (2011) for a detailed technical overview of spatio‐temporal ETAS models. The description
of the ETAS model given here is a simplistic one. Variants in which the background seismicity rate μ, but also
other model parameters, vary in space and/or time are common. Generally, the estimation of ETAS parameters
has been studied thoroughly, yielding improved parameter estimation techniques (e.g., Lippiello et al., 2014;
Lombardi, 2015; Ross, 2021; Schneider & Guttorp, 2020; Veen & Schoenberg, 2008) and aiming to understand
and address biases in parameter estimates due to data imperfections (e.g., Grimm et al., 2022; Harte, 2013; Seif
et al., 2017).

The important quality of the ETAS model that it accounts for higher‐order aftershocks is also the cause of a
noteworthy drawback: even when the parameters describing background seismicity and aftershock triggering are
known, the expected rate of future earthquakes cannot be calculated analytically. To obtain the expected rate of
events at time t, the summation in Equation 4 is over all events that occurred prior to t. In practice, one may be
interested in the expected rate of events hours, days, weeks or even years into the future. Thus, aftershocks of
events that have not yet occurred when the forecast is calculated are not accounted for in Equation 4. Modelers
address this by issuing many simulated stochastic event sets, containing simulated earthquakes and cascades of
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aftershocks, which yields more correct forecasts (Helmstetter & Sornette, 2003) but requires more computation
time.

2.1.2.3. The Epidemic‐Type Earthquake Sequence Model

Although some authors use the name Epidemic‐Type Earthquake Sequence (ETES) model as a synonym for the
ETAS model (e.g., Helmstetter et al., 2006), we maintain its original use as a special case of the ETAS model
based on the Omori‐Utsu law for the temporal aftershock decay, and a circular symmetry around the triggering
event's epicenter for the spatial component of the rate (Console et al., 2003; Falcone et al., 2010). The main
distinction between ETES and ETAS as defined in Equation 4 can be summarized in the following points.
1. The background component of the rate is still time‐invariant, but it depends on a failure rate, defined as the
ratio between the expected number of background events and the total number of events.

2. In ETES, the expected spatial density of triggered events does not depend on the magnitude of the triggering
event and hence is of the form f(x − xi,y − yi).

3. The parameter α in Equation 5 is set to 1.0. Physically, this means that the number of triggered events scales
with the magnitude of the parent event in a similar way as its rupture area (Console et al., 2006; Hainzl
et al., 2008; Murru et al., 2014). Note that assuming a b‐value of 1.0, setting α = 1.0 is equivalent to setting α
equal to b, which was discussed earlier. The ETES model with α = 1 was applied to the aftershock sequence
following the 2011 Mw 9.0 Tohoku‐Oki, Japan, earthquake and achieved a better performance at forecasting
event numbers compared to other models submitted in the same test (Nanjo et al., 2012).

2.1.2.4. The Short‐Term Earthquake Probability Model

The Short‐Term Earthquake Probability (STEP) model (Gerstenberger et al., 2004; Woessner et al., 2010) is
based on the same core principles as the R&J and ETASmodels. It uses the R&Jmodel to describe aftershock rate,

Figure 1. Schematic illustration of the ETASmodel. (a) Background earthquakes (turquoise) and aftershock cascades (black).
Arrows indicate triggering. (b) Composition of the earthquake rate into a temporally invariant background rate and
aftershock rate. The aftershock rate itself has three independent components: it decays with time and distance from the parent
event, and increases with the magnitude of the parent event. All earthquakes (background events and triggered events) follow
the same magnitude distribution.
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but differs from it in that it does, in addition, include a component that models the long‐term background seis-
micity, does account for aftershocks of aftershocks, and does include a description of seismicity in space. It thus
shares its main advantages over the R&J model with the ETAS model. The way in which these issues are
addressed however differs between ETAS and STEP. While in ETAS, the background and the recursive space‐
time aftershock triggering are all self‐consistently described within a single model, the STEP model is a com-
bination of several components that could themselves be viewed as individual models.

Besides a time‐invariant component, a STEP model can have several time‐variant components: a generic one
based on past seismicity, and sequence‐specific ones which can be derived in different ways. In these time‐variant
components, recorded earthquakes are classified to be either primary events or secondary events. An event is
considered secondary if it is an aftershock of a specific prior event, which can but does not need to be a primary
event. Aftershocks are associated with their parent events through aftershock zones defined in space and time, and
they can only be considered aftershocks of events of equal or larger magnitude. As in ETAS, all earthquakes are
considered capable of triggering aftershocks. A distinction is made however between primary and secondary
events, where a sequence‐specific set of parameters can describe the expected aftershock rate of primary events.
In contrast, secondary events always use generic parameters. Within one component, the forecasted rate of events
at a given location is given as the maximum of forecasted aftershocks at that location of all previous primary or
secondary events.

The different time‐dependent components are combined by weighting them according to how well they fit the
observed data, and the combined rate forecast is added to the time‐independent rate forecast to obtain the final
STEP forecast.

An advantage of the STEP model is that, similar to the R&J model, it is analytic and computationally efficient,
while partially including secondary triggering (unlike the R&J model). Its process of combining time‐dependent
components with a long‐term hazard model allows it to easily integrate, and be consistent with, authoritative
national seismic hazard models. STEP can accommodate different spatial kernels and can either fit a two‐segment
fault model or take external finite fault input. A disadvantage of STEP, compared to ETAS, is that it does not fully
model secondary triggering.

2.1.2.5. The Every Earthquake a Precursor According to Scale Model

The Every Earthquake a Precursor According to Scale (EEPAS) model was introduced by Evison and
Rhoades (2004) and Rhoades and Evison (2004). Although it shares the key principle of the ETAS model of
describing earthquake rate as the sum of a background term and the sum of rate contributions of prior events (see
Equation 4), the specific way in which prior events contribute to the forecasted rate differs substantially from the
ETAS formulation. There is no suggestion that each earthquake may trigger its own offspring. Rather, each
earthquake is regarded as evidence of a medium‐term seismogenic process taking place on the scale indicated by
its magnitude (Rhoades, 2007). The probabilistic distribution of an earthquake's contribution is lognormal in time,
isotropic bivariate normal in space and normal in magnitude (Rhoades & Evison, 2004).

The EEPAS model is underpinned by the observation that prior to most large earthquakes the rate and magnitude
of smaller earthquakes increases in the source region of the large earthquake. This precursory scale increase (Ψ‐
phenomenon) takes place within a precursor time TP and precursory area AP. Evison and Rhoades (2004) showed
that TP, AP, and the mainshock magnitudeMm all scale with the precursor magnitudeMP (defined as the average
of the three largest precursory earthquake magnitudes). Thus,MP is predictive of the time, magnitude and location
of forthcoming mainshocks. The assumption behind EEPAS is that the three Ψ predictive relations are pervasive
at all scales in the seismogenic process. The model regards every earthquake as a precursor, according to scale, of
larger earthquakes expected to follow it in the coming months, years, or decades, depending on its magnitude and
the regional earthquake rate.

2.1.2.6. Ensemble Models

Rather than relying on a single model to provide a forecast, one can combine multiple models into one ensemble
model. Ensemble modeling proved beneficial in various fields and applications such as weather/climate fore-
casting (Hagedorn et al., 2005; Krishnamurti et al., 2000; Tebaldi & Knutti, 2007), flood forecasting (Cloke &
Pappenberger, 2009), ecology (Buisson et al., 2010), computer security (Menahem et al., 2009), and long‐term
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seismic hazard assessment (Gerstenberger et al., 2020). Ensembles can emphasize the individual strengths of
different types of models (e.g., physical, statistical, deterministic), aim to achieve better performance than the best
single model, are more flexible than single models, and better capture (different kinds of) uncertainty.

In earthquake forecasting research, several ensembles have been created using various methods. On short‐term
(time‐varying) scales, weighted averaging of rate‐based statistical models is common (Helmstetter &
Werner, 2014; Herrmann & Marzocchi, 2023; Llenos & Michael, 2019; Marzocchi, Zechar, & Jordan, 2012;
Rhoades & Gerstenberger, 2009; Taroni et al., 2018), and some ensembles incorporate physical information
(Király‐Proag et al., 2018; Steacy et al., 2013) or make an existing model more flexible (Gerstenberger
et al., 2004; Mizrahi, Nandan, et al., 2023). These studies have shown promising results, even though ensembles
have not always performed much better than the best individual model. On long‐term (time‐invariant) scales, a
multiplicative procedure has been used to incorporate models and data other than earthquake rates, like strain and
fault slip rates (Bird et al., 2015; Rhoades et al., 2014, 2017). Prospective testing of some of those has shown
mixed results: although they can outperform their candidate models on a global scale (Strader et al., 2018), they
may not do so on a regional scale (Bayona et al., 2022). Despite a wide range of possible ensemble methods, only
weighted averaging allows for considering the dispersion of the single forecasts to inform about the epistemic
uncertainty (Marzocchi & Jordan, 2014, 2017), that is, our lack of knowledge. A reasonable estimation of the
epistemic uncertainty should be based on weights that account for the correlation of the forecasts (Marzocchi,
Zechar, & Jordan, 2012) or maximize the forecasting skill of the ensemble (Herrmann & Marzocchi, 2023).

Even if some ensembles have not greatly outperformed the best‐performing single model, they do not usually
perform much worse. It remains to be seen whether the relatively limited skill improvements are due to sub-
optimal ensemble methods, the limited skill of the single models, or because models did not complement each
other well. A possible path for more skilled ensembles is to incorporate diverse models (e.g., physics‐based
approaches, for short‐term earthquake forecasting like those proposed by Mancini et al. (2019), Cattania
et al. (2018), Sharma et al. (2020); or Dahm and Hainzl (2022)), because diversity increases the predictive pool
and enables exploiting well‐performing forecasting models.

2.2. Background on Earthquake Forecast Model Testing

One decision‐making process in OEF involves the selection of one or more suitable forecasting models. While
many factors might affect the selection process (including less or non‐scientific aspects such as required
computational resources in real‐time, ability to explain the model to non‐experts, internal expertise to develop and
maintain the model, maintaining some continuity with past model forecasts, etc., see also Marzocchi &
Zechar, 2011), a key scientific question is howwell a model can forecast future seismicity, especially in relation to
other available models. OEF itself is motivated by scientific studies concluding that some time‐dependent models
forecast earthquake clustering better than time‐independent models (e.g., Cattania et al., 2018; Helmstetter
et al., 2006; Werner et al., 2011), most obviously during aftershock sequences. Thus, a major community effort
has focussed on the performance evaluation of available earthquake and aftershock forecasting models, including
OEF candidate models. This subsection reviews some of the basic concepts and methods that the community has
used to assess model performance. We will focus primarily on the major community effort organized by the
global Collaboratory for the Study of Earthquake Predictability (CSEP; Jordan, 2006; Field, 2007; Michael &
Werner, 2018; Schorlemmer et al., 2018; Savran et al., 2022).

2.2.1. Basic Concepts

2.2.1.1. Testing

Model inference, evaluation, and selection are all well‐established and still evolving fields, with many approaches
and applications from across many disciplines. The philosophical foundations of (probabilistic) model evaluation
approaches continue to be debated (Harte & Vere‐Jones, 2005; Serafini et al., 2022), perhaps as a result of the
different interpretations of probability (Marzocchi & Jordan, 2014). The seismological community has thus far
largely focused on classical frequentist‐type testing of probabilistic forecasts, some of which are described below
(see Basic Methods). A recognition of the shortcomings associated with frequentist testing and likelihood‐based
model comparisons (e.g., Field, 2015; Nandan et al., 2019; Savran et al., 2022; Werner & Sornette, 2008) has
recently led to more modern approaches, including simulation‐based inference approaches (e.g., Page & van der
Elst, 2018; Savran et al., 2020, 2022), Bayesian (e.g., Marzocchi, Zechar, & Jordan, 2012) and unified approaches
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(Marzocchi & Jordan, 2014, 2017, 2018), the latter two of which are beyond our scope here but provide
compelling frameworks. In the present context, we can define testing a forecasting model as formal procedures to
identify discrepancies between forecasts and data, and interpreting these discrepancies in terms of their scientific
and/or practical implications. Typically, models are also compared against each other in comparison tests.

2.2.1.2. Testability

A study of the “tumultuous history of earthquake prediction” (Hough, 2010) shows that many past claims of
successful earthquake predictions and forecasts based on models were not reproducible (see, e.g., National
Academies of Sciences, Engineering, and Medicine, 2019), including those in peer‐reviewed publications. A
range of reasons can explain this, but many can be summarized by a lack of testability of a model (e.g., Jack-
son, 1996). To be testable, there must be (a) a clearly defined region and depth over which the forecast or pre-
diction applies, a magnitude range, and a time window, (b) a clear definition of which characteristic of an
earthquake is being forecast (e.g., epicenter or centroid, moment magnitude or surface wave magnitude) and (c) a
pre‐specified authoritative, independent source of target/test data (e.g., Jackson & Kagan, 1999).

2.2.1.3. Authoritative, Independent Test Data Sources

An ambiguity in testing involves the choice of the target or test data set, at times for the same earthquake.
Earthquake catalogs are data products derived from seismic waveform observations, quantitative models of the
Earth, fixed or adjusted parameters, and sometimes ad hoc human intervention. The same earthquake might be
assigned different parameters by different networks, or even multiple Psource parameter estimates (e.g.,
magnitude) by the same network. To avoid this ambiguity and any potential bias due to a post‐hoc selection, the
source and type of test data should be specified in advance, and originate from authoritative, independent net-
works and agencies.

2.2.1.4. Prospective Testing

The earthquake forecasting community places great emphasis on prospective testing, which comprises the
evaluation of forecasts against future, yet‐to‐be‐collected seismic data. For example, a forecast created and
archived in real‐time can be evaluated prospectively in the future against the earthquake data collected between
when the forecast was issued and the end of the testing window (also called the forecast horizon). Prospective
testing can also be conducted in a delayed manner, that is, with forecasts not created in real‐time, when the model
is entirely isolated from any data beyond the forecast issue time, and the test data set is fully specified before the
forecast issue time. This requires fully automated and transparent procedures to ensure a zero‐degrees‐of‐freedom
environment. In its first phase, CSEP built and managed so‐called testing centers (Schorlemmer & Ger-
stenberger, 2007; Zechar, Gerstenberger, & Rhoades, 2010; Zechar, Schorlemmer, et al., 2010) to implement
delayed prospective testing by providing a controlled, secure and automated environment to test models with at
least a 1‐month delay. In this way, delayed prospective testing can remain entirely out‐of‐sample (i.e., model
fitting and testing data are strictly separate) and, importantly, testing is against future data that neither model nor
modeler have seen. Prospective testing provides the most objective view of the forecast skill of a model due to
excluding even unconscious biases of modelers. It is often assumed to provide the most reliable estimate of future
performance, although it is not yet clear for how long models must be tested to obtain stable and robust per-
formance estimates. This is however not a specific problem of prospective testing, but one of testing in general.

2.2.1.5. Retrospective Testing

In contrast to prospective testing, retrospective testing is the testing of forecasts against past data. In retrospective
testing, the test data were available to the modelers and thus consciously or unconsciously influenced modeling
and/or testing choices (e.g., Schorlemmer et al., 2018). Test data may or may not have been explicitly used to fit or
calibrate a model. To emphasize when test data were not known by the model, and when time‐dependent causality
was preserved when separating the test data from the data used for model fitting, the term pseudo‐prospective
testing, described below, is often used. Figure 2 visualizes the different testing modes in terms of the data
split between test data, data known to the model, and data known to the modelers. An example of retrospective
testing for which time‐dependent causality is not preserved is shown at the bottom of the figure, where the test
data are not known by the model, but cover a period before the period used for model calibration.
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Because truly prospective testing is often associated with long waiting times to obtain the yet‐to‐be‐collected data
against which forecasts are evaluated, most scientific publications report model evaluations conducted retro-
spectively. The main drawback of retrospective testing is that modeling choices or testing choices (e.g., the choice
of a particular data set for testing) may affect model performance, even when testing data were not explicitly used
by the model. The extent of the resultant bias in performance is difficult to assess. However, a rule of thumb is that
retrospective performance will provide an upper bound to truly prospective performance. Nevertheless, retro-
spective tests provide added value by acting as sanity checks, ensuring that the models function as intended by the
modelers.

Figure 2. Different modes of testing, visualized in terms of the data split between test data, data known to the model, and data known to the modelers.
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2.2.1.6. Pseudo‐Prospective Testing

The subset of retrospective testing called pseudo‐prospective testing aims to mimic the circumstances of pro-
spective testing and preserve time‐dependent causality. Models are being calibrated using data only until a certain
time t0 in the past, and are then used to produce forecasts for the time after t0. In this way, models and modelers
pretend not to know what occurs after time t0, but the modelers might be biased due to their knowledge of the
testing data or certain features thereof. Thus, while pseudo‐prospective tests can formally be considered out‐of‐
sample, modeling and/or testing choices may still be consciously or unconsciously influenced by the testing data,
rendering pseudo‐prospective tests less informative of a model's performance than truly prospective tests.

Thus, while pseudo‐prospective tests can formally be considered out‐of‐sample, modeling and/or testing choices
may still be consciously or unconsciously influenced by the testing data, rendering pseudo‐prospective tests less
informative of a model's prospective performance than truly prospective tests.

2.2.1.7. Partially Prospective Testing

In the literature, a testing approach that neither qualifies as prospective, nor can be considered fully retrospective
and is thus not captured by the established terminology, can often be found. This approach, which we define as
partially prospective testing, involves testing forecasts against partially future, partially past data. For instance,
researchers might generate a forecast of aftershocks a few hours or days after a mainshock, for example, after
quality‐controlled information about the mainshock source parameters have become available, such as magni-
tude, faulting mechanism or the hosting fault, or researchers may have calibrated their aftershock model to a new
region that experienced the mainshock (see e.g., Mancini et al., 2020; Milner et al., 2020, for forecasts issued
during the 2019 Ridgecrest, California, sequence). During this time, aftershocks will already have occurred and
been recorded, and indeed may influence the quality control of mainshock parameters, such as its rupture planes
and spatial extent. The forecast horizon, however, might start in the past (at the time of the mainshock) and extend
into the future, so as to be useful in some form. In addition, these forecasts might eventually be evaluated and
published in a peer‐reviewed publication, but no time‐stamped archived record of the forecast might exist.

As illustrated in Figure 2, we make an overall distinction between prospective and retrospective testing, where
prospective testing can be done in real time or in a delayed manner, and retrospective testing can be done pseudo‐
prospectively (with a data split that does preserve time‐causality), or out‐of‐sample with a data split that does not
preserve time causality, or in‐sample. In‐between these two categories lies partially prospective testing.

2.2.2. Basic Methods

2.2.2.1. Forecast Specification

During the first CSEP experiment, the Regional Earthquake Likelihood Models (RELM) experiment of 5‐year
forecast models in California (Field, 2007; Schorlemmer et al., 2007), modelers decided to define a forecast Λ
as the expected number of events (mean rates) in a space‐magnitude discretization (cells/bins of a grid), such that
Λ = {λi} for i = 1, ….,I bins. These long‐term forecasts were time‐independent, both in the sense of their
mathematical formulations (statistical descriptions were not explicitly dependent on time) and the decision that
models would not be updated with new data during the forecast time horizon. This implied that forecast models
could be issued for testing as flat files of numerical data (Schorlemmer & Gerstenberger, 2007). Following this
scheme, short‐term 1‐day RELM forecasts (relevant for OEF) were also specified as mean rates on a space‐
magnitude grid. However, it was required that the model source code be available for prospective testing, so
the forecasts could be updated with new data after the 1‐day time window, while preventing the modelers from
modifying the original model formulation. In practice, the first generation of short‐term forecasts handled by
CSEP was tested in a similar fashion and with similar metrics as the long‐term forecasts, with the only difference
of providing a temporal evolution of the testing results (e.g., Cattania et al., 2018; Taroni et al., 2018).

2.2.2.2. Likelihood‐Based Model Scoring, Comparison, and Ranking

The probabilistic nature of forecasts allows them to be evaluated using likelihood functions. That is, the joint
probability L(Ω,Λ) of the observations Ω (i.e., the testing catalog), interpreted as a function of the issued prob-
abilistic forecast Λ, measures how well a forecast explains the observed data. This concept is illustrated in
Figure 3. Forecast scoring usually employs the log‐likelihood score (or log‐score) LL(Ω,Λ) = lnL(Ω,Λ), with
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higher values implying a better performance. The original RELM testing formulation involved evaluating the log‐
likelihood function assuming a Poisson process, for multiple reasons: (a) it yields mathematical tractability for
space‐magnitude discretizations due to the independence of the distributions of event counts in the resulting bins/
cells, (b) it can be derived from only one temporal parameter (the mean rate), and (c) its simple formulation
enables confronting various types of models, even models that have no explicit likelihood functions. The
multivariate Poisson log‐likelihood is given as

LL(Ω, Λ) =∑
I

i=1
ln (

λi)
ωi

ωi!
e− λi , (6)

where ωi is the number of events observed in the ith space‐magnitude bin. The log‐likelihood scores of different
models can be compared to one another: a model with higher LL(Ω,Λ) than another provided a better forecast of
the observationsΩ. A ranking of the models' performance can then be built by ordering the forecasts according to
their scores.

Differences in log‐likelihood scores of different models are often referred to as information gain (IG), or, when
divided by the number of earthquakes contained in the testing catalog, as information gain per earthquake (IGPE).
Hereby, a positive IG (or IGPE) suggests a better performance of the alternative model, while negative IG
suggests poorer performance and an IG of 0 suggests equal performance in terms of the log‐likelihood score.

2.2.2.3. Frequentist (Consistency) Testing

Under the frequentist approach, predictive statistical distributions of a forecast model can be submitted to
standard hypothesis testing, which informs us how (in)consistent a model is with new data. In traditional CSEP
tests (Kagan & Jackson, 1995; Schorlemmer et al., 2007; Zechar, Gerstenberger, & Rhoades, 2010; Zechar,
Schorlemmer, et al., 2010), referred to as consistency tests, the likelihood function evaluated on observed data is
compared to likelihood values generated by the forecast thought of as a random process. Specifically, consistency
tests determine whether L(Ω,Λ) falls within or outside a given confidence interval of a likelihood distribution
L̂ = {L(Λ j,Λ)} obtained from a set of synthetic catalogs {Λj} simulated using a Poisson process (e.g., Kagan &
Jackson, 1995). A forecast is deemed inconsistent when a quantile score γ, defined as

γ =
|{L(Λ j, Λ) such that L(Λ j, Λ)< L(Ω,Λ)}

⃒
⃒

⃒
⃒{Λ j}

⃒
⃒

, (7)

satisfies γ < p for a given critical value p, where |A| denotes the number of elements contained in a set A. The
quantile score can be interpreted as the probability that a likelihood score sampled from L̂ is lower than that of the
observationsΩ. This likelihood consistency test (L‐test) is complemented with the Number (N‐), magnitude (M‐)

Figure 3. Schematic illustration of the concept of the log‐likelihood score. (a) Observed numbers of earthquakes in individual cells of a spatial grid. (b) Comparison of
likelihoods of the observed numbers under two alternative models for a particular cell. To obtain the log‐likelihood score of a model, the logarithms of the likelihoods
are summed over all grid cells (Figure adapted from Mizrahi et al. (2024)).
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and Spatial (S‐) tests, which follow the same principle, but the likelihoods are calculated from forecasts reduced to
the corresponding N‐, M‐, or S‐space (e.g., only the total number of events in the region; only the magnitude
distribution; only the spatial distribution), by summing the mean rate of Poisson distributions across the bins of
the remaining dimensions. An extensive description, reformulation and implementation of these tests can be
found in Schorlemmer et al. (2007), Zechar, Gerstenberger, and Rhoades (2010), Zechar, Schorlemmer,
et al. (2010), Werner et al. (2011), Rhoades et al. (2011), and Savran et al. (2022).

Due to the spatio‐temporal clustering and correlations in earthquake distributions, limitations of assuming a
Poisson process when estimating L̂ quickly became evident in short‐term forecasting experiments (e.g., Lom-
bardi, 2014; Lombardi & Marzocchi, 2010a, 2010b; Nandan et al., 2019; Werner & Sornette, 2008). But the
Poisson and cell independence approximations can also break down in long‐term forecast experiments at higher
magnitude thresholds when clustering persists. To reduce the undesired strong influence of clustering within cells
on testing results, Bayona et al. (2022) used a binary likelihood of observing either zero or n ≥ 1 earthquakes in
each cell. To avoid the unrealistically narrow Poisson distribution for the total number distribution, Werner
et al. (2010) used an overdispersed negative‐binomial distribution to describe and assess the total number
forecasts of models (see also e.g. Kagan, 2010). Nandan et al. (2019) smoothed ETASmodel simulations to derive
ETAS‐specific cell‐wise likelihood functions, thus representing the marginals within each cell well, while
maintaining the cell‐independence assumption.

2.2.2.4. Simulation‐Based Testing

From a modeling perspective, dependencies between earthquakes are already captured in simulation‐based
forecasting methods, such as ETAS, which provide synthetic catalogs directly through simulations, rather than
from assumed statistical distributions of event counts in given cells. Savran et al. (2020) thus extended the
traditional CSEP tests by relaxing the assumption that earthquakes follow independent Poisson distributions in
discretized space‐time‐magnitude regions. Instead, CSEP catalog‐based tests are based on pseudo‐likelihoods
(and other metrics) that are aggregated over the likelihood scores of earthquakes in the test set, rather than
over the cells/bins of the forecast region (as in Equation 6), by using the log‐likelihood definition for a continuous
point process,

LL(Ω, Λ) =∑
N

i=1
ln λ(ei|Ht) − ∫

R

λ(e|Ht) dR, (8)

where λ(Ht) is the conditional intensity function specifying the point process,Ht is the earthquake history until the
time t of the forecast, and R is the (space‐time‐magnitude‐) region for which the forecast is issued, and the
summation is over all events ei ∈ Ω. We direct the interested reader to Daley and Vere‐Jones (2003, 2008) for a
thorough introduction to the theory of point processes. Because the analytical description of λ(Ht) may not be
given, it is approximated from simulated catalogs as λ(Ht) = E[λ(e|Ht)|Rd] at a region discretization Rd. In this
way, pseudo‐likelihood distributions can be built (and tested for consistency) for models that fully represent
overdispersion and spatio‐temporal dependencies through simulations.

2.2.2.5. Other Methods

Additional tests have been proposed in the literature, which do not depend on (pseudo‐) likelihood functions or
have not been yet implemented in routine CSEP experiments. These include Turing‐style tests that determine if a
set of simulations can imitate the behavior of observed catalogs (Page & van der Elst, 2018). For this, they devise
a series of statistical descriptors that summarize the rate and magnitude distributions of a catalog, as well as
foreshock/aftershock productivity and spatio‐temporal clustering. In the same fashion as consistency tests,
Turing‐style tests observe if the observed catalog's descriptors lie within a confidence interval from those
generated by a set of simulations. Furthermore, earthquake forecasts have been submitted to tests based on
second‐order (spatial) statistics (e.g., Clements et al., 2011; Veen & Schoenberg, 2006), which are based on K‐
functions (Ripley, 2005) to determine the level of clustering or inhibition of a catalog. Clements et al. (2011) also
describe a series of residual analysis for point‐process methods, which consist of transforming the points of a
simulated/observed catalog (e.g., by rescaling, thinning, superpositioning), such that the resulting transformed
process should be homogeneous‐Poisson if the original model were consistent with the observations.

Reviews of Geophysics 10.1029/2023RG000823

MIZRAHI ET AL. 15 of 70

 19449208, 2024, 3, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023R

G
000823 by H

elm
holtz-Z

entrum
 Potsdam

 G
FZ

, W
iley O

nline L
ibrary on [15/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



2.3. State of Research in Earthquake Forecast Communication

“What will happen next?” is one of the most frequently asked questions after an earthquake felt by the public.
Short‐term earthquake forecasts allow us to reply to this question in a probabilistic way. Following the 2009
L’Aquila earthquake, a scientific discourse started on how (and if) earthquake forecasts should be made available
to society (Jordan et al., 2011; Marzocchi, Iervolino, et al., 2015; Marzocchi, Jordan, & Woo, 2015). While the
value of long‐term forecasts was clear (i.e., building codes, risk management plans (Marti et al., 2019)), the
effective use of short‐term earthquake forecasts by societal stakeholders was still unexplored (Jordan et al., 2011).
Through workshops with experts and stakeholders, key concepts and relevant issues to be considered when
communicating forecasts to society were derived (Field et al., 2016; Marzocchi, Iervolino, et al., 2015; Mar-
zocchi, Jordan, & Woo, 2015). Furthermore, New Zealand has evaluated earthquake forecast communication
products (e.g., tables, maps) and provided advice for other regions aiming to communicate forecasts (Becker
et al., 2018, 2019, 2020). Other research teams around the world have also been advancing the ways to best
communicate earthquake forecasts (e.g., Dryhurst et al., 2022; Schneider, Wein, et al., 2023), which are sum-
marized in the following paragraphs.

Earthquake forecasts are useful for various stakeholders ranging from first responders and critical infrastructure
owners to the general public (Field et al., 2016). Depending on their professions and experiences as well as the
severity of the event, stakeholders have different information needs that evolve throughout the sequence (Becker
et al., 2019). Becker et al. (2020) have shown that agencies and the public in New Zealand make use of earthquake
forecasts for, among others, timing infrastructure repair and rebuilding, land‐use planning decisions, undertaking
preparedness actions such as organizing essential supplies and emergency items, or deciding about safe access to
buildings. This is in line with the purposes of earthquake forecasts in the United States (U.S.), where for example,
used by the Federal Emergency Management Agency (FEMA) to set the temporal duration of disaster declara-
tions (Michael et al., 2020; van der Elst et al., 2020). Furthermore, hospitals may use earthquake forecasts to
postpone high‐risk treatment and elective surgery until the chance of aftershocks has significantly declined (Field
et al., 2016). However, making sense of the probabilities of forecasts in ways that translate into actions and
measures is not trivial and needs further investigation (Becker et al., 2018), especially in countries with moderate
seismic risk where people only rarely experience earthquakes.

Studies on stakeholders' information needs have shown that a wide range of information is requested, from basic
facts about aftershocks through to more technical information. The general public, for example, desires infor-
mation about the likely future earthquake locations, the likely future magnitudes/intensities and locations of
aftershocks, the expected duration of the aftershock sequence, and guidance on what to do during the aftershock
sequence (Becker et al., 2019). Communicating forecasts can also fill information vacuums that set the stage for
amateur earthquake predictions and misinformation (Marzocchi, Iervolino, et al., 2015; Marzocchi, Jordan, &
Woo, 2015). Furthermore, recently conducted workshops in the United States, Mexico, and El Salvador by a
multinational team revealed that for numerous stakeholders (from emergency managers to engineers to science
communicators), the spatial distribution of forecasted shaking was of top priority, though other types of infor-
mation could support profession‐specific use cases (Schneider, Wein, et al., 2023). In general, it is crucial that the
forecasts are put into a context relevant to the stakeholders, and the information is personalized (Becker
et al., 2019). Moreover, one should make the purpose of the forecast clear, communicate the limitations, and
explain the difference between a forecast and a warning (Freeman et al., 2023). Becker et al. (2020, p. 3343) thus
recommend “developing a diversity of audience‐relevant OEF information for communication purposes,
alongside advice on how such information could be utilized.”

Forecasts should be provided in multiple formats (Becker et al., 2019) and with a layered approach, which means
providing multiple pieces of information in a layered manner and, thus, allowing users to access the information
they are interested in or need for their decision making (M. M. Wood et al., 2012, 2018). Studies have shown that
maps were requested most frequently by users (e.g., Becker et al., 2018). If well‐designed, they can be an effective
way to display the spatial distribution of natural hazards and risks (Stieb et al., 2019; Thompson Clive
et al., 2021). So far, only a few studies have analyzed short‐term forecast maps (e.g., Becker et al., 2020;
Schneider, McDowell, et al., 2022), but best practices from long‐term hazard maps can be used as a reference
point (e.g., Dallo et al., 2023; Marti et al., 2019; Schneider, Cotton, & Schweizer, 2023). When using tables, it is
recommended to put the forecasted number of shocks of a certain magnitude alongside the actual observed
number for periods that have already passed because it can reassure information recipients of the accuracy of the
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forecast (Becker et al., 2019). Regarding textual information, Doyle et al. (2020) recommend to use the expression
“within the next x” instead of “in the next x,” to avoid the propensity for people to think the event will happen at
the end of this time window. Furthermore, Dryhurst et al. (2022) recommend presenting probabilities of events
occurring as both percentages and expected frequencies. They conducted tests on diverse formulations of
earthquake probabilities for online platforms, involving the general public across multiple countries. By
considering best practices from various fields, they demonstrated that the following formulation enhances the
public's comprehension of low percentages: “With current levels of seismic activity the chance of an earthquake of
[insert magnitude or intensity information here] happening in [insert location information here] between [insert
dates here] is: x%. Imagine 100,000 places with exactly the same chance of an earthquake as [insert location
information here]. In the week of [insert dates here], with an x% chance, we would expect: An earthquake of
[insert magnitude or intensity information here] to happen in y of these places. No earthquake of [insert
magnitude or intensity information here] to happen in z of these places.” Given the implications that such
framings can have on people's interpretation and use of forecasts, it is important to continue exploring the best
ways of presenting such information.

Studies have also identified various challenges. First, earthquake forecasts can cause anxiety, which can nega-
tively affect people's psychosocial health and well‐being (Becker et al., 2019; Schneider, Wein, et al., 2023;Wein,
Becker, et al., 2016; Wein, Potter, et al., 2016). Second, earthquake forecasts may negatively influence sectors
such as tourism, if people perceive the earthquake risk as too high and delay their activities (Becker et al., 2018).
Third, professionals and the general public struggle to interpret probabilistic information and translate it into
actions (Becker et al., 2020), though effective methods for visualizing uncertainty have been found (Schneider,
Freeman, et al., 2022), and there lies potential in providing advice alongside probabilities to guide people in
making decisions (e.g., “check your preparedness”; M. M.Wood et al., 2012). Thereby, accounting for individual
variations in social background, knowledge, and the associated response capabilities remains a challenge (Mileti
& Sorensen, 1990). Fourth, people tend to compare earthquake forecasts with weather forecasts, thus expecting
that the precise location and time of a future earthquake can be estimated (Dryhurst et al., 2022). Fifth, the absence
of significant damage caused by a large event can lead to a normalization bias among non‐victims. This can limit
their perception of the risk posed by subsequent damaging aftershocks and affect their responsiveness to forecasts
(Mileti & O’Brien, 1992). Sixth, given that people have expressed willingness to know and understand the un-
certainties associated with OEF (Becker et al., 2018), including stochastic (system variability) and epistemic (lack
of knowledge) uncertainty, these warrant further study in terms of understanding how to communicate such
concepts in ways that are meaningful to people and support action (Doyle et al., 2019; Hudson‐Doyle et al., 2018).

Future research is needed to (a) test if people correctly interpret the forecasts and are able to apply them to
practical actions (Doyle et al., 2020), (b) define thresholds, or impact‐based contexts, for when it is recommended
to take certain actions (Becker et al., 2018), (c) develop interactive systems where each user can set their own
thresholds since they are profession‐ and use‐case‐specific (Schneider, Wein, et al., 2023), (d) assess users' needs
in countries aiming to communicate earthquake forecasts, following the approach of Schneider, Wein,
et al. (2023), also enabling cross‐culture comparisons (Becker et al., 2018), and (e) evaluate how one could go
from earthquake forecasts to earthquake loss forecasts (e.g., Iervolino et al., 2015).

3. Examples of OEF Systems Worldwide
We here provide a comprehensive review of three examples of OEF systems in Italy, New Zealand, and the
United States. This encompasses an overview of the model types, tests applied, and communication tools
employed by these countries to provide earthquake and aftershock forecasts. The aim is to foster transparency in
the interest of the public as well as modelers worldwide who intend to develop OEF systems.

The countries covered here were selected because (a) they are among the few countries that do OEF according to
the definition in this article, and (b) they are also represented by participants of the expert elicitation conducted by
Mizrahi, Dallo, and Kuratle (2023) and presented in Section 4. For recent advancements in the development of
OEF systems in China, we refer to Z. Liu et al. (2023), and to Omi et al. (2019) for the case of Japan. Furthermore,
Kamer et al. (2021) and Nandan et al. (2021) describe the non‐authoritative “earthquake prediction platform”
RichterX, which has provided global earthquake forecasts since 2019 and allows users to submit earthquake
predictions.
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We divide the relevant issues into three pillars: the development, testing, and communication of earthquake
forecasts. At the end of each pillar, a summary is provided in table format. After the description of the OEF
systems of the three countries, the last part of this section of the review will describe the concept of Operational
Earthquake Loss Forecasting (OELF): how to turn time‐variant earthquake probabilities into time‐variant esti-
mates of seismic hazard and risk.

3.1. Model Development

3.1.1. Italy

The probabilistic forecasts delivered by the OEF‐Italy system are obtained from an ensemble model, which is the
weighted combination of three stochastic models typically used in statistical seismology: Epidemic‐Type
Aftershock Sequence (ETAS) (Lombardi & Marzocchi, 2010a, 2010b), Epidemic‐Type Earthquake Sequence
(ETES) (Falcone et al., 2010) and Short‐Term Earthquake Probability (STEP) (Woessner et al., 2010). Following
the score model averaging (SMA) procedure, the weights are assigned depending on the forecasting skill that the
single models have shown considering the catalog of the last week, and are updated daily (Marzocchi, Zechar, &
Jordan, 2012). The system also stores the forecasts computed by the single components of the ensemble.
Nevertheless, they are not considered in the output. The ensemble model is expected to be the most reliable, or
never much worse than any (unknown) best‐performing model.

More precisely, the ensemble model in OEF‐Italy derives from the merging model approach, which accounts for
the uncertainties of the components (Vere‐Jones, 1995). Necessarily, the assignment of the weight is susceptible
to subjectivity, but it still gives a gain in reliability when the selection satisfies the following three properties
(Garthwaite & Mubwandarikwa, 2012): dilution (assign smaller weights to the models highly correlated to
others), strong dilution (the weight of a model has to be split with a newly added model that is equal to the first
one), monotonicity (if a new model is added, the others' weights should not increase). This is compiled by OEF‐
Italy, where ETAS, ETES and STEP are combined through the score model averaging, according to which the
weights are updated every week, on non‐overlapping temporal windows, by considering the logarithm of the
cumulative spatio‐temporal likelihood scored by every model until the starting forecasting time (Marzocchi,
Douglas Zechar, & Jordan, 2012; Marzocchi et al., 2014). This procedure guarantees the creation of ensemble
forecasts never much worse than those produced by each component.

The models currently embedded in the OEF‐Italy system are probabilistic models based on differently param-
eterized spatiotemporal kernels. Their forecasts are heavily dependent on past seismicity, as are all clustering
models; they feed on progressively occurring events, and are particularly uncertain early in a sequence when
limited observations poorly constrain the productivity. The magnitudes adopted to compute the probabilistic
forecasts are all local magnitudes (ML), this being the type estimated for the great majority of events recorded by
the Italian Seismic Monitoring Room of the Istituto Nazionale di Geofisica e Vulcanologia (National Institute of
Geophysics and Volcanology, INGV). Only for the few strongest events a moment magnitude (MW) is also
estimated, as theML may saturate. However, to keep the magnitudes homogeneous throughout the entire seismic
catalog used to produce forecasts, only the ML values are considered for all events.

As better specified in a later, the OEF‐Italy system operates in real‐time at a national scale by delivering weekly
forecasts over a grid lattice of 10 km × 10 km cells covering the entire Italian territory, with no site‐specific
parametrization. The models have been calibrated during a learning period from April 2005 to April 2009 for
the whole national territory, without accounting for any spatio‐temporal variation. Productivity is not updated
during specific seismic sequences. Incompleteness entailed by strong events is also not automatically corrected in
the current version of the system; so far, corrections for incompleteness are applied by hand only immediately
after a large earthquake. A first attempt to make this correction applied automatically has been proposed by
Stallone and Falcone (2021), but these authors' method has not been introduced in the OEF‐Italy system yet.

Although the current version of the OEF‐Italy model includes only clustering models, there are no limitations on
the number of forecasting models to be added to the ensemble. Indeed, we argue that using models based on
different ideas and thoughts is beneficial, and may allow the ensemble model to perform better. The only
constraint imposed on the candidate forecasting models is that they must be submitted to one or more CSEP
experiments to get an independent and transparent evaluation.
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3.1.2. New Zealand

In New Zealand, earthquake forecasting occurs on three different time scales: short‐term, medium‐term and long‐
term, which are each associated with different observed phenomena and are described by different models as
outlined in Table 1. Researchers in New Zealand have long been engaged in the development of earthquake
forecasting models, most notably, the Short‐Term Earthquake Probability (STEP) model (Gerstenberger
et al., 2004, 2005) and the medium‐term Every Earthquake a Precursor According to Scale (EEPAS) model (e.g.,
Rhoades & Evison, 2004). The EEPAS model software package also includes an Epidemic‐Type Aftershock
Sequence (ETAS) model, and there is a stand‐alone ETAS implementation for New Zealand, referred to here as
ETAS‐Harte (Harte, 2013). New Zealand has a suite of long‐term models that contribute to earthquake fore-
casting (e.g., Gerstenberger et al., 2023) in hybrid forecast models.

The development, testing, and application of earthquake forecasting models is strongly dependent on the
availability of earthquake catalog data. Prior to 2012, the earthquake location was not automated and there was
often a delay in data processing, leading to delays and gaps in the earthquake catalog, particularly during
aftershock sequences. Regional moment magnitudes were introduced in 2007 (Ristau, 2008) and highlighted that
local magnitudes for moderate‐sized earthquakes systematically overestimated the size of earthquakes compared
to moment magnitude (Ristau, 2009).

In 2012, the earthquake location system changed to the automated system SeisComp3, which by default uses
Californian attenuation relations for local magnitudes. Magnitudes ofM ≥ 5.0 were found to have a similar bias as
previously (Rhoades et al., 2017), and are converted to the expected rate of moment magnitude for hazard es-
timates (Rhoades & Christophersen, 2017). In contrast, there are many fewer earthquakes in the magnitude range
of 3–5, particularly for the central North Island (Harte, 2019). To overcome the differences between the
magnitude scales in the different time periods of the catalog, a new magnitude was derived, MLNZ20 (Rhoades
et al., 2021). MLNZ20 uses attenuation relations and a depth dependence to be on average as consistent with the
regional moment magnitude as possible. For the revision of the NSHM, a catalog was derived with magnitudes as
consistent as possible with moment magnitude for the instrumentally located since 1931 (Christophersen
et al., 2022). Work is ongoing to implement MLNZ20 into the routine earthquake processing, and to integrate the
revised magnitudes into the standard earthquake catalog.

At this stage, the models involved in public earthquake forecasting have their parameters derived prior to 2012.
Therefore, there is hesitation to forecast earthquakes of magnitude M < 5.0 until the new magnitudes are fully
implemented and available in real‐time, as well as all model parameters refitted. Below we describe each model in
more detail, as well as the hybrid forecasts that combine short‐, medium and long‐term models for public
earthquake forecasting.

3.1.2.1. The STEP Model

The STEP model applied for public forecasting in New Zealand is an aftershock forecasting model purely based
on seismicity. It applies the Reasenberg and Jones model (Reasenberg & Jones, 1989, 1990) with generic pa-
rameters for New Zealand (Pollock, 2007) to each earthquake above a chosen cut‐off magnitude. Within a region,
the earthquake with the highest forecast rate in a chosen time window contributes to the total forecast. Higher‐
order aftershocks are automatically included when updating the forecast during an ongoing sequence. Each
rate contribution is initially circular in space. However, as the sequence evolves and rates from different regions
dominate, the spatial pattern can become more complex. The model also has the option to fit a two‐segment fault
line, or have a simplified fault line supplied, and then spatially decay the rates with one over distance from the
fault.

Table 1
Overview of the Time Scales, Observed Phenomena, and Models Used for Earthquake Forecasting in New Zealand

Time scale Short‐term Medium‐term Long‐term

Relevant time window Hours, days and weeks Months to years Decades

Observed phenomenon Temporal clustering following large earthquakes Precursory seismicity increase prior to large earthquakes Long‐term spatial clustering

Models used STEP, ETAS EEPAS PPE, NSHM background
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The start of the earthquake catalog is a model parameter, so the user can choose howmuch historical data to fit. To
address incompleteness in an ongoing sequence, the model fits the magnitude of completeness in each run and
then fits parameters to a particular earthquake sequence, once there are more than 100 earthquakes within the
sequence above the completeness. For large sequences, the parameters can spatially vary between subsets of the
sequences, if a minimum of 100 earthquakes per subset are available to fit parameters. As the parameters are
refitted, the b‐value can change for the whole sequence and for sub‐sequences. For the 2016 Kaikōura earthquake
sequence, the magnitude of completeness was fixed to 3.95 because there were problems with fitting the initial
completeness. Consequently, only generic parameters are available and used for the Kaikōura sequence. The
generic forecast overestimates the number of observed earthquakes.

3.1.2.2. ETAS‐Harte

A spatially, temporally varying ETAS model is included in the hybrid forecast, based on the extensive work of
David Harte (Harte, 2013, 2014, 2015, 2016, 2017, 2018, 2019). The currently used parameters were estimated
for the period 1965 January 1 until 2010 December 31 (inclusive), with depths ≤ 40 km and magnitudeM ≥ 4.0.
The estimated b‐value for the data set is 1.11. Given the uncertainty around the magnitudes, the parameters were
not refitted when the seismic processing was changed in 2012. However, to accommodate the significant drop in
earthquake numbers, especially in the central North Island, the parameter for the background seismicity was
halved (Harte, 2019).

In this version of the ETAS model, the parameter α describing the increase of the number of aftershocks with
mainshock magnitude is small (1.54/ln(10) = 0.67) compared to the b‐value of 1.11. Therefore, the smaller
earthquakes contribute more to the overall sequence than the larger events. Thus, the model is more affected by
incompleteness and underestimates the overall seismicity in the early part of the sequence due to the missing small
aftershocks in the earthquake catalog. For Kaikōura, the forecast was smaller than the observations for the first
2 days, and then tracked well with the observations (Harte, 2019).

3.1.2.3. The EEPAS Model

The EEPAS model is a well‐established medium‐term earthquake forecast model that is purely based on seis-
micity. When fitting the model, earthquake catalog data are considered from a time when the catalog is mostly
complete above a minimum magnitude threshold. The model attempts to forecast earthquakes above a target
magnitude threshold about two units higher than the minimum magnitude threshold. The contribution of each
earthquake is only included 50 days after its occurrence to prevent aftershock clustering from skewing the fitting
of the model. For forecasting, EEPAS uses fixed, previously optimized parameters. EEPAS is not a complete
model of seismicity since it does not include aftershock clustering, and therefore does not forecast higher‐order
aftershocks. In applications, aftershocks can be down‐weighted, or all earthquakes weighted equally.

The EEPAS model has been applied to a number of regional earthquake catalogs and consistently forecasts major
earthquakes better than time‐invariant models (Console et al., 2006; Rhoades, 2007; Rhoades & Evison, 2004,
2005, 2006). Development of the model is ongoing (Rastin et al., 2021; Rhoades et al., 2020, 2022). Several new
features have yet to be included in the medium‐term component of the hybrid used for operational forecasting.

3.1.2.4. Long‐Term Models

Long‐term earthquake models have been studied extensively in New Zealand in the context of developing the
NSHM (Gerstenberger, Bora, et al., 2022; Gerstenberger, Van Dissen, 2022; Rastin, Rhoades, Rollins, Ger-
stenberger, Christophersen, & Thingbaijam, 2022; Stirling et al., 2012). The long‐term component of the current
hybrid forecast models is the average of three long‐term models: NSHMBG, PPE‐SSR and PPE1950, all
described in more detail below.

NSHMBG is the background seismicity model from the 2010 update of the New Zealand NSHM (Stirling
et al., 2012). It is a smoothed seismicity model with a 50‐km Gaussian smoothing kernel and with the Gutenberg‐
Richter b‐value varying between polygonal seismogenic zones. The rates in this model are based on a declustered
catalog.

PPE‐SSR is a multiplicative hybrid model constructed using the method of Rhoades et al. (2014). This method
starts with a baseline earthquake likelihood and modifies it by applying a multiplier to the expected number of
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earthquakes in each cell. The multiplier depends on the values of covariates in the same cell. PPE‐SSR has a
spatially uniform baseline model, a smoothed seismicity covariate based on Proximity to Past Earthquakes (PPE),
and a shear strain rate (SSR) covariate computed from the GNSS observations over the period 1991–2011. The
development of PPE‐SSR is described by Rhoades et al. (2017). It was one of numerous multiplicative hybrids
fitted to a period of the New Zealand catalog of earthquakesM ≥ 4.95 from two smoothed seismicity models and
six other gridded covariates. PPE‐SSR was the best‐performing hybrid in a retrospective test on an independent
period of the same catalog. The PPE component of the PPE‐SSR model was described by Rhoades and Evi-
son (2004) and is based closely on a model proposed by Jackson and Kagan (1999). It incorporates spatial
smoothing of the locations of past earthquakes with an inverse power‐law kernel, weighted by earthquake
magnitude, and includes a small, spatially uniform background term to allow for surprises. The PPE model rates
are designed to forecast all earthquakes, including aftershocks and other clustered activity, above the minimum
magnitude threshold of 4.95.

PPE1950 is a version of PPE based on the catalog from 1840 to 1950, comprising both historical earthquakes and
the early instrumental catalog up to 1950. The minimum magnitude of completeness for this model isMc = 5.95.
For use at lower magnitudes, it is extrapolated down to magnitude 5.0 based on the Gutenberg‐Richter frequency‐
magnitude relation.

3.1.2.5. Hybrid Forecast Models

The Canterbury earthquake sequence, which started with the M7.1 Darfield earthquake in September 2010 and
included the devastating M6.2 Christchurch earthquake in February 2011, significantly changed the expected
earthquake hazard for the Canterbury region for the coming decades (Gerstenberger et al., 2014). Therefore, a
time‐varying seismic hazard model was developed for the rebuilding of Christchurch (Gerstenberger et al., 2014,
2016). The seismicity model is a hybrid, consisting of time‐varying models and time‐invariant models. The time‐
varying component is a mixture of STEP, ETAS, EEPAS_0F and EEPAS_1F, the latter two models being
versions of EEPASwith equal‐weighting and aftershocks down‐weighted, respectively. The time‐invariant model
is a mixture of several different smoothed seismicity models. The model is defined in annual steps up to 50 years
on a 0.05‐degree spatial grid with magnitude bins in steps of 0.1 from 5.0 to 8.0. For each magnitude bin within
each spatial cell for a given year, the hybrid was defined as the maximum of the expected number of earthquakes
in the time‐invariant and time‐varying components. The idea for this “Avmax” combination came from the STEP
model (Gerstenberger et al., 2004, 2005). In the first stage of the model development, the models in each category
were equally weighted. For the second stage, an expert panel was convened to discuss the model and weight the
individual model contribution by structured expert judgment (Gerstenberger et al., 2014, 2016).

By the time of the Kaikōura earthquake response, further consideration had been given to the form of the hybrid
and to the models to include in the long‐term component. The decision was made to split the time‐varying
component into short‐term and medium‐term components, with the Avmax combination being retained, that
is, the hybrid was defined as the maximum of the long‐term, medium‐term and short‐term components within
each magnitude bin, spatial cell and time step (Gerstenberger et al., 2023). The short‐term component was defined
as the average of STEP and EEPAS, the medium‐term component as the average of EEPAS_0F and EEPAS_1F,
and the long‐term models as an average of NSHMBG, PPE‐SSR and PPE1950, as described above.

A hybrid forecast tool (HFT) has been developed based on the hybrid model adopted for the Kaikoura response
(Christophersen et al., 2018). The HFT combines all the software required to produce the various component
models into a single system. A simple user interface allows any user to produce forecasts for any future time
period (days, weeks, months, or years) for any specified subset of the New Zealand CSEP testing region. Work on
further developing HFT is ongoing (Graham et al., 2022).

3.1.2.6. Structured Expert Judgment When Data Are Sparse

Structured expert elicitation is the process of using expert judgments like scientific data (Colson & Cooke, 2017;
Cooke, 1991). There are two fundamentally different approaches to combining expert judgments—behavioral
(e.g., O’Hagan et al., 2006) and mathematical (e.g., Cooke, 1991). Mathematical methods are generally more
objective and auditable. In particular, the Classical Model of Cooke (1991) aims to capture the uncertainty across
experts. At the heart of this method is the acknowledgment that it is not reasonable to expect scientific consensus
for complex problems. The experts agree with the process, but not necessarily with the outcome of the elicitation.
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Additionally, the overall aims of the process applied are to reduce bias in both the input from individual experts
and fromwho is selected as an expert. An integral part of the method is the weighting of the experts' answers to the
target questions according to their performance on so‐called seed or calibration questions. These are questions
that are similar in nature to the target questions and for which the answers are known to the analyst or will be
known within the timeframe of the study (Aspinall, 2010). The experts provide their own uncertainty distribution
for their answers to each question. The Classical Method was applied in the second stage of developing the
Canterbury Seismic Hazard model (Gerstenberger et al., 2014, 2016) and most recently for weighting the logic
tree branches in the revision of the NSHM (Gerstenberger, Bora, et al., 2022; Gerstenberger, Van Dissen, 2022).
The Classical Model was also applied in response to the Kaikōura earthquake. Within 10 days of the M7.8
earthquake, continuous GPS observations indicated widespread slow slip events (SSE) on the Hikurangi sub-
duction zone margin. Based on the timing of the onset of the SSE, it was assumed that they were probably
dynamically triggered by the passing mainshock energy and locally increased stress. The seismological com-
munity was concerned about the impact of the SSE on future earthquake occurrence. On November 25th, the
Ministry of Civil Defense and Emergency Management (MCDEM) was notified of the concerns and, on
November 26th, information about the SSE and the potential for it to impact future earthquake occurrence was
disseminated via the GeoNet website (http://www.geonet.org.nz/news/3V1CSAmmLuaYa2sYoue2O0).

Following the briefing with MCDEM, it became apparent that there was an expectation of more formal advice
from GNS Science on the likelihood of future M ≥ 7.8 events in central New Zealand, including any potential
impact of the ongoing SSE on this likelihood. At this point, GNS began informal discussions with overseas
experts on this topic and on possible ways to model this impact. Concurrent with these discussions, GNS began
compiling multiple streams of evidence to help inform the development of probabilities of future large earth-
quakes. Little existing research was available to guide the determination of a quantitative expectation of future
events. Using this information as guidance and through an informal and unstructured elicitation process (Ger-
stenberger et al., 2016), each expert was asked to independently provide their best estimate, and 90% confidence
bounds for the probability of a M ≥ 7.8 within the next year (from 1 December 2016). The region was loosely
defined as “the Lower half of North Island and Kaikōura Aftershock zone as presented on the GeoNet webpages
today.” Results were collected from each expert within one day of the workshop and combined by averaging the
individual results and confidence bounds. The final estimate was a 5% probability (2%–8%) of a M ≥ 7.8 within
the next year (from 1 December 2016). This was the first time such a modeling exercise for SSE had been un-
dertaken anywhere in the world. This initial estimate was updated with another workshop discussion at the
Southern California Earthquake Centre annual meeting in September of the following year and a structured expert
elicitation workshop at GNS Science in November. In addition to updating the annual probability, the proba-
bilities for the next 10 years of earthquakes of M7 and M7.8 were elicited. The region of the forecast and the
results are still available on the GeoNet website (https://www.geonet.org.nz/earthquake/forecast/central_nz).

3.1.3. United States

The U.S. Geological Survey produces aftershock forecasts using several distinct methodologies: an automatic
system used for domestic earthquakes (including earthquakes affecting American Samoa, Guam, the Northern
Mariana Islands, Puerto Rico, and the U.S. Virgin Islands), and a manual system used for select international
earthquakes in support of humanitarian response. The automated forecast system used for domestic earthquakes is
based on the Reasenberg and Jones methodology (Reasenberg & Jones, 1989), and treats all aftershocks as
originating from the mainshock. The forecast is a Bayesian solution using a generic model that describes the range
of behavior seen in past sequences as a prior. This results in a forecast that is maximally broad at time zero, and
that narrows in on the sequence‐specific behavior as time elapses and data accumulate. Bayesian updates to the
model occur according to a predetermined update schedule. At this time, the domestic forecasts only consider
Bayesian updating of the productivity parameter a. The c and p parameters of Omori's law are kept fixed to
generic point estimates until an analyst determines that the sequence is deviating sufficiently from the generic
model, at which time one or both of the c and p parameters is freed to take on the sequence‐specific value (Michael
et al., 2020). The generic or prior models are specific to one of about a dozen unique tectonic environments (Page
et al., 2016) or specific regions (Hardebeck et al., 2019). Epistemic model uncertainty is included by integrating
over the Bayesian posterior distributions. Short‐term aftershock incompleteness is modeled using a time‐varying
magnitude of completeness, Mc(t), using an empirical function of the mainshock magnitude from Helmstetter
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et al. (2006) for regional networks and with parameters trained for teleseismic data on the same global or regional
data sets as the global prior/generic model (Page et al., 2016).

The manual system used for international response and particularly complex domestic sequences is based on the
Epidemic‐Type Aftershock Sequence (ETAS) model (Ogata, 1988), including higher‐order aftershocks. The
manual system uses a fully Bayesian model where all parameters of the generic model are characterized as
distributions along with their covariance, allowing the model to smoothly transition from past behavior to the
current sequence as the data require. The ETAS forecast is based on 10,000 or more stochastic event sets, each of
which is generated using a different set of parameters sampled from the multivariate posterior distribution (van
der Elst et al., 2022). Time‐dependent catalog completeness is modeled using a fast approximation in which the
Omori c‐parameter is a function of mainshock magnitude (de Arcangelis et al., 2018; Hainzl, 2016b; Lippiello
et al., 2019). Both the domestic and international forecast systems allow for specification of the b‐value—for the
international system, this is through a Bayesian framework—but time variations in the b‐value are not considered.
The Reasenberg and Jones and ETAS models are formulated such that the productivity term and the magnitude of
the parent earthquake appear in summation. In updating the sequence specific productivity, the model thus takes
into account both aleatory variability in the productivity of each earthquake as well as epistemic uncertainty in the
estimate of its magnitude. The prior distribution on productivity models the full range of these effects as well, as it
describes the full range of variability observed empirically in past data. In the ETAS model, potential uncertainty
in the mainshock magnitude is addressed by adjusting the mainshock (primary) productivity as an additional
parameter, independent of the secondary productivity, but constrained by the same prior. Mathematically, this is
no different than a linear adjustment to the magnitude, thus allowing the model to adjust for potential real dif-
ferences in primary and secondary productivity, as well as differences in how the mainshock and aftershock
magnitudes may be calculated. Neither the domestic nor the international system include a forecast of the
background component of seismicity. In very active regions, the aftershock forecasts may therefore give prob-
abilities that underestimate the true hazard at later times in the sequence.

The international forecasting system also includes the possibility of generating forecast maps. The spatial dis-
tribution of future seismicity is modeled using an empirical spatial kernel developed for California earthquakes
that is consistent with some physical expectations for rupture length and stress decay away from the rupture (van
der Elst & Shaw, 2015). The spatial kernel is used to generate a gridded rate model that is then fed into the
OpenSHA software platform (Field et al., 2003). Ground motion prediction equations translate the gridded rate
into probabilistic estimates of shaking. The shaking can be expressed in terms of peak ground velocity (PGV),
peak ground acceleration (PGA), peak spectral acceleration (PSA), or MMI. It can be mapped as either the
shaking level with a given probability of exceedance or the probability of exceeding a given level of shaking.
Based on previous discussions with a range of stakeholders (Schneider, Wein, et al., 2023), the default forecast
map is set to show the probability of exceeding MMI level VI, which is the intensity associated with the onset of
light damage in high‐quality structures.

The USGS also has a third model that is available only in California, the UCERF3‐ETAS model, which combines
the ETAS model with a fault‐based background rate model and adds elastic rebound effects (Field et al., 2017).
This model can be run with or without modeled faults, and is consistent with the long‐term National Seismic
Hazard Map within California. UCERF3‐ETAS is currently only run on‐demand, for example, following large or
notable earthquakes (e.g., Milner et al., 2020), as it requires high‐performance computing and takes several hours
to run. It can be used to create stochastic event sets, spatial maps of exceedance probabilities, as well as expected
loss calculations. UCERF3‐ETAS is unique in that it can also give fault‐based probabilities, for example, the
nucleation or participation probability of a particular fault segment, as well as probability gains relative to the
long‐term hazard. Also, in contrast to the domestic and international aftershock forecast products, the UCERF3‐
ETAS model includes background earthquakes, not just aftershocks, and can therefore be used to create realistic
stochastic catalogs over very long time intervals (e.g., decades). So far, this model has primarily been used to
inform additional discussion issued with forecasts calculated with other methods.

Finally, the USGS has used a temporal ETAS model with a time‐varying background rate to forecast the behavior
of swarms (e.g., McBride et al., 2020). While the aftershock forecasts cover time periods as long as a year, the
swarm forecasts tend to focus on the immediate days and weeks, due to the difficulty in forecasting swarm
duration. In certain regions, including the Salton Trough and San Jacinto Fault zones, the USGS uses an 'actuarial'
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model in which the duration is treated as a random variable drawn from an empirical distribution for the region
(Llenos & van der Elst, 2019).

3.1.4. Model Development Summary Table

Table 2 summarizes the information provided on the forecasting models used for OEF in Italy, New Zealand, and
the United States.

3.2. Model Testing

3.2.1. Italy

The testing of models is an essential prerequisite for any candidate model to become part of the ensemble used in
OEF‐Italy. Taroni et al. (2018) show the results of prospective CSEP tests, for example, the N‐test, for one‐day
earthquake forecasting models. Results show that for one‐day experiments, the single models' forecasts and
observations are consistent in number and magnitudes and, in the case of ETAS and ensemble forecasts, also
spatially. Other tests carried out outside the CSEP umbrella, but using similar tests, show similar results (Mar-
zocchi & Lombardi, 2009; Marzocchi, Murru, et al., 2012).

Besides the tests on each single model, the forecasts produced by the ensemble, that is, the released OEF‐Italy
forecasts, were also tested. The tests have been carried out both on single seismic sequences, such as the Cen-
tral Italy earthquake sequence 2016–2017 (Marzocchi et al., 2017), and on all the forecasts made in the last decade
(Spassiani et al., 2023). In this latter case, the authors used additional performance measures borrowed from other
research fields, like meteorology, specific to validate alarm‐based systems by a binary criterion (forecast: yes/no;
occurrence: yes/no, Spassiani et al., 2023). Although, to date, the OEF‐Italy system does not explicitly include
alarm‐based components, the probabilistic forecasts it delivers can be re‐interpreted in terms of these measures,
which are specific for extreme (rare) event probabilistic forecasting.

Specifically, Spassiani et al. (2023) evaluated the forecasts ofML ≥ 4 earthquakes from 2013 to 2020. The N‐test
is revised to account for the fact that OEF‐Italy forecasts do overlap in time, since they refer to the next week, but
are delivered at least every midnight; this test allows to evaluate the consistency between the number of forecasted
events in all the space‐time‐magnitude bins of analysis, and the number of observed ML ≥ 4 events in a testing
spatiotemporal window of interest (Figure 4). Performance diagrams (Molchan, Reliability) are also considered,
together with the verification measures obtained from different combinations of the contingency variables True/
False Negatives/Positives. Results highlight a good performance skill of the OEF‐Italy system for almost all the
analyses performed, except for a period during the Central Italy sequence (2016–2017), which entailed a strong
incompleteness that induced an underestimation of the expected seismicity (see also Marzocchi et al., 2017).

The codes behind the OEF‐Italy system are currently available only to authorized parties. All the forecasts
produced from 2009 are stored and archived in a database internal to INGV, both for the ensemble model and its
components.

3.2.2. New Zealand

Much effort has gone into testing both the individual models that are included in the operational hybrid and
various hybrids of them, but not into testing the public forecasts themselves. The public forecasts cover a variety
of time periods ranging from 24 hr to 100 years and the time periods of successive forecasts often overlap. These
features make formal testing challenging. For shorter time periods, the number of observed and expected
earthquakes above the minimum target magnitude threshold of 5.0 is rather small, so statistical tests tend to have
low power. Aftershock models are better tested at lower magnitude thresholds, say, 4.0. Tests of the longer‐term
forecasts have greater power at the magnitude 5.0 threshold, but the time periods need to elapse before those tests
can be carried out.

STEP and a simple ETAS model have been prospectively tested with a magnitude threshold of 4.0 and one‐day
updating by CSEP in the New Zealand Earthquake Forecast Testing Centre (Gerstenberger & Rhoades, 2010).
Tests of the ETAS‐Harte model during the Kaikoura aftershock sequence were presented by Harte (2019), also
with a magnitude threshold of 4.0. The two versions of EEPAS used in the hybrid forecast tool and PPE have been
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Table 2
Summary of the Model Specifications for the Models Used in Italy, New Zealand, and the United States

Italy New Zealand
United States
domestic

United States
international

United States California
UCERF3‐ETAS

Base model(s)
ETAS, ETES,

STEP STEP ETAS EEPAS Long‐term
Reasenberg
and Jones ETAS ETAS, long‐term

Ensemble Weighted average
based on past
forecasting skill
(SMA); weights
updated every

week

Maximum of the three model classes short‐, medium‐, and
long‐term, which each are an average of different models (as

described in the text)

No No No

Background
seismicity?

Yes No in HFT,
but yes for
standalone

use

Yes Yes Yes No No Yes

Higher‐order
aftershocks

Yes (aftershocks
of observed
aftershocks)

Yes
(aftershocks
of observed
aftershocks)

Yes No No No Yes (aftershocks
of observed and
possible future
aftershocks)

Yes (aftershocks of
observed and possible
future aftershocks)

Model updating No Yes,
sequence‐
specific

No, parameters
calibrated prior to

2012

No No Yes, Bayesian
updating of
productivity
and sequence‐
specific Omori
parameters

Yes, Bayesian
updating of all
parameters

No

Underlying data
for model
parameters

Past seismicity
(2005–2009)

Sequence
seismicity

Past seismicity Past
seismicity

past
seismicity,
shear strain

rate

Global and
local past
seismicity

Global past
seismicity,
California

seismicity for
spatial kernel

Past seismicity, faults

Anisotropic
aftershock
triggering?

No option to fit
a two‐
segment
fault line

No N/A N/A N/A Yes (primary
aftershocks only)

Yes, along known faults

Is catalog
incompleteness
addressed?
How?

Manual correction
immediately after
large earthquake

Mc
estimated
for ongoing
sequence

No (this led to
under‐forecasting
for Kaikōura in the
first 1.5 days after
the M7.8 event)

No No Empirical
Mc(t)

depending on
mainshock
magnitude

Modeled with
magnitude‐

dependent Omori
c parameter

No

b‐value variations No No, but b‐
value can be
updated
during
ongoing
sequence

No, set to 1.11 No Yes b‐value can be
specified as a
parameter

continuous
Bayesian updating

with other
parameters

No

Epistemic model
uncertainty

No No No No No Yes Yes Yes

Number of
simulations

N/A N/A 2000 in HFT, but
can be specified by

user

N/A N/A N/A 10'000+ 10'000+

Other This
component
is itself an
ensemble

Elastic rebound effects

Reviews of Geophysics 10.1029/2023RG000823

MIZRAHI ET AL. 25 of 70

 19449208, 2024, 3, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023R

G
000823 by H

elm
holtz-Z

entrum
 Potsdam

 G
FZ

, W
iley O

nline L
ibrary on [15/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



tested in the New Zealand Earthquake Forecast Testing Centre with a
magnitude threshold of 5.0 and three‐monthly updating. The results of 10
years of CSEP testing in New Zealand were given by Rhoades et al. (2018).

The Canterbury hybrid model and all its individual model components were
tested in a special retrospective CSEP experiment using the whole New
Zealand test region with 1‐year updating and time lags ranging from zero to
25 years (Rhoades et al., 2016). That experiment was one of several that have
demonstrated the good performance of hybrids of various forms relative to
individual forecasting models (see also Rhoades & Gerstenberger, 2009;
Rhoades & Stirling, 2012; Rhoades et al., 2014, 2015, 2017). The choice of
contributing models and setting of mixing parameters in the hybrid model
adopted for Kaikoura and the Hybrid Forecasting Tool (HFT) was informed
by retrospective optimization of the mixing parameters in each of the model
classes (short‐term, medium‐term and long‐term) of the Avmax model
(maximum of the three model classes short‐, medium‐ and long‐term, which
each are an average of different models) with time‐lags of up to 25 years
(Gerstenberger et al., 2023).

The form of hybrid models, following both the Canterbury and Kaikōura
earthquakes, was chosen subjectively by experts but informed by all available
testing information on the individual components and hybrids of them. Future
changes to the model are likely to follow the same path. In this way, it is
expected that demonstrated model improvements in short‐term, medium‐term
and long‐term forecast modeling will be incorporated into the hybrid used for
public forecasting.

For some model components, for example, STEP, the source code is freely available. For others, for example,
EEPAS, the executable code can be freely licensed to other users. Making the source code more freely available is
currently under consideration.

3.2.3. United States

The Reasenberg and Jones forecasts have been compared to observations for the 2018 M7.1 Anchorage earth-
quake (Michael et al., 2020) but have not been comprehensively tested, and the USGS is unlikely to do so, because
of the known shortcomings of the Reasenberg and Jones approach. Retrospective tests show that the Reasenberg
and Jones model performs fairly well at capturing the probability of having at least one earthquake of a given
magnitude, but fails to adequately predict the 95% confidence range on the aftershock numbers, because sec-
ondary aftershocks are ignored (van der Elst & Page, 2017; van der Elst et al., 2022). The ETAS model used for
the international forecasts has been tested prospectively for the domestic 2020 SW Puerto Rico earthquake
sequence, where the model has performed well over three years of operation (van der Elst et al., 2022). All of the
USGS public aftershock forecasts are archived in the ANSS Comprehensive Earthquake Catalog (ComCat)
(USGS, 2017) and are available for prospective testing. The code for both the automatic and manual systems is
publicly available (https://github.com/opensha/opensha‐oaf).

An R package (R Core Team, 2021) called OAFtools (Paris & Michael, 2022a) allows users to interactively view
the forecasts stored in ComCat, and is used internally by the USGS for prospective testing and forecast evaluation.
The functions that make up the interactive viewer can also be used to extract the forecasts from ComCat into an R
dataframe for additional analysis and testing. The software can be downloaded from code.usgs.gov via https://doi.
org/10.5066/P9PZTYEN (Paris & Michael, 2022b).

The UCERF‐ETAS model, available only in California, has been tested retrospectively in several ways. “Turing
tests” have compared the statistical features of the synthetic catalogs relative to the observed catalog (Page & van
der Elst, 2018). The model performance in the 2019 Ridgecrest earthquake sequence was also evaluated using
CSEP tests, although this was a pseudo‐prospective evaluation (Savran et al., 2020).

Figure 4. Cumulative Distribution Function (green step line) and frequency
(gray bars) of the number of spatio‐temporal OEF bins with ≥1 ML ≥ 4.0
events, among 10,000 synthetic dichotomous (0/1) catalog observations,
obtained from the ensemble OEF‐Italy probabilities. The dotted vertical line
represents the sum of the overall ensemble OEF‐Italy probabilities. The
continuous vertical red line represents the number of space‐time bins with at
least one ML ≥ 4.0+ event (Adapted from Spassiani et al. (2023)).
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3.2.4. Testing Summary Table

Table 3 summarizes the information provided on the testing of OEF models in Italy, New Zealand, and the United
States.

3.3. Communication

3.3.1. Italy

Using OEF has been proposed in Italy by the International Commission for Earthquake Forecasting (ICEF) for
Civil Protection, nominated by the Italian government after theMW 6.3 earthquake occurred in L'Aquila (Italy) on
6 April 2009, which caused the loss of about 300 lives (Jordan et al., 2011; Marzocchi et al., 2014). Before
operating the OEF‐system in Italy, the INGV team had already produced forecasts immediately after the L'Aquila
earthquake and subsequently for the seismic crisis in Emilia in 2012. The forecasts were released each day during
the first period of the seismic activity and weekly when the seismicity began to decrease. The results were released
for internal use and for the Civil Protection Department. At that stage, the forecasts were produced using two
ETAS models, sometimes providing slightly different results. These differences were one of the reasons moti-
vating the use of an ensemble model in which the weighted contribution is related to the daily performances of
individual models.

Since 2013, the Seismic Hazard Center produced the first version of the OEF‐Italy system that has been designed
and developed to run in real‐time 24/7 on a computer physically placed at the INGV in Rome (Marzocchi
et al., 2014). At midnight of each day, and after the occurrence of everyML ≥ 3.5 event recorded in real‐time by
the Italian Seismic Network, the OEF‐Italy system produces the next week's probabilistic forecast of target
earthquakes, that is, events with local magnitude ML ≥ 4.0, ML ≥ 5.5, or with microseismic Modified Mercalli
Intensity MMI ≥ VI, ≥VII, ≥VIII, over a specific 0.1° × 0.1° grid lattice covering the whole national territory.
Specifically, the lattice is placed inside a polygon opportunely selected for Italy according to the standards of the
Collaboratory for the Study of Earthquake Predictability (CSEP, https://scec.usc.edu/scecpedia/CSEP_Working_
Group; Schorlemmer et al., 2018). Sardinia is not included in the analysis since instrumentally recorded seis-
micity on this island was insufficient to calibrate the model. Volcanic areas (such as around the Etna volcano,
Sicily) are also excluded because the seismic activity beneath active volcanic regions is driven by different
mechanisms (e.g., magma intrusions), which are not well‐captured by the parameterization models behind OEF‐
Italy.

The choice of weekly forecasts has been agreed upon with the Italian Civil Protection for practical reasons, but the
system can provide shorter‐term forecasts (e.g., daily). The main outputs delivered by the system are earthquake
rates in each grid cell, and the relative time‐dependent probability maps.

The OEF‐Italy system is equipped with a graphical interface, as shown in Figure 5 (Marzocchi et al., 2014). It
consists of an embedded Leaflet Map reflecting the current weekly probability of the target events inside a spatial
window (circle or rectangle), directly selected by the user from the interactive dashboard. The user can also fix the
specificML or MMI threshold to identify the target events among those available. An additional interactive graph
shows the temporal evolution of the weekly probabilities, which can be zoomed on, at any time interval of interest.
The probability value of the last run produced by the system is also shown.

To date, the OEF‐Italy system is not open to the public and is accessed only by authorized personnel. Since 2015,
the forecasts have been released in a structured manner to the Major Risks Commission of the Italian Civil
Protection in 4‐month maps for the quarterly discussion of seismicity with the Major Risks Commission, and
in daily reports during important seismic sequences, or upon specific request.

Recently, the OEF‐Italy information has been officially released through the Department of Civil Protection to the
Italian regional governments to handle seismic sequences in their territory (https://www.protezionecivile.gov.it/
en/notizia/short‐term‐seismic‐hazard‐meeting‐ingv‐and‐regions). The system is running in real‐time, and the
forecasts delivered by every run for each cell in the grid lattice are progressively stored in separate files for both
the single and the ensemble models, thus enabling to continuously access the flow of information produced.

The communication of the OEF‐Italy forecasts has been partially tested with the public (Savadori et al., 2022).
The possibility of spreading results to the population and the best way to disseminate them is being discussed in
periodic meetings with the Italian Civil Protection; presently the OEF information is released only to the Major
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Risk Commission and to local governments. INGV officials have also given important food for thought and
feedback about this delicate question. Major obstacles come out from a legal system that is unclear on the roles
and responsibilities of scientists involved in delivering this information. This issue still has easy‐to‐predict major
consequences in Italy after the infamous L'Aquila earthquake trial (Marzocchi, 2012), which indeed had a huge
impact on seismologists and decision‐makers, who now require legal protection before communicating any sort of
public statement, especially of forecasting type. This highlights the need to recognize, in all sciences in which
hazard is involved, that unlikely events can and will actually occur.

3.3.2. New Zealand

The current core products in an earthquake response in New Zealand are a table with expected rates, ranges and
probabilities of earthquakes in different magnitude bands and time intervals (e.g., Table 4), a map of the forecast
area (e.g., Figure 6), and maps of the probability of expected shaking (e.g., Figure 7). If possible, the rates are
compared to the long‐term rate from the NSHM. This quantitative material is usually accompanied by descriptive
scenarios of what can be expected to happen (e.g., Table 5).

The forecast products have been developed in collaboration with user groups and with social scientists. For
example, workshops with different user groups were held, including lifeline providers, engineers, emergency
responders and the public, to test and further develop the products (Becker et al., 2018). Focus group discussions

Table 3
Summary of the Testing of OEF Models in Italy, New Zealand, and the United States (Domestic, International, and for California)

Italy New Zealand
United States
domestic

United States
international

United States California
UCERF3‐ETAS

How was
communication tested?

Periodic meetings with Italian
Civil Protection, tests with
public

Co‐developed with
user groups and
support from
social scientists

Elicitation of user preferences through formal and informal interactions

For public user groups: media engagement evaluation, citizen surveys
during Puerto Rico sequence

How were the models tested? Prospective CSEP
experiment; tests of
individual models and
ensemble; additional
performance measures
frommeteorology specific
for alarm‐based systems

Extensive prospective
and retrospective
testing of
individual models
and hybrids, also
in official CSEP
experiments

Retrospectively,
prospectively for
select sequences
(2018 Anchorage)

Prospectively
for select
sequences
(2020 SW
Puerto
Rico)

Retrospectively using “Turing
tests,” CSEP tests

Are operationally issued forecasts
tested?

Yes, systematically for all
forecasts, and in addition
for specific sequences

Not systematically Not systematically Yes, manually Not systematically

Are forecasts archived? Yes Yes, but not in a well‐
structured archive

Yes Yes Not routinely

Are archived forecasts public? No News stories with
forecast
information
continue to be
online
and are
searchable; tables
and figures are
archived but
not visible to the
public at this stage

Yes (ANSS ComCat) Yes (ANSS
ComCat)

No

Are codes available? Only to authorized personnel STEP: within
California and
New Zealand
CSEP testing
centers,
EEPAS: compiled
code can be freely
licensed

Yes: https://github.com/opensha/opensha‐oaf (models), https://code.usgs.
gov/esc/oaf/oaftools‐R/‐/tree/1.0.0 (forecast analysis)
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and surveys following earthquake responses also helped improve the forecast products (Becker et al., 2019, 2020;
Wein, Becker, et al., 2016; Wein, Potter, et al., 2016). Additionally, forecasts and products have been developed
collaboratively with users that targeted their specific and unique needs at that time. An example is a spatial
forecast that highlighted shaking probability gains over building code requirements that informed decisions on
mandatory retrofit requirements following the Kaikoura earthquake. An overview of different target audiences in
New Zealand, along with potential applications of earthquake forecasts spanning different time frames, is pro-
vided in Figure 8.

The first recipients of the forecasts are employees within GNS Science, in particular duty officers and seismolo-
gists, for their situational awareness. The forecasts are then communicated to theNational EmergencyManagement
Agency (NEMA) before being published on the GeoNet website. GeoNet also uses social media, to communicate
scientific information. Information about the forecasts themselves is provided, as well as empathetic messages and
links to preparedness messages.

There is no set schedule for the release and the updating of the forecasts. The frequency of updating, as well as the
time windows for the forecast, are adjusted as the sequence evolves. Initially, a forecast is provided for 24 hr, 7
and 30 days, and is updated at least daily. For smaller sequences, such as for example, theM5.6 Taupo earthquake
of 30 November 2022, no daily forecasts were provided, and there were only two weekly updates, which were
communicated as text in a news story rather than in the tables and with maps of expected shaking. The daily
forecast is dropped as the expected rate of earthquakes diminishes. The forecast length is adjusted to the frequency
of updating. At the time of monthly updating, a forecast for the next year is usually included.

Of crucial importance during a response is to connect directly with the users of the information. In response to a
major earthquake, such as the 2016 Kaikōura earthquake, the National Crisis Management Centre (NCMC) is
activated. A GNS seismologist is stationed at the NCMC to communicate what has happened and what is most
likely to happen next, including the forecasts. GNS Science has good connections to the earthquake engineering
community and also attends regular meetings to understand the information requirements and provide targeted

Figure 5. Graphical interface of the OEF‐Italy system, example for a small rectangular area in Central Italy (black box in the map). On the left: embedded Leaflet Map of
the current weekly probability for the selected area, whereML ≥ 4.0 events are selected as target. On the right: timeline of the probability history from January 2009 to
January 2021 (bottom), and two boxes (top right) showing the probability of the last run and the probability computed at the date range selected along the timeline.
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information. GNS Science seismologists also engage in outreach activities such as talks to the public and school
visits to communicate earthquake forecasts.

The communication of the forecast has not been as extensively tested as the individual models but was co‐
developed with the user groups and with the support of social scientists (Becker et al., 2018, 2019, 2020;
Wein, Becker, et al., 2016; Wein, Potter, et al., 2016). The public forecasts are kept, but not in a well‐structured
archive. This is an area for improvement for transparency as well as ease of future retrospective testing.

3.3.3. United States

The United States (US) forecasts have been developed in partnership with stakeholders and social scientists,
including communication specialists, through both informal meetings and formal workshops designed to elicit
user needs (e.g., Field et al., 2016). Stakeholders have included emergency response organizations including
FEMA, the California Office of Emergency Services, the California Department of Transportation, utility and
lifeline operators, public transportation, civil engineers, and building inspectors, among others. The U.S.
Geological Survey (USGS) forecast communication strategy developed largely out of the work done in New
Zealand during and after the Canterbury sequence (Becker et al., 2019, 2020). This work emphasized the

importance of communicating the forecast in both qualitative and quantitative
terms, employing empathetic messaging, and including preparedness and
action recommendations for the public.

The USGS issues forecasts automatically following magnitude 5 and larger
domestic earthquakes, using a variation of the Reasenberg and Jones (1989)
methodology as described in Page et al. (2016) and Michael et al. (2020).
Forecasts are not automatically issued in Hawaii due to concerns that volcanic
processes undermine the validity of the methodology. In Hawaii, forecasts
may be triggered manually after consultation with the USGS Hawaii Volcano
Observatory to confirm that the sequence is tectonic. The domestic forecasts
are publicly released on the mainshock's event page within the USGS website
earthquake.usgs.gov 20 min after the mainshock. The 20‐min delay provides
time to obtain a stable estimate of the mainshock magnitude. The forecast is
updated frequently at first, and then intermittently, following a predetermined
schedule available on the website.

Forecast information is displayed graphically in several ways. An interactive
forecast summary tab allows users to view the probability of one or more
aftershocks and the uncertainty distribution for the expected number of af-
tershocks for magnitude thresholds and forecast durations that they choose
(day, week, month, and year) and aftershock magnitude (magnitudes 3
through 7), as well as bar graphs and tables summarizing this information (see
Figure 9).

Table 4
Example of a Forecasting Table for the Kaikōura Earthquake as of 12:00 Noon NZDT 28 November 2016, Which Is About Two Weeks Following the M7.8 Earthquake

Average
number of
M5.0–5.9

Rangea of
M5.0–5.9

Probability of 1 or
more M5.0–5.9 (%)

Average
number of
M6.0–6.9

Rangea of
M6.0–6.9

Probability of 1 or
more M6.0–6.9 (%)

Average
number
of M ≥ 7

Rangea

of M ≥ 7
Probability of 1 or
more M ≥ 7 (%)

within 7 days 5.6 1–13 98 0.53 0–2 41 0.05 0–1 5

within 30 days 15.7 6–28 >99 1.5 0–4 77 0.15 0–1 14

within 365 days 44.2 27–64 >99 4.1 1–8 98 0.39 0–2 32

Note. The forecast was published on GeoNet with the following additional information: Forecast for rectangular box with the coordinates − 40.7, 171.7, − 43.5, 171.7,
− 43.5, 175.5, − 40.7, 175.5 at 12 noon, Monday, 28 November. The table shows that, for example, there is a 41% chance of one or moreM6.0–6.9 earthquakes occurring
within the next week. Between 0 and 2 earthquakes in this magnitude range were estimated within the next week. The current rate of magnitude 6 and above for the next
month is about 50 times larger than what would normally be expected for long‐term seismicity represented in the National Seismic Hazard model. As the aftershock rates
decrease, this difference will decrease as well. a95% confidence bounds.

Figure 6. A simple representation of the aftershock forecast area for the
Kaikōura earthquake as published on GeoNet in conjunction with the type of
information shown in Table 4. The simplicity of the figure illustrates that in
the wake of this major earthquake no further identifying features like
longitude and latitude or place names were deemed necessary to inform the
users of the map on its location.
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Forecast information is also given in text format in the commentary tab. The forecast commentary includes a
narrative that employs empathetic messaging around preparedness and action recommendations, tailored for
laypersons. The template is arranged in a tiered manner to present the simplest information first (e.g., “be pre-
pared for more earthquakes”) and then proceeds to present more detailed information for users that read further.

Figure 7. An example of maps of expected shaking for Modified Mercalli Intensity for MM7 for 30 days and one year from 28 November 2016, two weeks after the
mainshock; the forecast is the full hybrid model described in the model subsection. The figures are an exact copy of what was published on GeoNet at the time (used with
permission).

Table 5
The Scenarios Produced and Published in a News Story on 26 January 2017, 2.5 Months Following the Kaikōura Earthquake to Cover One Year Rather Than 30 days as
Initial Scenarios

Scenario One: Likely (approximately 70% within the next year)

The most likely scenario is that aftershocks will continue to decrease in frequency (and in line with forecasts) over the next year and no aftershocks of magnitude 7 or
larger will occur. Felt aftershocks (e.g. over magnitude 5) will occur in the area from North Canterbury to Cape Palliser/Wellington. It's very likely (98% within the
next year) that there will be at least one aftershock of magnitude 6.0–6.9 in the next year, regardless of there being a larger (magnitude 7.0+) earthquake

Scenario Two: Unlikely (approximately 25% within the next year)

An earthquake smaller than the mainshock and between magnitude 7.0 to magnitude 7.8 will occur. There are numerous mapped faults in the North Canterbury,
Marlborough, Cook Strait and Southern North Island areas capable of such an earthquake. It may also occur on an unmapped fault. This earthquake may be onshore
or offshore but close enough to cause severe shaking on land. This scenario includes the possibility of an earthquake in the Hikurangi Subduction Zone. Earthquakes
originating from here or in the Cook Strait have the potential to generate localized tsunami. The Hawke's Bay earthquake sequence in 1931 provides an analogy to
scenario two, as a magnitude 7.3 aftershock occurred approximately 2 weeks after the initial magnitude 7.8 earthquake

Scenario Three: Very unlikely (5% within the next year)

A much less likely scenario than the previous two scenarios is that recent earthquake activity will trigger an earthquake larger than the magnitude 7.8 mainshock. This
includes the possibility for an earthquake of greater than magnitude 8.0, which could be on the plate interface (where the Pacific Plate meets the Australian Plate).
Although it is still very unlikely, the chances of this occurring have increased since before the magnitude 7.8 earthquake, and have also been also been slightly
increased by the slow‐slip events
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Further information about the scientific background of the forecast models is available through links. As
necessary, the USGS provides additional information about a sequence through the commentary section and/or
within “USGS Top Stories” about significant sequences on the overall USGS website: www.usgs.gov.

For international earthquakes, or for sufficiently complex domestic earthquakes, the USGS deploys a manual
forecast system based on the Epidemic‐Type Aftershock Sequence model, operated through a Graphical User
Interface (van der Elst et al., 2022). The international forecast methodology and communication products have
been developed in partnership with the U.S. Agency for International Development—Bureau of Humanitarian
Assistance (BHA). The software was developed to build forecasting capacity within foreign science agencies and
allow for local ownership of the forecasts, and is used by the USGS to provide situational awareness during US
humanitarian response in countries that have not yet been trained in the software. These forecasts are delivered
through BHA to Urban Search and Rescue and Disaster Response Teams, U.S. embassies abroad, and other user
groups identified during the response. Forecasts are also offered to local authorities and disaster management
agencies through diplomatic channels. The international forecast product has been developed in conversation with
the same set of stakeholders as the domestic forecasts, but with greater international representation through
software training workshops and with an emphasis on the needs of emergency managers and international search
and rescue teams (Schneider, Wein, et al., 2023).

The international forecasts are designed to be understood and used by emergency managers and other experts and
include a range of information that is not available on the domestic forecast page. This information includes
graphical representations of the forecast probabilities that allow an at a glance impression of the severity of the
sequence (Figure 10); narrative forecast scenarios that describe in plain language three possible outcomes for the
sequence along with associated probabilities (Figure 11); and a map of the probability of experiencing strong
shaking (Figure 12). A complete example of a fictitious international forecast can be found in Text S1 in Sup-
porting Information S1. The fictitious earthquake is placed in Corsica, France, to commemorate the 12th Inter-
national Workshop on Statistical Seismology, which facilitated early conversations leading to this review.

Currently, The USGS does not make quantitative international forecasts public without an express request by the
country in question. This can lead to fraught situations where a forecast exists in the country but is not being
communicated to the people who live in the affected region. In these cases, the USGS strives to release at least
basic information about the aftershock sequence and the chance of further damaging earthquakes through its
communication offices, typically in the form of hand‐crafted narrative forecast scenarios on the USGS public
website earthquake.usgs.gov.

As mentioned previously, the communication products used for both domestic and international forecasting were
developed through engagement and testing with stakeholders, using several approaches. User preferences and use
cases for forecast products have been elicited in structured workshops, for example, in the HayWired project on
Northern California aftershock scenarios (Detweiler & Wein, 2017), and at a workshop for California‐wide
stakeholders aimed at brainstorming new products (Field et al., 2016; Field & Milner, 2018), and other formal

Figure 8. Schematic overview of applications of earthquake forecasting on different time scales in New Zealand.
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meetings with stakeholders, for example, from the BHA. Workshop participants have included emergency man-
agers, critical infrastructure and lifeline operators, civil engineers, public information officials and geoscientists.
Public reception of the forecast has further been evaluated through a review of media engagement (McBride
et al., 2018; Michael et al., 2020). During the southwestern Puerto Rico sequence, citizens affected by aftershocks
and aftershock forecasts were also surveyed to understand their response to different graphical products.

Figure 9. Interactive graphics examples from a U.S. Geological Survey aftershock forecast. (a) Probability of 1 or more aftershocks and number uncertainty visualization
for a given magnitude and forecast duration. (b) Visualization of probability of 1 or more aftershocks for multiple magnitude levels and a given forecast duration.
(c) Table summarizing probability of ≥1 event and median expected number of aftershocks for multiple magnitudes and forecast durations.
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3.3.4. Communication Summary Table

Table 6 summarizes the information provided in this pillar on the forecast communication strategies of Italy, New
Zealand, and the United States.

3.4. From OEF to Time‐Dependent Hazard and Risk

Rational decision making, when there is uncertainty involved, requires assessment of the benefit of possible risk
mitigation actions versus their costs, including the potential side effects (losses) they can cause. This also applies
to the seismic case (e.g., Erto et al., 2016). Therefore, the earthquake forecasts outlined in this document must be
used as an input to loss forecast, that is seismic risk assessment, to be used for risk management by user groups.
Note that different users will make decisions in different manners and require different levels of information
(Field et al., 2016).

The approach to seismic risk assessment around which there is most consensus is that framed by performance‐
based earthquake engineering (PBEE; Cornell & Krawinkler, 2000), where the loss metric is the rate of earth-
quakes exceeding a threshold of interest, and the computation of such a rate is carried out combining probabilistic
descriptions of (a) the seismic hazard of the site, (b) the earthquake vulnerability of the system of interest (e.g., a
building, an infrastructure, or ‐ by extension ‐ a community), and (c) the potential consequences (i.e., the losses)
caused by the damages the seismic vulnerability can lead to (this term is also sometimes expressed as exposure).

Figure 10. Headline forecast and graphical forecast summary for a fictitious magnitude 7 earthquake, following the U.S. Geological Survey template for international
aftershock forecasts. This forecast template was developed with support of the U.S. Agency for International Development Bureau of Humanitarian Assistance (BHA),
and would be delivered to BHA to support international response.
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Figure 11. Narrative forecast scenarios for a fictitious earthquake, generated as part of the U.S. Geological Survey
international aftershock forecasts. The forecast scenarios would be delivered to U.S. Agency for International Development
Bureau of Humanitarian Assistance to support international response operations.

Figure 12. Map of potential shaking in the affected region for a fictitious earthquake. The map shows the probability of
exceeding Intensity level VI on the Modified Mercalli Intensity scale. This forecast map would be delivered to the US‐AID
Bureau of Humanitarian Assistance to support international response operations.
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Table 6
Summary of the Forecast Communication Strategies of Italy, New Zealand, and the United States (U.S.) (Domestic and International)

Italy New Zealand United States domestic
United States
international

To whom is the forecast
communicated?

Authorized personnel: Major Risk
Commission of the Italian Civil
Protection, who can further
distribute

First duty officers and seismologists,
then NEMA, then public

Public Urban Search &
Rescue Disaster
Response Teams,
U.S. embassies
abroad, other
users identified
during response

Distribution channel Department of Civil Protection (to
regional entities)

Personal communication to duty
officers and seismologists,
GeoNet website, Facebook,
Twitter. Also professional
channels such as Emergency
Management or Lifeline Groups,
or the NZ Earthquake
Engineering Society

USGS website US‐AID Bureau of
Humanitarian
Assistance

Stakeholder interactions
for forecast product
development

Informal meetings with Italian Civil
Protection and INGV officials

Workshops, focus group discussions
and surveys with lifeline
providers engineers, emergency
managers, public

Formal & informal interactions with
emergency response
organizations, utility & lifeline
operators, public transportation,
civil engineers, building
inspectors

Additional informal
interactions with
international
stakeholders
through training
workshops

Testing of the
communications

Partially tested with the public Not extensively tested Structured workshops and formal
meetings

Structured workshops
and formal
meetingsPeriodic meetings with Italian Civil

Protection
Co‐developed with user groups and

with support of social scientists
Review of media engagement Public

survey

When is a forecast
released?

At midnight of each day, and after the
occurrence of every ML ≥ 3.5
event

Manual after a significant event 20 min after a M ≥ 5 event Manual after a
significant event
(within 24 hr)

Continuously available to Italian
Civil Protection, disseminated to
the Major Risk Commission
every 4 months or upon request

When is a forecast
adjusted?

Does not apply, because forecasts are
not specific to individual events

Frequently at first (at least daily), then
intermittently. No pre‐determined
schedule

Frequently at first, then
intermittently. Seventy‐five
automatic updates in the first year
are made according to pre‐
determined schedule. Manual
updates can also be made

Frequently at first,
then intermittently
on a schedule
negotiated around
user needs

What information is provided?

Earthquake probabilities Yes Yes Yes Yes

Expected number of
events/Rates

Yes, in dedicated additional reports
available during a sequence

Yes, possible range Yes Yes

Maps Yes, map of earthquake and ground
shaking probabilities, users can
select sub‐region through GUI

Yes, expected ground shaking map,
map of forecast area

Yes, map of forecast area and
aftershocks

Yes, expected ground
shaking map

Temporal evolution of
probabilities/rates

Default is 1‐week forecast Yes, in table format Yes, in table format Yes, in table format

Comparison to long‐term
values

Yes, evolution of past forecasts is
shown

Yes, with 2010 NSHM, still to be
updated to 2020 revision

No No

Ground motion Yes Yes No Yes

Losses and/or impacts No (it is considered by a companion
initiative named OELF)

No No No
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PBEE was initially formulated for long‐term risk assessment of single structures (e.g., buildings) in the long term,
with this meaning that the seismic hazard is represented by classical probabilistic seismic hazard (Cornell, 1968),
where earthquake occurrence is represented by a homogeneous Poisson process (HPP), and therefore only
mainshocks are considered to contribute to the risk. Long‐term also reflects on the vulnerability models used in
the risk assessment, which typically neglect that losses can accumulate in multiple events, assuming, for example,
that time between mainshocks is enough for repair/rebuild. This leads to risk metrics output of the risk assess-
ment, for example, the mentioned loss exceedance rate or the unit‐time expected loss, to be time‐invariant, which
greatly simplifies the probabilistic modeling of the problem at hand.

The adaptation of PBEE to short‐term risk assessment is the natural way to translate earthquake forecasts into risk
assessment. This requires replacing classical seismic hazard with its short‐term counterparts. One worth‐
mentioning attempt is the aftershock hazard analysis of Yeo and Cornell (2009), to be used for risk assess-
ment after a mainshock and in which the earthquake occurrence is described by a non‐homogeneous Poisson
process, the mean of which is provided by the Omori law, modified considering the advancements of Reasenberg
and Jones mentioned above. This approach allows the estimation of the time‐variant rate of earthquakes
exceeding a ground motion intensity threshold at a site of interest. It can also be argued that during seismic
sequences there is not enough time to repair the direct damage to the assets of interest and therefore seismic losses
can accumulate in multiple events clustering in time and space. This requires developing vulnerability models
able to probabilistically describe such a phenomenon (e.g., Iervolino et al., 2016, 2020). Similarly, exposure may
also need appropriate models for short‐term risk assessment. For example, human exposure can be time‐variant
during a sequence because of evacuation and relocation actions by civil protection. These issues, individually or
all together, generally lead to time‐variant risk metrics.

In this context, short‐term risk assessment based on OEF has been developed (Herrmann et al., 2016; Iervolino
et al., 2015), referred to as operational earthquake loss forecasting (OELF). For example, Iervolino et al. (2015)
describe a prototype risk calculation engine set up for Italy, called Mantis‐K, which receives each day or after a
M ≥ 3.5 event, the rate of earthquakes withM ≥ 4.0 computed as discussed in Model Specifications, for the whole
country. Based on a residential buildings inventory available at a national scale, and a vulnerability model
applicable to this inventory, these rates are translated into risk metrics such as the expected number of unusable
and collapsed buildings, and the expected number of injuries and fatalities for seismic causes. This risk
assessment is valid for the same time horizon the earthquake OEF rates refer to and is updated at each earthquake
rate release. For example, Figure 13 shows the forecasted earthquake rates in the week after 04/10/2024 (left) and
the corresponding expected number of fatalities in the same week (right). In Figure 14, taken from Marzocchi,
Iervolino, et al. (2015), the time‐variation of the local personal (i.e., fatality) risk for someone exposed to building
damage during the 2012 Pollino sequence in Italy is shown.

Adapting PBEE to include information available at small time scales can go as far as considering information
about an earthquake after the rupture generating it has occurred already, but while its seismic waves are still
traveling to the site where the exposed asset is located. This is referred to as earthquake early. In fact, seismology
and earthquake engineering enable performing seismic hazard and risk assessment even in this situation (e.g.,
Iervolino, 2011; Iervolino et al., 2006), which is considered real‐time, while the earthquake forecasting discussed
in this review, which refers to forecasting rupture occurrence in the short‐term, is typically referred to as near‐real‐
time.

Table 6
Continued

Italy New Zealand United States domestic
United States
international

Scenarios No Yes No Yes

Explanations for lay
people

A dedicated website is almost ready
but not open to the public

Yes Yes Yes

Interactive forecast Yes, but only for specific users. Static
for lay people

No Yes, users can select magnitude and
duration of interest

No
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4. Elicitation of Expert Views
After the description of the forecasting systems currently in operation in Italy, New Zealand, and the United
States, Section 4 of this review describes the results of and the process that was applied to elicit expert views on
OEF good practice recommendations in the development, testing, and communication of earthquake forecasts
(Mizrahi, Dallo, & Kuratle, 2023). In this study, experts are considered to be scientists who do research in this
field and have contributed to the current state of OEF systems around the world.

This expert elicitation serves as a structured and transparent means of capturing expert views on a specific
topic, complementing the current state of OEF systems described in Section 3. It should be noted that this

Figure 13. Forecasted rates of earthquakes with magnitude equal or larger than 4 in the week after 04/10/2024 in Italy and corresponding expected fatalities for the OELF
system of the country named Mantis‐K (as described in Iervolino et al. (2015)).

Figure 14. Time‐variant local personal risk for residents in the Pollino region in Italy during the 2012 seismic sequence. The
continuous lines of different colors show the weekly individual risk of death (IRD) caused by earthquakes for circular areas
of different radius from the center of the seismic sequence located at latitude 39.85°N and longitude 16.05°E. The IRD is
computed as the expected number of fatalities per radius bins divided by the total number of residents in the area (Figure
taken from Marzocchi, Iervolino, et al. (2015)).
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elicitation shall not be considered as a definitive and authoritative source of truth regarding earthquake fore-
casting, but as a snapshot of opinions from a relatively large number of experts in the field, a group that is not
representative of the entire seismological community. The aim of the elicitation was to capture international
debates and discussions on OEF modeling, testing, and communication, seeking to inform future research
endeavors, support nations interested in developing OEF systems, and identify research gaps and potential areas
for collaboration.

4.1. Method and Limitations

4.1.1. Methodological Procedure

To elicit expert opinions and identify areas of consensus and dissent in a scientific field, Delphi studies are a
common approach (Hsu & Sandford, 2007). A Delphi study is an iterative process in which selected experts are
asked to anonymously rate given statements based on their level of agreement with these statements. If the expert
group does not reach a consensus on certain statements (according to a pre‐determined consensus definition), the
reason for this dissent is discussed in a joint workshop among the group. After the discussion, the statements in
question are adapted and re‐evaluated by the experts in the next round of the anonymous survey. This process can
be repeated until consensus is reached on all topics, or the process can be interrupted and the areas of dissent can
be taken as indicators for current research gaps.

The Delphi method was applied to elicit expert views on issues related to the development, testing, and
communication of earthquake or aftershock forecasts (Mizrahi, Dallo, & Kuratle, 2023). The survey will only
mention earthquake forecasts, considering aftershock forecasts as a special case thereof. A survey was conducted
first (15–29March 2023), followed by a workshop (5 April 2023), and a second survey round (11–24 April 2023);
see Figure 15. The workshop between the two surveys allowed a deeper investigation of certain comments raised
in the first survey and a discussion of statements with dissent. The experts were encouraged to exchange ideas,
discuss differing views, and find a common ground on which they could all agree. After the workshop, certain
statements were adjusted, those where consensus was already reached were removed, and further statements
brought up during the discussion were added. The first survey and the workshop were structured into three parts:
Model Development, Model Testing, and Forecast Communication; the second survey additionally addressed
interdependencies between these parts as a result of the workshop discussion.

In most survey questions, the study participants were asked to indicate their level of agreement with a statement on
a 7‐point Likert scale, with “1” representing strong disagreement and “7” representing strong agreement (Joshi
et al., 2015). A 7‐point Likert scale was chosen to allow a neutral/undecided response (level 4), and to have enough
response options to capture nuanced expert opinions and reduce central tendency bias, compared to, for example, a
5‐point Likert scale. In addition, two survey questions, which will specifically be pointed out, allowed a binary
indication of agreement (yes/no), and other questions were designed to collect plain text answers by the expert
group. Given that certain questions demanded technical understanding or reviewer experience, respondents were
always given the option to select “I don't know,” ensuring that only participants with a sufficient understanding
addressed the various inquiries. To calculate consensus, we excluded the “I don't know” answers. There were at
least 15 responses to all questions, with the exception of three questions that are specifically marked in the text.

Consensus was defined to be reached when at least 70% of the experts agree with a statement (agreement level 6 or
7) or disagree with a statement (agreement level 1 or 2) or are undecided about a statement (agreement levels 3, 4,

Figure 15. The three steps of the Delphi study, with N being the number of experts involved in each step.
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or 5), as has been proven appropriate in previous Delphi studies (e.g., Slade et al., 2014; Vogel et al., 2019). In the
third case, the consensus is that this statement can currently not be decided. Dissent is defined as the absence of all
three types of consensus. Figure 16 illustrates examples of possible outcomes. For the two questions where the
indication of agreement was binary, only two types of consensus were distinguished: agreement (≥70% of experts
indicating agreement) or disagreement (≥70% of experts indicating disagreement, which is equivalent to ≤30% of
experts indicating agreement). In case consensus is not reached, a tendency toward agreement, disagreement, or
undecidedness is considered to be reached when at least 50% of experts agree, disagree, or are undecided about a
statement.

The group of study participants was composed of individuals who met the eligibility criteria of holding or having
held research positions and having published peer‐reviewed articles in the fields of earthquake forecasting,
forecast model testing, or forecast communication. An exception was made for PhD students who have presented
their work in one of the relevant fields at a scientific conference. This inclusion of individuals with less mature
viewpoints is vital for capturing diverse perspectives and considering the most recent advancements and de-
velopments in research.

The experts who ultimately participated in the study formed a group of 20 individuals working at different in-
stitutions in Germany, Italy, New Zealand, Switzerland, the United States, and the United Kingdom. The
workshop and the second survey saw a reduction in group size to 17 participants, although it's worth noting that
the composition of the group may have varied between these two phases. The expert group encompassed in-
dividuals at various career stages, ranging from doctoral students to emeritus professors with over 20 years of
experience in the field (see Figure 17). Their self‐perceived expertise was highest in developing (median 6 out of
7) and testing (median 6 out of 7) earthquake forecasting models. In comparison, they perceived their expertise in
communicating earthquake forecasts as lower (median 4 out of 7). Their research primarily focused on regional
and national geographical scopes, with a few experts concentrating on global and multinational scales, and only a
couple on European and continental scales. 30% of the experts were female, and 70% were male. Their mean age
was 46 years (SD = 13.0). In the invitation email, it was explicitly communicated that the elicitation centered on
short‐term forecasts to make the focus of the surveys and workshop clear.

A detailed description of all results, as well as the exact wording of the survey questions, can be found in Mizrahi,
Dallo, and Kuratle (2023).

4.1.2. Limitations

While Mizrahi, Dallo, and Kuratle (2023) provides valuable insights into experts' views on how to best develop,
test, and communicate earthquake forecasts, certain limitations should be acknowledged.

First, one main limitation of expert elicitations in general is that their results inherently depend on the composition
of the group of participating experts. For instance, the experts' opinions could be biased because they all live in
countries that have seismic hazard programs in place, and input from researchers living in more vulnerable re-
gions is missing. This limitation is acknowledged and addressed by providing a transparent description of the
expert group. Furthermore, much effort was invested in inviting a diverse and knowledgeable expert group to

Figure 16. Examples of different types of consensus, and dissent (Mizrahi, Dallo, & Kuratle, 2023).
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participate in the study. The employment of eligibility criteria ensured a systematic approach to the aspect of
knowledgeability. To broaden the pool of experts, recommendations were actively sought from those who agreed
to participate. However, researchers in numerous regions are presently not actively working on OEF development
and thus declined the invitation to participate. This underscores the necessity for future research and endeavors
aimed at establishing OEF systems, especially in areas with elevated seismic hazard and risk.

Second, expert responses on a topic are a (possibly complex) function of their experience with the topic, such that
the choice of response options and the definitions of agreement, undecidedness, disagreement, consensus, and
dissent impact the study's findings. While the effect of the choice of response options on the results cannot be
assessed in hindsight, the authors aimed to minimize the effect of chosen definitions of agreement, consensus,
etc., by additionally discussing tendencies and always providing information on the percentage of agreement
within the expert group. Furthermore, the detailed anonymized responses to all questions can be found in Mizrahi,
Dallo, and Kuratle (2023).

A third limitation of the study in particular is the relatively small number of two iterations of surveys that were
completed. Starting with a set of broadly formulated statements, subsequent iterations could have helped to
identify additional, more specific areas of expert consensus.

Furthermore, almost by definition of the Delphi process, its results are not expected to be surprising. In contrast,
the aim of the process is to identify, in a structured way, statements on which a large fraction of the expert group
(≥70% in this case) already agrees. This means that many of the conclusions of the study may have been pointed
out in previous publications on the topic in general, and by the 2011 report of the International Commission for
Earthquake Forecasting (Jordan et al., 2011).

Overall, Mizrahi, Dallo, and Kuratle (2023) believe that the benefits of providing a structured collection of expert
opinions on OEF‐related issues outweigh the unavoidable drawbacks of expert elicitations.

4.2. Results

In this subsection, the findings of the Delphi study are described, separated into the three pillars Model Devel-
opment, Model Testing, and Forecast Communication (Mizrahi, Dallo, & Kuratle, 2023). A summary of the key
findings and a discussion of the results are given in the next subsection.

4.2.1. Model Development

Within theModel Development pillar, consensus among the panel of earthquake forecasting experts was reached
only on a few statements in the first survey. These statements were designed to identify specific models and model
features that experts agree are suited/necessary for earthquake forecasting. The workshop discussion however
revealed that only a few explicit recommendations could be given, possibly because the development of

Figure 17. Distribution of scientific position of the study participants (as of the first survey) (Mizrahi, Dallo, &
Kuratle, 2023).
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earthquake forecasting models may depend on a variety of factors including the user needs of the OEF product.
These insights were used to formulate adjusted statements, which experts then evaluated in the second survey.

4.2.1.1. Model Ingredients

In the first survey, the experts were asked to indicate for different scientific model ingredients whether they
should be considered in a forecasting model, where the agreement levels range from 1 (nice to have) to 7
(absolutely necessary). None of the items reached consensus (≥70% agreement of level 6 or 7). The experts rated
the scientific ingredients in the following order (sorted by percentage of experts agreeing with level 6 or 7):

Earthquake forecasting models should:

• account for catalog incompleteness (66%)
• account for higher‐order aftershocks (45%)
• account for spatial anisotropy (45%)

[note: anisotropic aftershock triggering is meant here]
• make use of available historical data (33%)
• account for magnitude heterogeneity in catalogs (30%)
• be based on more than purely on seismicity (23%)
• account for (spatial/temporal) b‐value variations (18%)

After the workshop discussion highlighted that the way in which earthquake forecasts are developed may depend
on the targeted user groups, an adjusted question was posed in the second survey to capture this dependency. The
survey participants were given a matrix of user groups and information pieces and they were asked to indicate
with a binary response (yes or no) whether “When developing a forecasting model for the following user group [x‐
axis], the following pieces of information [y‐axis] are important.” Note that these pieces of information are to be
considered by the model, not provided by the model. The user groups were selected based on the results of the first
survey in which experts indicated which user groups might be interested in OEF products (see Target Audiences),
and the information pieces were selected based on the responses to the first survey. Figure 18 shows the results of
this question. Cells are colored based on the percentage of experts that indicated agreement. In addition to a
consensus that something is important, there is the possibility for consensus that something is not important (i.e.,
at most 30% agreed to it being important). Note that the answers to this question can not be directly compared to
the question posed in the first survey, since agreement corresponds to an ingredient being considered “important
for a user group” versus “absolutely necessary to be considered in a forecasting model.”

There are clear trends in the importance of pieces of information seen relatively to each other: b‐values are
considered not to be important in the development of forecasting models for most user groups, while higher‐order
aftershocks should always be considered, independently of the user group. But comparing the importance of
information pieces between different user groups, the trends are not clear. There is no piece of information on
which there is expert consensus that it is important for one user group (≥70% agreement) but not important for
another user group (≤30% agreement).

Figure 18. Important pieces of information per user group [in percentage]. Cells are highlighted according to the percentage of experts that indicated relevance, in shades
between red (≤30%) and blue (≥70%). Cells with consensus (≤30% or ≥70%) are further highlighted with a black border (Mizrahi, Dallo, & Kuratle, 2023).
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The assumption that a model feature that is considered important for one user group can therefore be considered
important for other user groups too, can thus not be rejected. This is in line with the result of the second survey
shown in Figure 19, which addresses whether experts agree on the idea that model development and testing should
at all depend on the user group. No consensus was reached on these issues.

The question of whether experts believe that model development and testing should depend on user needs can
therefore not be answered conclusively. This result is further highlighted by the diametral differences between
comments made by experts at the end of the second survey. One survey participant was “confused by the idea that
scientific ingredients of a model should depend on the users” and stated that “these ingredients should be selected
to make a scientifically accurate model.” Another participant disagreed with the idea that “deployment of
forecasts is primarily a scientific question” and claimed that “politics, culture, economics, and user preferences
are just as important.”

Although consensus was still not reached for all items after distinguishing between user groups in the second
survey, the general trend of the importance of each of these ingredients remained consistent. It is challenging to
reach consensus among the expert panel both when distinguishing and when not distinguishing between user
groups. Figure 18 highlights the model ingredients on which experts reach a consensus regarding their importance
—and simultaneously reveals which items cause dissent.

4.2.1.2. Model Types

Besides investigating the importance of model ingredients, the experts were also asked to assess general model
types: ETAS (Ogata, 1988), STEP (Woessner et al., 2010), EEPAS (Rhoades & Evison, 2004), Reasenberg and
Jones (Reasenberg & Jones, 1989), or ensembles thereof (e.g., Herrmann &Marzocchi, 2023; Marzocchi, Zechar,
& Jordan, 2012). After the first survey, there was consensus that:
• Ensembles thereof are suited for earthquake forecasting (70% agreement level 6 or 7).
• [almost consensus] The ETAS model is suited for earthquake forecasting (69% agreement level 6 or 7).
• It is unclear whether the EEPAS model and the Reasenberg and Jones model are suited for earthquake

forecasting (78% (EEPAS, 14 overall responses only) and 100% (R&J) of responses with agreement level
3–5).

There was dissent on the suitability of the STEP model for earthquake forecasting, with 40% of experts indicating
agreement (level 6 or 7), and 60% indicating being undecided (agreement levels 3–5) about the statement.

Regarding the models for which it is not clear whether they are suited for earthquake forecasting, several points
were raised in the comments. Some argued that models should be tested and studied by researchers outside the
group that developed the model, others pointed out that some models are not well‐defined in space, or that high
model complexity might make a model less appealing from a communication perspective. It seems reasonable
that the ETAS model, which has been widely used and tested since it was first introduced, was the one single
model that could reach the highest level of acceptance. This was confirmed in the second survey, where more than
80% of the experts chose the ETAS model when asked “If you had to choose one simple base model to produce
forecasts which are useful for a maximum number of end‐users, which one would you choose?” (Mizrahi, Dallo,

Figure 19. Evaluation of the two statements related to the role of user groups when developing and testing earthquake forecasting models (Mizrahi, Dallo, &
Kuratle, 2023).
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&Kuratle, 2023) and given the possibility to choose among all models that were discussed in the previous survey
or mentioned in the comments or in the workshop (see Figure 20). The term “simple” was, among others, used to
convey that the model should be suitable and adaptable for development and application in regions with limited
data. Individuals or entities identified by the respondents in the initial survey as confirmed potential users were
defined as “end‐users.”

4.2.1.3. Model Updating and Transferability

There was no consensus (based on the first survey) on whether earthquake forecasting models should be (sorted
by percentage of experts agreeing with level 6 or 7):
• updated during an ongoing sequence (63%)
• recalibrated regularly using the newest available data (45%)
• calibrated and tested once and not be updated without further testing (16%)

In the open comments, some experts stated that a forecasting model should be updated as often as practically
feasible, when new scientific evidence arises, after large events, or when the catalog quality changes. In the
second survey, the above statements were reformulated without using the imperative “should.” Due to the am-
biguity in the strictness of the implied imperative, the use of the word was pointed out as a possible reason for
dissent. Based on further inputs given in the workshop, the experts were tasked to quantify their agreement to
statements regarding the transferability of models that have been previously tested in a specific setting. In the
second survey, there was consensus on the following:

• If a model has been approved to be used for a given purpose, its parameters can be updated when new data
becomes available (75%)

• If a model has been approved to be used for a given purpose, it cannot be applied for the same purpose in a
different region without additional testing (75%)

No consensus was reached on the statement that “If a model has been approved to be used for a given purpose, it is
expected to be useful for the same purpose in a different region,” though there is a slight tendency toward un-
decidability (56% with agreement levels 3–5).

4.2.2. Model Testing

A key result of the first survey was that there is dissent among the experts on whether there is a need to
collectively define the minimum required tests a model should pass before it can be used for forecasting, as shown
in Figure 21.

If there is no consensus on whether the community should define collectively how it recommends a forecasting
model to be tested, it will be challenging to reach the key goal of the testing part of this Delphi study: to identify
good practice recommendations for earthquake forecasting model testing. Nevertheless, the study could identify
certain points—for example, regarding transparency and reproducibility of tests—on which the expert panel
clearly agreed. For other points, especially such where the experts were asked for specific recommendations on
which tests to use to test a forecasting model, no or little consensus was reached, as could be anticipated given the

Figure 20. Visualization of the survey results regarding the experts' preferred default forecasting model. “CRS” and “ML
based” refer to Coulomb‐rate‐state and machine learning based models, respectively, which will be discussed in the Outlook
on Model Development (Mizrahi, Dallo, & Kuratle, 2023).
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result of Figure 21. In the remainder of this subsection, the results of the Delphi study for different aspects of
earthquake forecast model testing (Mizrahi, Dallo, & Kuratle, 2023) are described.

4.2.2.1. Transparency and Reproducibility of Tests

Already in the first survey there was a strong consensus among the experts that (sorted by percentage of experts
agreeing with level 6 or 7):
• Operationally issued forecasts should be archived for retrospective analysis (100%).
• Archived forecasts should be publicly available for retrospective analysis by the community (90%).
• Source code of forecasting models should be publicly available (80%).

4.2.2.2. Modes of Testing

The experts were asked to evaluate several statements related to ideal modes of testing, where some statements
elicited a very clear consensus among the group, while others did not, as indicated by the percentage of experts
rating the statement with agreement levels 6 or 7.
• A model that is already used for earthquake forecasting should continue to be tested (95%).
• For a forecasting model to be used, it is necessary to test the model pseudo‐prospectively (i.e., excluding the

testing data when training the model) (70%).
• For a forecasting model to be used, it is necessary to test the model truly prospectively (i.e., the testing data

may not exist when the model is developed) (65%).
• For a forecasting model to be used, it is sufficient to test the model retrospectively (i.e., using the testing data

when training the model) (6%).

For the latter statement, there was a tendency toward disagreement (53% of experts indicated agreement level 1 or
2). From a strictly logical point of view, the agreement that pseudo‐prospective testing is necessary would imply
disagreement with retrospective testing being sufficient. However, disagreement with the latter statement was not
as strong as the acceptance of the former. Survey comments and workshop discussion revealed that some experts
see important value in retrospective testing. Hence, by indicating medium instead of high disagreement levels for
the statement of retrospective testing being sufficient, they may have wanted to indicate that although not suf-
ficient, retrospective testing is still necessary or at least important to assess a forecasting model. In the second
survey, the statements were thus reformulated to use less strict language and the following results were obtained.

• For a forecasting model to be used, it is recommended to test the model pseudo‐prospectively (i.e., excluding
the testing data when training the model) (93%).

• For a forecasting model to be used, it is recommended to test the model truly prospectively (i.e., the testing
data may not exist when the model is developed) (73%).

• For a forecasting model to be used, it is recommended to test the model retrospectively (i.e., using the testing
data when training the model) (53%).

By changing the formulation from “necessary” and “sufficient” to “recommended,” all statements reached higher
acceptance. This suggests a hesitancy of the expert group to define strict testing requirements.

Figure 21. Evaluation of a statement regarding the need for collectively defined minimum required tests (Mizrahi, Dallo, &
Kuratle, 2023).
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4.2.2.3. Testing Authority

Several questions in both surveys aimed to address the question of which entity should be entitled to test and
confirm a model's readiness for application. The experts agreed on the following.
• A forecasting model is ready to be used if it has been tested by a third party (e.g., in a CSEP experiment) (74%).
• A forecasting model is not ready to be used if the model developers trust the model, but it has not been

reviewed by anyone else (70%).
• It is unclear whether a forecasting model is ready to be used if the end‐user of the forecast approves (80%).

Note that the wording of the latter two statements was modified compared to the wording used in the survey to
reflect the consensus among the experts. The experts either disagreed (levels 1 or 2, second statement above) or
were uncertain (levels 3–5, third statement above) about the original wording of those statements.

No consensus was reached on statements claiming that a model is ready to be used if it has been published in a
peer‐reviewed journal (57% unsure), or if it represents the best available science (56% unsure). These two
statements were added to the second survey based on comments during the workshop.

4.2.2.4. Specific Tests

Consistent with the hesitancy of experts to define strict testing requirements is the fact that no consensus was
reached on the statements declaring any specific CSEP test a “strict requirement for a forecasting model to be
used” (sorted by percentage of experts with agreement level 6 or 7):
• CSEP Magnitude test (45%)
• CSEP Number test (45%)
• CSEP Spatial test (45%)
• CSEP (Pseudo‐)Likelihood test (42%)

Also no consensus could be reached on what is required for an existing model to be replaced, with a majority
(53%) of experts being unsure (levels 3–5) about whether it could be replaced by a model that has demonstrated
positive information gain over the existing one, and 63% being unsure about whether it could be replaced by a
model that passes the same consistency tests.

Based on inputs from the workshop, the second survey aimed to address this same question in the setting of a peer
review process (although the second survey also revealed that there is no consensus on whether the peer review
process is the adequate model testing mechanism). To the question “If you are peer‐reviewing a paper describing a
forecasting model, the results of which tests do you consider important for your decision,” experts evaluated
different tests as follows (sorted by percentage of experts with agreement level 6 or 7, only 12–13 responses per
option).

• Comparison to a benchmark model (79%)
• CSEP Spatial test (54%)
• CSEP Number test (54%)
• CSEP (Pseudo‐)Likelihood test (46%)
• CSEP Magnitude test (39%)
• Specific metrics for the forecasting of rare events (34%)

The last point was added based on a user comment in the first survey. The only test on which there is a consensus
among experts that its result would be useful for their decision during a peer review is the comparison to a
benchmark model (e.g., Bayona et al., 2023; Mancini & Marzocchi, 2023; the definition of a benchmark model
was left open‐ended in the survey). On all other tests, there is dissent concerning their importance.

Several points were raised in the survey comments as well as the workshop as to what could be the reason for this
dissent, ranging from a lack of specification of these tests (Should the N‐test be passed every day? Over a long‐
term time horizon? Pass it 90% of the time?), a recommendation to test the tests (Show that the power of the tests
is sufficiently high), to suggestions that no test is sufficient, or that no test should be a strict requirement. Others
suggested that a model should never be replaced, but added to an ensemble, and the model weights would
automatically be adjusted to give less power to the models that don't perform well.
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4.2.3. Forecast Communication

4.2.3.1. Target Audiences

Operational earthquake forecasts can serve several different user groups—and the elicitation shows that experts
agree that earthquake forecasts are relevant for (sorted by percentage of experts with agreement level 6 or 7):
• Civil protection (100%)
• Critical infrastructure providers (100%)
• Emergency managers and responders (95%)
• Search and rescue organizations (95%)
• National and cantonal authorities (90%)
• Communication experts (90%)
• Seismologists (85%)
• Policymakers (80%)
• Structural engineers (75%)
• Insurance companies (74%)
• General public (70%)

No consensus but a tendency toward agreement was reached regarding the relevance of earthquake forecasts for
the following user groups.

• Geotechnical engineers (68%)
• Construction managers (64%)
• Health sector (64%)
• Media (64%)
• Business owners (61%)

4.2.3.2. Addressing User Needs

A point on which the experts largely agreed in the first survey is that the relevance of the information provided to
users of OEF systems should be determined collaboratively with the user groups themselves. Specifically, there is
consensus on the following statements (sorted by percentage of experts with agreement level 6 or 7).
• The way in which earthquake forecasts are communicated to society should be tested and co‐designed with the

end‐users (e.g., civil protection, infrastructure owners, public) using surveys, workshops, or other activ-
ities (95%).

• The way in which earthquake forecasts are communicated to society should be regularly evaluated to check if
the end‐users’ needs are still fulfilled (95%).

• The way in which earthquake forecasts are communicated to society should be discussed informally with the
end‐users (85%).

• The magnitude threshold above which earthquake/aftershock forecasts should provide a probabilistic
assessment of the occurrence of earthquakes depends on building structure and vulnerability in the re-
gion (75%).

• The magnitude threshold above which earthquake/aftershock forecasts should provide a probabilistic
assessment of the occurrence of earthquakes depends on end‐user preference/needs. (71%).

No consensus but a tendency toward undecidability was reached on the idea that the way in which earthquake
forecasts are communicated to society should be defined by the model developers (67% agreement levels 3–5) or
follow best practices from other countries (55% agreement level 3–5). A tendency toward agreement (59%
agreement level 6 or 7) was reached for the idea that it should be defined by the entity who provides the forecast.

4.2.3.3. Communication Guidelines

Given the strong consensus among experts that forecast communication products should be developed collab-
oratively with the end‐users of forecasts, the results of the following subsection should be taken with caution. The
experts were asked about their opinion on specific communication guidelines based on their experience. These
results thus show nothing more than that: experience‐based assessments of experts of what may be relevant to
end‐users. They can serve as a valuable starting point for the collaborative process between those designing
forecast communication products and the end‐users.
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Figure 22 shows the results of a question posed in the second survey regarding which pieces of information are
considered important for which user groups. Analogously to the previously discussed question on the relevance of
model ingredients for different user groups, the survey participants were given a matrix of user groups and in-
formation pieces and were asked to indicate with a binary response (yes or no) whether “For the following user
groups [x‐axis] the following pieces of information [y‐axis] are important.” Information pieces include earth-
quake probabilities and rates, variations thereof in space or time, uncertainties, and other metrics such as hazard
and risk, based on the responses to the first survey. Note that an important quantity, the magnitude, is missing in
this list. It is assumed that a forecast is given for a magnitude range, thresholds for which were assessed through
the statements in Addressing User Needs. The user groups are the same as in Figure 18.

Highlighted with a black border are the pieces of information that at least 70% of the survey participants agreed to
be relevant for corresponding user groups, that is, there is a consensus among experts that this information item is
important for this user group. For insurance companies, all provided pieces of information are considered
important. Earthquake probabilities, absolute earthquake rates, and the spatial and temporal distribution of
earthquake probabilities/rates are considered to be important for all user groups. Other information pieces did not
reach the 70% consensus threshold for all user groups, though it is noteworthy that the percentage of agreement
(level 6 or 7) lies above 47% for all matrix entries. No information piece is considered not important for any user
group, which would have been indicated by at most 30% agreement of the expert group.

When asked about the ideal timing and regularity of forecast communication, there was consensus that “Ideally,
earthquake forecasts should be permanently communicated to the society.” (82%). No consensus was reached on
the following statements.

• Ideally, earthquake forecasts should only be communicated to society after earthquakes of a certain magni-
tude, that is, aftershock forecasting (64% disagreement).

• Ideally, earthquake loss forecasts would also be communicated to society. (65% agreement).

In the workshop, it was clarified that communicating forecasts regularly (not just after a significant event) is
preferable. However, if not possible, providing forecasts only after the occurrence of significant events is a viable
alternative. The idealizing formulations of these statements were chosen to replace imperative formulations of the
first survey after the workshop discussions revealed that in some cases it may be desired by agencies but not
possible due to missing resources to continuously disseminate earthquake forecasts.

Figure 22. Important pieces of information per user group [in percentage]. Cells are highlighted according to the percentage
of experts that indicated relevance, in shades between red (≤30%) and blue (≥70%). Cells with consensus (≤30% or ≥70%)
are further highlighted with a black border (Mizrahi, Dallo, & Kuratle, 2023).
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Furthermore, the expert group was asked for their opinion on other specific communication guidelines based on
their experience. Below are statements on which consensus was reached (sorted by percentage of experts with
agreement level 6 or 7).

• Earthquake forecasts should be provided together with an explanation on how to interpret the numbers (95%).
• Scenarios should be used to communicate earthquake forecasts (e.g., most likely and least likely sce-

nario) (79%).
• Earthquake forecast probabilities should be translated into recommended actions target audiences can/should

take (70%).
• [almost consensus] Earthquake forecasts should be part of rapid impact assessment reports after an event (e.g.,

integrate it on rapid impact assessment leaflets such as PAGER) (69%).

In their comments, the experts clarified that the scenario‐based forecast communication used in New Zealand and
the United States (see Table 4 and Figure 11) could be tested in countries aiming at providing earthquake
forecasts: (a) high probability sequence decays; (b) medium probability of similar level of shaking; and (c) low
probability high‐impact scenario. It was further mentioned that the time frame of the forecast might change with
the time since the mainshock. One expert also stated that the scenarios should depend on user needs; the general
public for example, may be more interested in a worst‐case scenario, whereas emergency managers need to know
what will realistically occur in the next week and month to organize the disaster response.

The experts furthermore had the chance to indicate how they would combine forecasts with existing commu-
nication products. Their answers revealed that (a) a one‐page summary for key stakeholders might be useful; (b)
the forecasts should come from the same source as the other communication products (e.g., notifications, rapid
impact assessments); (c) a menu of available products on a website/app allows user groups to pick the products
they need; (d) the forecast or a link to the forecast should be provided in the general earthquake notification.

Note that these were comments made by individual experts and do not necessarily represent the collective view of
the expert group. Also, given the dissent regarding whether earthquake forecasting communication should follow
best practices from other countries, these best practices can be a starting point for OEF communication product
developers, but need to be tested with the specific user groups of the product in development.

4.2.3.4. Communication Challenges

According to the expert panel, a key challenge that could be relevant when communicating earthquake forecasts is
the government/politicians not wanting earthquake forecasts to be publicly available (84% agreement level 6 or
7). Other challenges that were evaluated but on which no consensus was reached are the following (sorted by
percentage of experts with agreement level 6 or 7).
• The legal basis to publish forecasts publicly does not exist (62% agree, 13 responses only).
• Civil protection does not want earthquake forecasts to be publicly available (59% agree).
• People struggle to interpret the forecasts (59% agree).
• The forecasts are misused by third parties (56% undecided).
• The public will not be able to correctly interpret the earthquake forecasts (53% undecided).
• The uncertainties of the forecasts are still too high to base any mitigation or recovery actions on (45%

disagree).
• It is difficult to combine earthquake forecasts with other available communication products (e.g., earthquake

notifications, rapid impact assessments) (60% undecided).

4.2.3.5. Communicating Institution

Experts were also asked who they think should be providing earthquake forecasts to society (Mizrahi, Dallo, &
Kuratle, 2023). There was agreement that natural hazard institutions should do so (75%), but no consensus on
other institutions such as national or regional authorities (65%), civil protection (62%), scientific institutions
(59%), or the media (50%). Participants mentioned that it strongly depends on the country as to which institution is
authorized to provide forecasts and is trusted by people. This possibly explains the lack of a clearer consensus on
this question.
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4.3. Discussion of the Expert Elicitation Results

This subsection summarizes and discusses the key insights gained from the expert elicitation. Note that all in-
sights need to be interpreted considering the limitations of expert elicitations in general and of this expert elic-
itation in particular, as described in Limitations. Specifically, the insights depend on the composition of the expert
group and on the definitions of agreement and consensus.

4.3.1. Model Development

Key insights:

• Considering higher‐order aftershocks when developing an earthquake forecasting model is considered rele-
vant independently of the user group for which the forecast is produced.

• Other scientific model ingredients were indicated to be relevant with a less uniform agreement by the experts.
• The inclusion of geodetic information or b‐value variations is currently considered not to be important, except

possibly for duty seismologists.
• Among the different existing model types, the ETAS model is recommended to be used as a default, and using

ensemble models is encouraged.

The importance of different model ingredients in the development of forecasting models varies strongly both
when accounting for and when not accounting for different user groups. The key insights drawn from Figure 18
are: (a) accounting for higher‐order aftershocks is a model feature that the experts consider important regardless
of the user group, and (b) accounting for spatial or temporal b‐value variations or geodetic information is
consensually considered not important for almost all user groups. The reasons for which a model feature is
considered important or not were not assessed as part of the Delphi study. It is however crucial to remark that this
assessment is based on the current state of research, and that it reflects the view of a specific group of experts that
is not representative of the entire seismological community. Therefore, model features that are currently
considered unimportant could become relevant once they are better understood. Specifically, the two topics rated
least important by the experts, b‐value variations and geodetic information, have recently been shown to be of
potentially great interest for forecasting (Bletery & Nocquet, 2023; Gulia &Wiemer, 2019, see Outlook onModel
Development). In contrast, extensive research exists on why earthquake forecasting models should, and how they
can, account for higher‐order aftershocks (e.g., Felzer et al., 2003; Nandan et al., 2019; Ogata, 1988) and catalog
incompleteness (Hainzl, 2022; Mizrahi et al., 2021; Omi et al., 2014; Page et al., 2016; Seif et al., 2017), the two
model ingredients rated most important. This suggests that experts are inclined to require exhaustive evidence
before including additional ingredients in OEF models. This conservative behavior is further evidenced by the
wide consensus of using the ETAS model as a default, most likely due to thorough research on its performance
(e.g., Cattania et al., 2018; Savran et al., 2022; Strader et al., 2018; Zhuang, 2011). This observation, along with
the lack of consensus on the importance of including certain ingredients, such as fault information or historical
catalogs, indicates that further research is required to understand if and how they can be incorporated into existing
(or yet‐to‐be‐developed) models in a measurably useful way.

The topics rated more important tend to be topics that can be viewed as largely solved. For instance, as shown in
Table 2, all three countries with OEF systems discussed in Section 3 have at least one model in place which does
account for higher‐order aftershocks. Yet, a distinction can be made between those who account “only” for af-
tershocks of aftershocks that have already been observed, and those who also consider aftershocks of possible
future aftershocks that have not yet been observed and need to be simulated. Currently, the ETAS models used in
New Zealand and the United States produce simulated catalogs, while the model applied in Italy neglects this
latter type of higher‐order aftershocks to save computation time.

A possible reason to explain the lack of consensus on the importance of many model ingredients could be the lack
of their availability or harmonization both within and across regions; this issue is particularly notable in fault
information, historical seismicity, and geodetic data.

Furthermore, experts encourage the use of ensemble models, possibly because they view it as a convenient way to
exploratively include innovative or unconventional models into current OEF systems. If model weights are
determined and regularly updated based on the recent performance of the ingredient models (e.g., Herrmann &
Marzocchi, 2023), including such models can be beneficial to the forecast while poorly performing ingredient
models will quickly be down‐weighted and their negative impact thus minimized.
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The lack of consensus on model updating strategies could be due to differences between the models. The R&J
model depends only on the mainshock magnitude and the model parameters. With about an order of magnitude
uncertainty in aftershock productivity between sequences within a single tectonic environment (Page et al., 2016)
the forecasts are highly uncertain unless the model parameters are updated during a sequence. In contrast, the
summation term in the ETAS and ETES models represents a degree of adaptation within a sequence without
updating model parameters.

4.3.2. Model Testing

Key insights:

• There is dissent among experts on whether there is a need to collectively define the minimum required tests a
forecasting model should pass before it can be used.

• As a consequence, clear requirements to an earthquake forecasting model or specific tests it should pass could
not be identified.

• The expert panel agreed on the following recommended testing approaches:
◦ Comparison to a benchmark model
◦ Prospective and/or pseudo‐prospective testing
◦ Third‐party involvement (such as a CSEP experiment)

• It is not considered sufficient if the model developers trust their model, without it having been reviewed by
anyone else.

• If a model has been approved to be used for a given purpose, its parameters can be updated when new data
become available, but it cannot be applied in a different region without additional testing.

• Transparency and reproducibility of forecasts is encouraged: sharing model source code and archived fore-
casts for use by the community is desirable.

A result worth some discussion is the dissent among experts on whether there is a need to collectively define a set
of minimum required tests a model should pass before it can be used for forecasting. Several possible causes for
this dissent were suggested by individual experts during the Delphi process, although their explanations varied
significantly.

One possible cause is the fact that the experts have largely different kinds of experience in earthquake forecasting
—some work at institutions that have specific approval procedures that need to be followed before a model can be
used to issue forecasts. Others are more experienced in the theoretical aspects of model testing. These are two
highly differing perspectives on the subject: On one side are those who develop tests to fairly compare models,
agnostic of the model specifics; on the other side are those facing institutional approval procedures that precede
operational work. Among such a diverse group, consensus on the topic is a difficult goal to reach.

Another possible distinction of perspectives is between a user‐centric perspective and a science‐centric
perspective. Science‐centric experts could argue that independently of how a model is used, there should be a
way to definitively rule out models that perform too poorly, and are too far from describing reality. User‐centric
experts in comparison may argue that depending on the way a model is used, it should undergo different kinds of
tests. Some may even be willing to use untested or imperfect models, based on the value of being able to provide a
time‐varying forecast at all. If the alternative is providing little or no information to users about an aftershock
sequence then even a simple model, for example, R&J, may support improved decision‐making.

The cause for dissent may also lie within the currently existing tests themselves: The passing of specific tests such
as the CSEP N‐ or S‐tests were not consensually considered strict requirements for forecasting models. The
hesitancy of some experts to define such strict requirements might stem from the current lack of a test that is basic
enough to be passed by all models considered sensible by these experts, without the test itself being meaningless.
Sometimes, a model might fail an N‐test and still provide information that can be useful to user groups.
Furthermore, traditional CSEP tests relying on a Poissonian temporal occurrence model (Schorlemmer
et al., 2010; Werner et al., 2010; Zechar, Gerstenberger, & Rhoades, 2010; Zechar, Schorlemmer, et al., 2010)
have proven not to be adequate to evaluate forecasts that account for the over‐dispersion of seismicity rates (e.g.,
Lombardi, 2014; Nandan et al., 2019), which may hinder the experts' confidence in using CSEP tests to rule out a
model. This has been addressed by Savran et al. (2020), by designing catalog‐based evaluations that account for
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the inherent seismicity rate variability and how a forecast accounts for such. These tests have not yet been applied
in truly prospective CSEP experiments, but are intended by the community to be deployed in the future.

But even more abstract tests such as “being published in a peer‐reviewed journal” were not uniformly received by
the expert group.When asked to rate statements about where the testing authority lies, there was consensus among
the expert group that it is unclear whether a forecast is ready to be used if the users of the forecast approve. This,
again, could be rooted in the different realities in which the experts operate: some are part of agencies with clearly
defined pipelines for model approval, others are researchers whose day‐to‐day work is to develop and refine
forecast model tests.

Furthermore, while CSEP experiments entail many of the ideas on which the experts reached consensus, such as
the desirability of prospective testing, comparative testing between models, and third‐party involvement, there
has not been true replicability of model results across regions so far, despite near‐universal consensus on the
advisability thereof. That is, a model's formulation and computational implementation have not been simulta-
neously used by different OEF systems. Although benchmark comparisons are common, different studies use
different benchmark models (e.g., Bayona et al., 2023; Cattania et al., 2018; Dascher‐Cousineau et al., 2023;
Nandan et al., 2021; van der Elst & Page, 2017). Based on the result that the expert group considers the ETAS
model the preferred default model, it would make a good candidate benchmark model. However, various ETAS
implementations exist and our study did not aim to identify a specific benchmark model or model implementation.
The expert‐encouraged sharing of model source codes with the community may facilitate the establishment of a
community‐approved benchmark. At the same time, along with making test results accessible, source code
sharing may encourage OEF teams to expand their model pools and cross‐validate their models' reliability.

4.3.3. Forecast Communication

Key insights:

• Forecast communication products should be developed in collaboration with the user groups of the product.
• Earthquake forecasts…

◦ are relevant for a wide range of user groups.
◦ ideally should be permanently communicated.
◦ should be communicated together with an explanation for how to interpret them. This includes the use of
scenarios and, possibly, translation of probabilities into potential impacts and recommended action (e.g.,
“There is a 30% probability of a M7 event, which could cause severe shaking and falling masonry. Ensure
you know how to take protective action, and have your preparedness items in order.”).

• A key challenge in OEF communication is that the government or politicians may not want earthquake
forecasts to be publicly available.

The first point in the above list underscores an inherent limitation of this study: An expert elicitation cannot assess
user needs. Earthquake forecasting experts are not the ideal group to decide on specific communication good
practices for earthquake forecasting. To truly understand the information that is relevant for users of OEF
products, one should ask the users themselves, as has been done in previously mentioned studies (e.g., Becker
et al., 2020; Dryhurst et al., 2022; Schneider, Wein, et al., 2023). Possibly, the experts' acknowledgment of the
need for interactions with users to understand their needs can explain the responses to the question in Figure 22,
where no piece of information was deemed irrelevant for any user group.

The lack of consensus on whether earthquake impact and/or loss forecasts should ideally also be communicated to
society could possibly be explained by experts' lack of experience in earthquake loss forecasting communication
and the limited research on user needs related to impact or loss forecasts. Experts might make a distinction
between the entities responsible for communicating forecasts of geophysical metrics (e.g., earthquake rate,
ground motion) and for communicating loss forecasts (e.g., damage, casualties, monetary losses). Civil protection
entities might handle the latter, while the former may fall under the purview of scientific institutions. Literature
exists on impact‐based warnings, and some of this could be used to inform the forecast space, to consider whether
impact‐based forecasts are a useful aspect of earthquake forecasting.

From a purely logical point of view, one would expect agreement with permanent communication of earthquake
forecasts as an ideal to imply disagreement with only aftershock forecasting as an ideal. However, experts agreed
to the permanent communication ideal and reached dissent on aftershock forecasting as an ideal. From the
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anonymous survey responses, it can be inferred that at least three participants who strongly agreed with the
aftershock forecasting ideal must have also agreed to a minimum level of 4 with the permanent communication
ideal. This suggests that these individuals might have a preference for aftershock communication but no strong
views against the permanent communication ideal.

After this Delphi study, a main challenge of earthquake forecast communication, namely finding the most
effective means of communicating low‐probability, high‐impact events, remains. It is crucial to gain a deeper
understanding of how individuals perceive low probabilities and the resulting behavioral actions they take.
Several factors contribute to this, including people's inclination to underestimate events that are less immediate or
familiar to them, the constraints on their attention and resources, and their sense of psychological distance from
these events, which may make them feel less personally affected (Slovic, 2016). Furthermore, there is a need to
conduct comprehensive analyses of the current means used to convey information about uncertain futures, that is,
most likely and unlikely scenarios (e.g., Schneider, McDowell, et al., 2022). These analyses should focus on
assessing their effectiveness in enhancing society's resilience toward low‐probability, high‐impact events.

4.3.4. Cross‐Pillar Reflections

4.3.4.1. Consensus Due To Lack of Expertise?

An interesting observation is that consensus was more often reached among the expert group regarding statements
on the communication of forecasts compared to statements on the development and testing of forecasting models.
This agreement perhaps reflects the lack of experience of the experts in this field suggested by their self‐perceived
expertise levels. The dissent in model development and testing strategies could conversely be explained by the
higher experience of the experts: they each have their particular viewpoint on which they insist.

4.3.4.2. User‐Specificity

The results of the Delphi study provide evidence for two fundamentally different perspectives of expert group
members on certain topics covered. Some experts have a more user‐centric perspective on earthquake forecasting
while others have a science‐centric perspective, especially on questions related to the development and testing of
forecasting models. Some experts may also have both perspectives depending on the pillar (e.g., user‐centric for
communication and science‐centric for development/testing). The science‐centric perspective views earthquake
forecasting models as tools to approximate and understand reality, where the perfect model would perfectly
describe future seismicity. Under this perspective, any model feature that allows a more precise description of
future seismicity is a model feature worthwhile developing. It could not possibly cause any harm, regardless of
who the user groups of the forecast will be. The user‐centric perspective on the other hand views earthquake
forecasting models as tools to serve the needs of specific user groups. If the user group is interested in under-
standing the risk of a specific building or structure, spatial details of the forecast are crucial, while for another user
group, a spatially more aggregated forecast may be enough.

Possibly, the dissent among the expert group on the questions of whether earthquake forecasting models and tests
thereof should be user‐dependent can be simply explained through different perceptions of the word “should.”
The science‐centric experts with the ideal model in mind do not think that the ideal model should depend on the
user group; the user‐centric experts, who know that resources are limited and that a non‐perfect but hopefully
useful model can be developed and tested with one focus or another, think that this focus should definitely depend
on the forecast's user groups.

5. Outlook
5.1. Future Developments of OEF Systems Worldwide

5.1.1. Italy

The Italian group (INGV, University of Naples) is currently working on two major fronts. First, improving the
performance of the current OEF‐Italy system by including automated algorithms that address (a) the incom-
pleteness issues, and (b) the uncertainty related to the estimation of the models' parameters. More precisely, as
regards the former point, the group is working on including in the system the RESTORE algorithm by Stallone
and Falcone (2021), which accounts for Short‐Term Aftershock Incompleteness (STAI). This algorithm
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implements a stochastic gap‐filling method that detects STAI gaps and reconstructs the missing events in a space‐
time‐magnitude domain, thus extending the work by Zhuang et al. (2017, 2020), which replenishes the portions of
an incomplete seismic catalog through empirical functions describing only the time–magnitude range of missing
data. In this way, the problem related to the underestimation of the expected seismicity due to the high incom-
pleteness is overcome. As regards point (b), the possibility in OEF‐Italy of estimating the model's parameters by
means of a Bayesian procedure, as proposed by Omi et al. (2014), is being discussed to reduce uncertainty in the
forecasts (Michael et al., 2020; van der Elst et al., 2022). During the sequences of L’Aquila 2009 and Pianura
Padana Emiliana 2012, a first attempt at a daily calibration of the OEF‐Italy models was made but, in both cases,
an overestimation of the events' number in the tails of the sequences was observed. This is likely due to the very
large amount of data used to calibrate the models, thus freezing the estimation of the parameters for a certain long
time such that the modeled temporal decay did not reflect the effective course of the sequence. It is also worth
mentioning that the Bayesian estimation of the models' parameters would imply a higher computational cost. On
foot of these reasons, before any adjustments to the estimation techniques, a discussion with experts in the field
will be opened. This will also allow addressing the need, raised by the expert elicitation, of updating the pa-
rameters when new data become available, once the model has been approved to be used for the specific purpose.

The second front of currently ongoing work is related to communication. This is a delicate point, as the Italian
legal system does not clearly define scientists' roles and responsibilities on the information delivered. The pos-
sibility of releasing the forecasts to the public and the best way to disseminate and explain them is being discussed
in periodic meetings with the Italian Civil Protection. This meets the experts' agreement, from the Delphi study,
that the way in which earthquake forecasts are communicated to society should be tested and co‐designed with the
end‐users, provided that Civil Protection and the general public represent indeed two of the main Italian user
groups for which forecasts are relevant. The key statements on which the Delphi expert group reached consensus,
such as the need to communicate the forecasts together with an explanation for how to interpret them, will be
proposed as food for thought. The international exchange on how to communicate earthquake forecasts will be a
valuable tool on which future decisions will be based.

Concurrently with these two fronts, the group is working to overcome some technical problems related to
computational time. To date, every 15 min the system checks the earthquake catalog, recorded in the INGV
Seismic Monitoring Room in Rome, for the occurrence of any ML ≥ 3.5 event, after which a forecast is to be
delivered (besides the programmed midnight ones). It is necessary to reduce this time, because it introduces a
temporal delay that may entail underestimation (e.g., the check of the catalog is at 00:00, and an ML ≥ 3.5 event
occurs at 00:01).

Future work is to include additional models in the ensemble of the OEF‐Italy system, such to improve its per-
formance skill. In line with the recommendation of the expert elicitation, the plan is first to include ETAS models
based on simulated catalogs, such as to account for higher‐order aftershocks.

Models that explicitly account for the new ingredients that were positively welcomed by the expert group of the
Delphi study, like the catalog incompleteness as proposed in Mizrahi et al. (2021), will also be considered.
Finally, the aim is to include physics‐based models (e.g., Mancini et al., 2019) in OEF‐Italy, thus allowing the
system to calibrate the forecasts according to a different perspective.

On the engineering side, a version of Mantis‐K, the OELF system currently running in Italy, that is able to account
for damage accumulation in the vulnerability and exposure models it uses, has been developed and is now in the
process of testing and calibration.

5.1.2. New Zealand

Consistent earthquake magnitude reports are important for earthquake forecasting and are currently not available
in New Zealand. GeoNet has plans to introduce a local magnitudeMLNZ20 that has been derived to be as consistent
as possible with moment magnitude (Rhoades et al., 2021). For the revision of the NSHM, this new magnitude
was calculated for earthquakes since the early 2000s with sufficient digital waveform recordings, and regression
relations were derived for earlier magnitude estimates. The model parameters of the individual models need to be
re‐estimated to account for the new magnitudes. Also, the New Zealand forecast testing center is in the process of
being revived. The composition of the hybrid model components will be kept continually under review. Since the
construction of the present model more than 5 years ago, there have been several new insights that have the
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potential to affect the construction of the hybrid. Recent innovations in EEPAS modeling include compensation
for the time lag (Rhoades & Christophersen, 2019) and the lead time (Rhoades et al., 2020), as well as improved
understanding of the space‐time trade‐off of precursory seismicity (Rastin et al., 2021) and the important effect of
the regional strain rate or long‐term earthquake rate on time scaling in the EEPAS model (Christophersen,
Rhoades, & Colella, 2017; Christophersen, Rhoades, Gerstenberger, et al., 2017; Rhoades et al., 2022). When
these new insights have been optimally incorporated into the EEPAS model, it will be necessary to review the
medium‐term component of the hybrid model and perhaps the Avmax form of the hybrid model. Recent studies of
distributed seismicity in the revision of the NSHM have drawn to attention the question of whether strain‐rate
models, which contribute to the long‐term component of the present hybrid, are well‐correlated with earth-
quake occurrence in the long‐term, that is, for more than a decade or two around the time of the geodetic ob-
servations on which they are based (Rastin, Rhoades, Rollins, & Gerstenberger, 2022), and have also called into
question the previous selection of smoothed seismicity models contributing to the long‐term component. All these
issues point to the necessity for a thorough re‐evaluation of the hybrid model components in the future.

For the future, it is planned to shift the emphasis from responding to major events to issuing regular national
forecast updates for a range of time periods. Such forecasts can be produced using the present HFT. In quiet times,
the medium‐term and long‐term components of the hybrid model will dominate the forecasts.

5.1.3. United States

The U.S. Geological Survey (USGS) is currently developing the ETAS model for use in the automated forecast
system and is developing regionalized parameters for that system. This step will put USGS efforts more in line
with results from the Delphi study that higher‐order aftershocks are important and ETAS is the preferred single
model. The first step will be a switch to temporal ETAS. Unlike some of the existing ETAS systems, the USGS
system includes Bayesian updating of parameters during a sequence and includes the triggering from future,
simulated, events. Both steps require attention to computational efficiency. ETAS parameter estimation can be
difficult and must be reliable in an automatic system, and including the impacts of future, simulated events re-
quires attention to avoid super‐critical parameters. Thus, both approaches complicate the implementation and
need careful consideration. Whether these, and other operational choices, improve the forecasts will be deter-
mined by pseudo‐prospective testing. Later, spatio‐temporal ETAS and map‐based forecast information may be
added, as is currently delivered for the international forecast product. The USGS also plans to eventually provide
automatic aftershock forecasts following (possibly, a subset of) large and/or damaging international earthquakes
on its website, but these plans have not yet been finalized.

Ongoing work regarding forecast communication includes a cross‐country study that seeks to understand the user
needs of stakeholders from multiple user groups (e.g., emergency managers, civil engineers, geoscientists, public
information officials) in three countries (the United States, Mexico and El Salvador) to design novel forecast
graphics and maps, for future testing in a user experiment (Schneider, Cotton, & Schweizer, 2023). This work
starts by explaining to users what aftershock forecasting can provide and then eliciting from the users what
decisions they make during aftershock sequences, what information would support those decisions, and how they
want to receive that information. This, along with previous user research, will inform any updates to USGS
forecast communication products.

5.1.4. Switzerland and Europe

The Swiss Seismological Service (Schweizerischer Erdbebendienst, SED) at ETH Zurich is developing and
testing earthquake forecasting models for Switzerland and Europe, and developing the IT infrastructure and
communication products required to disseminate the forecasts produced by these models regularly. In the case of
Switzerland, the development of OEF capabilities is part of a larger ongoing initiative aimed at creating a
“dynamic, harmonized and user‐centered earthquake risk framework” (see Böse et al., 2023). The SED's ongoing
efforts align closely with the recommendations of the expert panel derived from the Delphi study. The aim is to
develop simple models that are consistent with the existing long‐term forecasting models which underlie the
respective hazard models (i.e., Danciu et al., 2021; Wiemer et al., 2016). For the European region, it is important
to note that the planned harmonized forecast is not meant to overrule or replace local forecasts where these are
available. Rather, they enable cross‐national or cross‐regional comparisons to be made.
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In two studies of Han et al. (2024) and Mizrahi et al. (2024), different variants of the ETAS model are considered,
which is one of the recommendations of the expert group. ETAS models naturally account for higher‐order af-
tershocks, which was the model ingredient rated most important in the expert elicitation. The second most
important information to consider during model development, catalog incompleteness, is also addressed by
allowing temporal or spatio‐temporal variations of the completeness magnitude of the catalogs used for cali-
brating the models, using the approach of Mizrahi et al. (2021).

To test the suitability of the models, retrospective and pseudo‐prospective tests are conducted. For small
magnitude events for which more data are available, pseudo‐prospective tests comparing different model variants
to time‐independent benchmarks are performed, revealing the usefulness of the time‐dependent nature of these
models as well as advantages and drawbacks of individual model variants compared to each other. The relatively
low number of large magnitude events in Switzerland makes it challenging to obtain statistically meaningful
results from pseudo‐prospective tests about the occurrence frequency of large magnitude, hence relevant, events.
Thus, to complement the pseudo‐prospective tests, retrospective tests are conducted for further insight. Once the
forecasting models are agreed upon and forecasts are produced automatically, these forecasts will be stored and
archived to enable prospective testing, in agreement with the recommendations of the expert group. The code base
used for calibrating these models and for calculating forecasts is available online (https://github.com/lmizrahi/
etas; Mizrahi, Schmid, & Han, 2023).

The main target group of the earthquake forecasts are professional stakeholders often familiar with risk and
emergency management but not specifically trained to handle seismic crises, as well as the public. Communi-
cation products must be designed accordingly. While the detailed communication products are yet to be deter-
mined, the SED is planning to follow the recommendations provided through the Delphi study presented in this
article. This means that the communication products will be designed and tested with the target groups to ensure a
correct interpretation of the forecasts. To this end, public surveys and workshops with professionals will be
conducted, for instance with members of the Swiss Federal Nuclear Safety Inspectorate (ENSI) and SED‐internal
duty seismologists, who are interested in receiving information tailored to their specific needs. Different forecast
communication formats will be tested, including best practices from other countries (e.g., using scenarios). This
will enable an evaluation of the effectiveness of these products for Swiss and European stakeholders, as well as
their inclusivity, considering factors such as accessibility and information processing skills.

The expert group agreed that regular forecast release would be ideal. The main reasoning behind this recom-
mendation is that users can familiarize themselves with the forecasts and the type of information provided and get
an idea of what a forecast looks like on a normal day. This would provide them with a mental benchmark to
compare to on a day with increased earthquake probabilities. The anticipated usual update frequency of one day
will be temporarily increased when a significant event occurs. However, user tests must show whether these
recommendations prove sensible and lead to an improved understanding of OEF.

After the establishment of basic OEF systems for Switzerland and Europe, the SED is considering the devel-
opment of several refinements to these systems. These refinements include, but are not limited to, (a) adding a
mechanism for sequence‐specific model updating, (b) estimating and communicating the implications for hazard
and risk that result from temporally elevated earthquake probabilities, (c) continued research on the development
of superior forecasting models by including more information on earthquake physics, or by exploring alternative
or complementary models for earthquake forecasting using machine learning (ML) techniques.

5.2. Outlook on OEF‐Relevant Research

5.2.1. Outlook on Model Development

The earthquake forecasting models presented so far are those currently applied for OEF in practice. In this
subsection, we provide a brief overview of emerging forecasting techniques, and direct the interested reader to a
comprehensive discussion by Hardebeck et al. (2024) in their recent review on aftershock forecasting. As pointed
out in previous sections, emerging models must undergo thorough testing before they can be considered suitable
in an OEF context.

Earthquake forecasting models currently used for OEF are primarily empirical, meaning that they employ
observed relationships from past earthquake sequences without considering the physical mechanisms involved in
aftershock triggering. A widely accepted possible explanation for earthquake triggering is provided by the static
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stress transfer hypothesis (Harris & Simpson, 1992). Its idea is that a fault can be brought closer to failure due to
the redistribution of stresses in the crust caused by an earthquake. Coupled with the concept of rate‐state‐friction,
which can be used to describe the temporal evolution of seismicity rate (Dieterich, 1994), Coulomb‐rate‐state
(CRS) seismicity models have been established and refined recently, showing comparable skill to ETAS
models and promising potential for improvement (Cattania et al., 2015, 2018; Mancini et al., 2019, 2020).

However, CRSmodels suffer from the samemain limitation as empirical models: they are clusteringmodels, most
successful at modeling the evolution of seismicity without encoding information on the magnitude of the next
earthquake, which is assumed to be a random sample from a magnitude‐frequency distribution. Another approach
is to look for precursory signals that only occur prior to large events or scale with the size of the impending
earthquake. The search for precursory signals has, so far, not yielded any findings applicable for forecasting, but is
a field of ongoing progress. One type of precursor, which is not controversial (but may not be predictive of future
earthquake size), is foreshocks, that is, smaller earthquakes that occur prior to a larger one. There are currently two
conceptual models that explain the occurrence of foreshocks: the cascade model and the pre‐slip model (e.g.,
Dresen et al., 2020; Ellsworth & Beroza, 1995; McLaskey & Lockner, 2014; Mignan, 2014). In the former,
foreshocks are regular earthquakes that happen to trigger a more significant event. In the latter, they do not trigger
each other, but are a byproduct of the nucleation process of a mainshock. A recent study by Bletery and Noc-
quet (2023) appears to support the pre‐slip model. The authors claim to have found evidence in GPS time series for
a two‐hour‐long exponential acceleration of slip leading up to large earthquakes. As pointed out by the authors, this
observation might be the very end of a much longer process of precursory slip. Their result is, however,
controversial, and ongoing follow‐up analyses suggest that common‐mode errors among the GPS stations may
cause these observations. Other precursors such as ionospheric disturbances prior to large earthquakes
(Heki, 2011) have been claimed to be detected, though the robustness of this result is widely debated (Kamogawa
& Kakinami, 2013; Masci et al., 2015). A general problem with the analysis of precursory signals is that they are
mostly done in retrospect after a large earthquake has already occurred. Many parameters of a precursor analysis
depend on the knowledge of information about the impending earthquake such as its epicenter or direction of slip.
Moreover, phenomena such as ionospheric disturbances happen very often. Even if they did systematically occur
prior to large earthquakes, their occurrence does not guarantee a large earthquake to be in preparation.

The topic of false or missed alarms was also relevant in the debate (Dascher‐Cousineau et al., 2020, 2021; Gulia
et al., 2020; Gulia & Wiemer, 2021) following the proposition of the foreshock traffic‐light system (FTLS) by
Gulia and Wiemer (2019). After a large earthquake, this system analyzes the temporal variation of the b‐value to
decide whether the earthquake is likely to be followed by a larger one (making the first earthquake a foreshock) or
not. Not only after the occurrence of a large event, a change in b‐value has been proposed to be a candidate
precursor of impending large earthquakes, supported by theoretical considerations and observations in the lab-
oratory and the field (El‐Isa & Eaton, 2014; Imoto, 1991; Main et al., 1989; Mogi, 1962; Scholz, 1968; Schor-
lemmer et al., 2004, 2005; W. D. Smith, 1981). Laboratory experiments highlight a b‐value decrease before the
main‐slip events, followed by a post‐rupture increase (Bolton et al., 2020; Goebel et al., 2013, 2015; Jiang
et al., 2017; Johnson et al., 2013; Lei & Ma, 2014; Main et al., 1989; McLaskey & Lockner, 2014; Rivière
et al., 2018). Gulia et al. (2018), inspired by observations from both laboratory and single case studies (Ogata &
Katsura, 2014; Tamaribuchi et al., 2018; Tormann et al., 2012, 2014, 2015; Wiemer et al., 2002; Wiemer &
Katsumata, 1999), conducted a systematic analysis that confirmed this behavior in several worldwide aftershock
sequences. This led to the insight that is at the basis of the FTLS: the b‐value evolution, analyzed as a proxy for the
average stress condition of a fault, can act as a first‐order discriminator between normal aftershocks and likely
precursory sequences. In cases where the b‐value does not increase, but decreases, a second larger event is likely
to happen. While in principle this is a promising approach, estimates of the b‐value vary naturally and as a
consequence of several sources of bias (Marzocchi & Sandri, 2003; Marzocchi et al., 2020; Shi & Bolt, 1982), and
further testing is required to turn color alerts into probabilistic forecasts that can be compared to existing models.

The field of earthquake forecasting based on ML techniques has been approached with hesitance after a
controversial model proposed by DeVries et al. (2018), which forecasted aftershock locations using deep
learning, was revealed to be as informative as a far simpler parameterization (Mignan & Broccardo, 2019). More
recently, however, ML techniques are gaining traction as multiple research teams have developed simple ML
models that can match or exceed the performance of traditional forecasting approaches. Researchers at Google
proposed the Forecasting Earthquake Rates with Neural networks (FERN) spatio‐temporal model and found that
it performed slightly better than the ETAS model (Zlydenko et al., 2023). Similar approaches proposed by
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Stockman et al. (2023) and Dascher‐Cousineau et al. (2023) likewise found improved performance of temporal
neural point process models relative to the ETAS model, particularly when more earthquakes were used in
training. For large data sets, these models are faster to train than ETAS. Another noteworthy advantage of neural
point process models is that they are extremely adaptive to nonstationarities in earthquake catalogs. In particular,
these models can make use of the small, numerous earthquakes available in recently developed ML‐based
earthquake catalogs (e.g., M. Liu et al., 2020; Ross et al., 2018), even when these cataloged earthquakes are
not complete (e.g., Herrmann & Marzocchi, 2021; Mancini et al., 2022).

Although earthquake catalogs are improving continuously, the large earthquakes that drive hazard and risk remain
rare. To compensate for the paucity of well‐recorded large earthquakes, small earthquakes, which are more
abundant, are studied and the relationships identified for these events are extrapolated to forecast larger earth-
quakes. The simplest example for this is to use the Gutenberg‐Richter relationship to estimate the frequency of
large (rare) earthquakes based on the relative frequency of smaller (more abundant) ones. Besides high‐resolution
catalogs of natural earthquakes, human‐made laboratory earthquake catalogs can nowadays be produced to study
the earthquake processes and the evolution of seismicity in a controlled environment (e.g., Gischig et al., 2020;
Lei & Ma, 2014; Selvadurai et al., 2023). The level at which knowledge about laboratory earthquakes can be
applied to natural earthquakes is not fully understood and is another topic of ongoing research (e.g., Q. Xiong
et al., 2023). Rouet‐Leduc et al. (2017) proposed a ML model to estimate the remaining time to failure in a
laboratory fault mimicking the earth's faulting and found promising results relevant for the advancement of
natural earthquake forecasting.

5.2.2. Outlook on Model Testing

There is a general consensus among researchers on the availability of seismicity models for pseudo‐prospective
and retrospective analyses that can help institutions identify candidate models for OEF. However, given the
strongly stochastic nature of earthquakes, only prospective evaluations can be considered rigorous enough to
assess the predictive skills of these models and, consequently, to build confidence around them (Jordan, 2006).
This long‐term task involves experimenting with earthquake forecasting models over reasonably long periods
(e.g., decades), across multiple tectonic regions, and through a transparent and reproducible framework.
Experimentation time scales require the testing frameworks to be persistent during the constant evolution of
programming practices and changes of the researchers involved in forecasting and testing. Therefore, CSEP is
currently devoting efforts to improve earthquake predictability research through open, long‐lasting science
practices. The first of these, pyCSEP (Savran et al., 2022), is an open‐access software toolkit designed for
earthquake forecast users to represent, visualize, and evaluate seismicity forecasts. pyCSEP's software devel-
opment is community‐oriented, meaning that most of its utilities are continually contributed by CSEP members
and reviewed by the broader earthquake forecasting community.

Second is the implementation of reproducibility packages, which are sets of code, data and other resources needed
to reproduce the computations, results and figures described in CSEP‐related publications (e.g., Bayona
et al., 2022, 2023; Khawaja et al., 2023). These packages can act as practical guides for students and non‐experts
to build on their original work, as they are fully documented and easy to run on local computers, provided
sufficient computational power. Third is the development of a “software ecosystem,” within which the source
codes of experiments, forecasts, and tests become interoperable. This would allow the seamless deployment of
prospective earthquake forecast experiments and support the evaluation of OEF systems. Using these platforms,
agencies could compare OEF models against each other or with other experimental/benchmark models. At
present, CSEP is working on a novel experiment format, managed by an application called floatCSEP (Iturrieta
et al., 2023), which decentralizes the testing process carried out at CSEP servers and applies best‐practice
principles in open science software development and data management. This new format ensures the repro-
ducibility of any forecast experiment and can be the basis for future experiments developed by both CSEP and
independent researchers.

Finally, CSEP's prospects for future prospective testing involve diversifying statistical methods, forecast formats,
and input data. With regard to testing methods, it is important to recognize that each method or metric is designed
to assess only a particular aspect of a forecast, with inherent limitations arising from such reductionism (Iturrieta
et al., 2024; Serafini et al., 2022). Hence, the testing procedure should include a battery of tests that are as diverse
as possible, each of which should be clearly defined theoretically and computationally. CSEP recently introduced,
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for example, new likelihood tests that consider synthetic catalogs simulated from seismicity models instead of
synoptic earthquake rate/probability maps, thus relaxing the Poisson assumption in traditional CSEP tests (see
Savran et al., 2020). Additionally, Bayona et al. (2022) introduced a set of new consistency tests that depend on a
binary (or Bernoulli) likelihood function, which is less sensitive than the Poisson distribution to the spatiotem-
poral clustering behavior of earthquakes. When it comes to forecast formats, Asim et al. (2023) introduced a new
data‐driven approach that maps single‐resolution earthquake forecasts to multi‐resolution, Quadtree forecasts,
thus reducing computational burdens and data storage issues.

In the near future, CSEP envisions to evaluate a more diverse range of earthquake forecasts, including earthquake‐
source forecasts; much of which are relevant to time‐independent and time‐dependent seismic hazard assess-
ments. Other action plans that could be particularly useful for OEF could be to prospectively evaluate RichterX
models (i.e., Kamer et al., 2021; Nandan et al., 2017) using CSEP metrics, strengthen collaborations between
multiple earthquake forecasting communities (e.g., those that make use of the RESTORE (Stallone & Fal-
cone, 2021) and NESTOREv1 (Gentili et al., 2023) software toolboxes), and diversify the pool of data/models
that describe the occurrence of earthquakes. This will only be possible if data are openly accessible and if model
source codes are freely available and fully documented. Releasing data and model source codes provides sub-
stantial benefits since, for example, the “reliability” of a model could be replicated across regions and the un-
derlying hypotheses, if encoded as parameters in the algorithm, could be subjected to significance testing by
modifying the parameter space. In addition, given that the code would be open to scrutiny, potential errors could
be routinely identified and corrected by externals. Finally, making models available in a rigorous and stan-
dardized manner would also provide benchmarks against which new models can be compared during their
development phase. Thus, we expect open‐science approaches to dramatically increase the improvement of OEF
models and, hence, our knowledge of the earthquake generation process.

5.3. Conclusions

In summary, this review captures the current state of and future perspectives on operational earthquake fore-
casting (OEF). The overview of existing OEF systems in conjunction with expert views represent a useful
resource for agencies with OEF systems in place, who can use this as a tool for comparison and inspiration.
Countries aiming to newly establish an OEF system may use it for guidance on a complex journey of developing,
testing, and communicating earthquake forecasts.

In Section 2, we provide an overview of the research relevant for OEF. We cover the aspects of model devel-
opment, where different model types and variants are described, model testing, where common means of forecast
testing are discussed, and forecast communication, where relevant scientific work that ensures effectiveness of the
provided forecasts is summarized.

In Section 3, our overview of the OEF systems of Italy, New Zealand, and the United States, also structured
according to the three pillars of development, testing, and communication of earthquake forecasts, shows a large
heterogeneity between the three countries. Although Epidemic‐Type Aftershock Sequence (ETAS) models are
used in some way by each country, the specifically used models differ substantially (i.e., none of the model
specification questions are answered uniformly by all countries in the model development summary table (Table
2)). Similarly, their models were tested in different ways, comprising a mix of prospective and retrospective
testing, with experiments run by the Collaboratory for the Study of Earthquake Predictability (CSEP) using CSEP
test metrics being a common theme. Although their core common purpose is to increase societies' resilience
against earthquake hazard, these three OEF systems evolved in countries with different seismicity, with different
target user groups in mind, and that lived through different earthquake sequences which shaped forecasting needs.
Naturally, this manifests in heterogeneous forecast communication products used by the different countries.

Section 4 of this review aimed to find points of consensus within the heterogeneity of views elicited by the Delphi
study (Mizrahi, Dallo, & Kuratle, 2023). Results that emerged from the expert elicitation are not surprising new
insights, but a collection of statements to which at least 70% of experts who participated in the study agree. Amain
result of the expert elicitation is that prospective testing (as opposed to retrospective testing) and benchmark
comparisons are encouraged, as are transparency and reproducibility. The widely used ETAS model is identified
as the preferred simple default model and therefore makes a good benchmark. Because no two implementations of
the model are identical, the earthquake forecasting community faces the challenge that a truly standardized
benchmark version of the ETAS model is currently lacking. Community‐driven efforts to share source codes and
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prospectively issued forecasts could facilitate the establishment of a standard benchmark model and thus sub-
stantially improve OEF research. The most central result regarding the communication of earthquake forecasts is
that communication products must be developed in close collaboration with end‐users. Thus, while experts
working on the development and testing of forecasting models may provide relevant inputs in designing prototype
products, the dialog with end‐users is indispensable.

Planned future developments of the different countries outlined in Section 5 are again shaped by the individual
challenges faced by the three countries and encompass technical improvements to the models as well as revisions
of the way in which forecasts are communicated. The future developments of OEF systems worldwide are
described out of the perspective of the groups involved in running these systems; a broader picture of the future of
OEF‐relevant research is given in Outlook on OEF‐Relevant Research. Models that are currently used for OEF
have a common limitation: they are clustering models and fail to forecast future large earthquakes with high
probability. Recent efforts to advance forecasting capabilities include incorporating knowledge about physical
processes, identifying precursory signals, utilizing insights from laboratory seismicity or applying ML techniques
and novel high‐resolution data sets. The Collaboratory for the Study of Earthquake Predictability is devoting
efforts to facilitate open, long‐lasting earthquake predictability research. This includes providing open‐access
software toolkits and reproducibility packages, as well as research that supports the diversification of statisti-
cal methods and forecast formats used in third‐party prospective tests of existing models. Regarding forecast
communication, future efforts are needed to systematically test how low‐probability high‐impact events can be
best communicated to societal stakeholders, thus supporting policymakers' decision‐making processes and in-
dividuals' perception of and reaction to forecasts. In this regard, cross‐cultural comparisons can shed light on
personal and social factors that influence people's perception and reaction.

Much like future earthquakes are not known today, the future of earthquake forecasting is not known today;
perhaps advancements in earthquake forecasting have occurrence patterns similar to those of earthquakes. One
day, a big discovery may occur unexpectedly and trigger numerous subsequent discoveries that advance the field.
Until then, smaller discoveries keep being made, and possibly, a smaller one can trigger a bigger one.

Data Availability Statement
The data collected and analyzed in the expert elicitation is available through the ETHResearch Collection through
https://doi.org/10.3929/ethz‐b‐000637239 (Mizrahi, Dallo, & Kuratle, 2023).
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