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GNSS-R Snow Depth Inversion Study
Based on SNR-SVR

Yuan Hu, Jingxin Wang , Wei Liu , Xintai Yuan , and Jens Wickert

Abstract—The global navigation satellite system reflectometry
(GNSS-R) technology has shown significant potential in retrieving
snow depth using signal-to-noise ratio (SNR) data. However, com-
pared to traditional in situ snow depth measurement techniques,
we have observed that the accuracy and performance of GNSS-R
can be significantly impacted under certain conditions, particularly
when the elevation angle increases. This is due to the attenuation of
the multipath effect, which is particularly evident during snow-free
periods and under low-snow conditions where snow depths are
below 50 cm. To address these limitations, we propose a snow depth
inversion method that integrates SNR signals with the support
vector regression algorithm, utilizing SNR sequences as feature
inputs. We conducted studies at stations P351 and P030, covering
elevation angles ranging from 5° to 20°, 5° to 25°, and 5° to 30°. The
experimental results show that the root-mean-square error at both
the stations decreased by 50% or more compared to traditional
methods, demonstrating an improvement in inversion accuracy
across different elevation angles. More importantly, the inversion
accuracy of our method does not significantly lag behind that at
lower elevation angles, indicating its excellent performance under
challenging conditions. These findings highlight the contribution of
our method in enhancing the accuracy of snow depth retrieval and
its potential to drive further advancements in the field of GNSS-R
snow depth inversion.

Index Terms—Global navigation satellite system reflectometry
(GNSS-R), signal-to-noise ratio (SNR), snow depth, support vector
regression (SVR).

I. INTRODUCTION

THE study of snow depth is pivotal in numerous domains,
including meteorological forecasting, climate research,

ecological protection, disaster prevention, and fulfilling national
economic and military needs. It serves as a crucial indicator
not only for meteorological forecasting and climate analysis
but also for maintaining ecological balance, mitigating natural
disasters, and supporting economic and military operations.
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Through the observation and analysis of snow depth, we gain
a deeper understanding of changes in the natural environment,
providing a scientific foundation for informed decision making.

The global navigation satellite system (GNSS) has become
a ubiquitous and essential infrastructure. This system encom-
passes several internationally recognized satellite navigation
systems, such as the U.S. GPS, Russia’s GLONASS, China’s
BDS, Europe’s Galileo, Japan’s QZSS, and India’s NAVIC,
along with various satellite-based augmentation systems. The
GNSS has been extensively utilized in critical areas, such as
navigation, timing, and positioning [1], and its applications are
continuously expanding.

In recent decades, scientists have achieved remarkable
advancements in the study of satellite signals, discovering that
satellite reflection signals can be actively harnessed for the
inversion of sea and land surface parameters. This applica-
tion of reflection signals is known as the global navigation
satellite system-reflectometry (GNSS-R) technique [2], [3], [4].
Martin-Neira [5] pioneered the potential use of GPS reflection
signals for measuring sea surface parameters. Specifically, the
signal-to-noise ratio (SNR) formed at the receiver antenna’s
phase center between direct and reflected satellite signals carries
physical parameter information that is correlated with the depth
of snow on the ground. Larson et al. [6] capitalized on this by
utilizing the SNR data received by GPS receivers to invert snow
depth. Their method exploited the frequency characteristics of
the detrending term SNR data from the receiver to invert snow
depth, resulting in inversions that aligned well with ultrasonic
snow measurement instrument data near the stations. This mile-
stone marked the beginning of GNSS-R snow depth inversion
research. Furthermore, GNSS-R techniques have been extended
to monitor sea ice thickness [7], [8], [9], land surface studies
[10], [11], [12], [13], sea level height [14], [15], [16], [17], sea
state [18], [19], [20], soil moisture [21], [22], [23], [24], and
vegetation growth [25], [26], [27], demonstrating the versatility
and potential of this technology.

Wang et al. [28] proposed a combined algorithm of fast
Fourier transform (FFT) spectrum analysis and nonlinear least
squares fitting (NLSF) for retrieving snow depth using GPS
L1-band data. The NLSF algorithm demonstrated the highest
accuracy when snow depth was below 80 cm, while the FFT
algorithm performed best for snow depths above 80 cm. Their
results showed a 10% improvement compared to the Lomb–
Scargle Periodogram (LSP) spectrum analysis. Yu et al. [29]
introduced a snow depth estimation method based on linear
combinations of GPS triple-frequency signal multipath phases,
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which showed improvement compared to traditional methods.
Zhang et al. [30] proposed an improved snow depth retrieval
method utilizing a combination of GNSS triple-frequency carrier
phases. Compared with traditional triple-frequency snow depth
retrieval methods, this method showed significant enhancement.
Wan et al. [31] investigated the impact of terrain on GNSS
interferometric reflectometry (GNSS-IR) and introduced the
GSnow_TERR snow depth inversion model. This model consid-
ers terrain effects by incorporating the surface tilt angle (γ) into
the derivative of the multipath relative phase (ϕ) concerning the
satellite elevation angle (α). The model’s performance in prac-
tical applications was consistent with the theoretical analysis.
Altuntas and Tunalioglu [32] presented a method to search for
suitable satellite elevation angle ranges for each satellite orbit to
improve snow depth retrieval. This method increased the snow
depth correlation by 10.70% compared with traditional methods.
Ma et al. [33] proposed a snow depth retrieval method based
on multiazimuth and multisatellite data fusion for GNSS-IR,
considering the impact of surface fluctuations. By compensating
for errors in snow depth inversion values at different azimuths
through the cluster analysis of reflector heights based on differ-
ent satellites during nonsnow periods, they achieved a 5.04%
increase in the correlation coefficient (R), a 43.49% reduction
in the root-mean-square error (RMSE), and a 47.62% reduction
in mean absolute error (MAE).

In recent years, the application of machine learning (ML) has
garnered significant research interest, prompting numerous re-
searchers to explore ML-based retrieval methods to enhance the
efficiency and accuracy of traditional retrieval techniques. Zhan
et al. [34] introduced a snow depth retrieval method utilizing
a backpropagation neural network combined with the existing
satellite data. This method achieved an RMSE of 0.0297 m
and an MAE of 0.0219 m, demonstrating a high degree of
consistency with measured data and a correlation coefficient
of 0.9407. Altuntas et al. [35] proposed an ML classification
method for snow depth retrieval using GNSS-IR technology.
Through an ML classification algorithm, they classified strong
and weak ground reconstructions using input parameters, such
as azimuth angle, satellite elevation angle, year, reappearing
signal amplitude, and epoch number. The results indicate that the
classification performance of the ML classification algorithm
is superior to traditional GNSS-IR algorithms. Liu et al. [36]
presented a multifeature GNSS-R snow depth inversion method
based on GA-BP neural networks. Compared to traditional meth-
ods, this approach achieved a 29.1% improvement in retrieval
accuracy. Hu et al. [37] introduced a snow depth retrieval and
snow detection algorithm for GNSS-R based on support vector
machines (SVMs), which classifies and predicts snow-free and
snow-covered states, achieving an overall detection accuracy of
approximately 96%.

In traditional methods for retrieving snow depth, a common
challenge is a significant decrease in retrieval accuracy as the
satellite elevation angle increases. This phenomenon may be
related to the weakening of the multipath effect on the sig-
nal as the elevation angle increases [38]. The current study
further explores the potential factors affecting the accuracy
of traditional methods and finds a close correlation between

Fig. 1. Schematic of the GNSS-R inversion of snow depth.

the low-frequency components extracted from LSP spectrum
analysis and the decrease in retrieval accuracy of traditional
methods. Specifically, these low-frequency components tend to
result in overestimated snow depth values, particularly during
nonsnow and snow periods with depths less than 50 cm. More
crucially, as the elevation angle range increases, the number of
signals detecting these low-frequency components also rises,
exacerbating the decrease in retrieval accuracy. Consequently,
as the elevation angle increases, the likelihood of LSP spectrum
analysis identifying erroneous low-frequency components also
rises, ultimately leading to significantly worse retrieval accuracy
at high elevation angles compared with low angles. To address
the issues encountered by traditional snow depth retrieval mod-
els, this study proposes a novel solution: utilizing SNR arc
data as feature inputs for a support vector regression (SVR)
inversion model. Experimental results show that by introducing
ML techniques, we can better handle low-frequency signals
and preserve their research potential. This method demonstrates
excellent robustness and high retrieval accuracy across different
elevation angle ranges, providing a new and effective solution in
snow depth retrieval. The study not only addresses the problems
of traditional snow depth retrieval models in processing low-
frequency signals but also further explores the potential value of
these signals, pointing to new directions for future research.

The rest of this article is organized as follows. Section II
primarily introduces the principles of GNSS-R snow depth
retrieval, the SVR model, the SNR-SVR inversion method,
and evaluation metrics. Section III describes the information,
experimental results, and error analysis for the P351 and P030
stations separately. Finally, Section IV concludes this article.

II. METHODOLOGY

A. GNSS-R Snow Depth Inversion Principle

Fig. 1 presents a schematic diagram of the GNSS-R geometric
model, illustrating the reception of both the direct signals from
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a satellite and reflected signals from the ground at the antenna
phase center. In this diagram, Ho represents the distance from
the antenna phase center to the ground, hm denotes the vertical
distance from the antenna phase center to the ground reflection
point, Δh stands for the snow layer thickness, and α is the angle
between the direct satellite signal and the ground. During the
propagation of satellite signals, not only do the signals travel
directly from the satellite to the receiving antenna, but they can
also undergo refraction around the antenna, generating reflected
signals that carry parameters related to the environmental infor-
mation surrounding the antenna. By analyzing these reflected
signals and their various parameters, including signal intensity,
phase, frequency, and time delay, we can gain insights into the
environmental conditions near the antenna. The superposition of
the direct and reflected signals at the antenna phase center results
in an interference signal, known as the SNR. This SNR signal can
be expressed as the vector sum of the direct and reflected signals

SNR = A2
d +A2

r + 2AdArcosφ (1)

where Ad represents the intensity of the direct signal, Ar

represents the intensity of the reflected signal, and φ denotes
the delayed phase between the direct and reflected signals.
The long-term trend of the SNR is primarily influenced by the
direct signal, while the reflected signal contributes to the local
fluctuations in the SNR. Commonly, a polynomial is fitted to the
trend component of the SNR to isolate the direct signal portion.
Subsequently, the detrended term (dSNR), which represents
the reflected signal component, is obtained by subtracting the
fitted trend from the original SNR. Specifically, at low satellite
elevation angles, the dSNR can be modeled as a cosine function

dSNR = A cos (2πf sinα+ φ) (2)

where A is the amplitude, f is the oscillation frequency, and
α is the satellite elevation angle. The frequency f is obtained
by the LSP analysis of the dSNR sequence. The following
equation shows the relationship between the frequency f and
the reflector height hm:

f =
2hm

λ
(3)

where λ is the signal wavelength. Finally, the snow depth
thickness Δh is obtained by subtracting the antenna height Ho

from the reflector height hm

Δh = H0 − hm. (4)

B. SVR Principle

SVR is a regression method that is grounded in the princi-
ples of SVM. Contrary to traditional linear regression, SVR
transforms data into a high-dimensional space, employing the
optimization algorithms of the SVM to establish a nonlinear
regression model. The primary objective of SVR is to identify
a function that minimizes the error between predicted and ob-
served values while maximizing the margin within a specified
tolerance. Specifically, SVR introduces a boundary, known as
the support vector, to confine the error between predicted and
observed values, while simultaneously optimizing the margin

Fig. 2. Schematic diagram of SVR principle.

between the hyperplane (regression function) and these bound-
aries. Central to SVR is the utilization of kernel functions to
transform data into a higher dimensional space, thereby captur-
ing nonlinear relationships. Common kernel functions include
the linear kernel, polynomial kernel, and radial basis function
(RBF) kernel. These kernel functions can be selected based on
the specific characteristics of the problem to enhance the model’s
fitting capabilities. Fig. 2 provides a schematic illustration of the
principles underlying SVR.

In the context of SVR, w = (w1, w2, w3, . . . , wn) represents
the normal vector, which determines the direction of the hy-
perplane. b is the displacement term, specifying the distance
between the hyperplane and the origin.x = (x1, x2, x3, . . . , xn)
denotes the sample set. ε is the tolerance deviation, an empirical
value set manually. For all the samples falling within the dashed
lines, namely, the blue sample points, no loss is calculated. Only
the loss for sample points outside the dashed lines is considered.

The core idea of SVR is to employ kernel functions to map
data into a high-dimensional space, thereby enabling the capture
of nonlinear relationships. Commonly used kernel functions
include the linear kernel, polynomial kernel, and RBF kernel.
These kernel functions can be selected based on the specific
characteristics of the problem to achieve improved model-fitting
performance.

Considering the specific characteristics of the data used in this
study and the advantages of the RBF kernel function in handling
complex nonlinear relationships, the RBF kernel function was
selected as the kernel for the SVR model. For the RBF kernel, the
g parameter determines its width, which subsequently influences
the model’s sensitivity to data points and the degree of fitting.
The penalty parameter c controls the degree of tolerance to
errors and the tradeoff between model complexity and the fit
to the training data. The values of the hyperparameters vary for
different sites, and the specific hyperparameter settings will be
explained in subsequent experiments.

C. SVR Snow Depth Inversion Method Based on SNR Arcs

As depicted in Fig. 3, the SNR signal exhibits notable
oscillations at low elevation angles. As the elevation angle rises,
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Fig. 3. G01 satellite observations on day 88 of 2021 at station P351: the black
curve is the SNR signal, the red curve is the trend term fitted by a low-order
polynomial, and the blue curve is the dSNR signal.

the oscillations diminish, and after the removal of the direct
signal, the dSNR sequence gradually loses its cosine oscillation
characteristics as the elevation angle increases. Consequently,
it is common to study SNR signals at satellite elevation angles
below 30°. During signal propagation, various environmental
factors often introduce noise unrelated to surface snow informa-
tion. These noises can manifest as overlapping peak interference
and other abnormal phenomena during the LSP spectral analysis
process [30], [39], which may lead to deviations in the analyzed
frequency f from its true value, thus resulting in inaccurate
inversion of snow depth data.

Fig. 4 compares a disturbed spectral analysis result with
an ideal healthy one. The figure reveals two distinct types of
interference that can affect subsequent frequency extraction.
First, Fig. 4(a) highlights a main peak in the spectrum, which is
surrounded by noise. This noise obscures the clarity of the main
peak, potentially causing errors in peak frequency extraction.
Second, Fig. 4(c) depicts a secondary peak situated near the
main peak. The presence of this secondary peak complicates
the extraction of the main peak’s frequency, as the algorithm
may incorrectly identify it as the main peak or fail to accurately
distinguish between the two.

To ensure the accuracy of snow depth retrieval data and
eliminate anomalies, the data quality control (QC) process plays
a pivotal role in this study. To achieve this, a series of QC
indicators is utilized, encompassing satellite elevation angles as
well as key LSP spectral analysis parameters, such as peak fre-
quency, peak power, the ratio of peak to secondary peak power,
and the ratio of peak to average power. These indicators are
designed to identify and eliminate invalid data contaminated by
interference. By employing this approach, we aim to improve the
precision of snow depth retrieval and provide more reliable data
to support related research and applications. The QC indicators
are summarized in Table I.

After rigorous QC screening of the data, the traditional
method for retrieving snow depth still produces anomalous

Fig. 4. LSP analysis plots. (a) Noise contaminated observations of G05
satellite on day 288 of 2021 at station P351. (b) Healthy observation results
of G10 satellite on day 288 of 2021 at station P351. (c) Observations of G15
satellite contaminated by subpeak on day 8, 2016 at station P030.

values that exceed the reference snow depth on certain dates.
Moreover, as the satellite elevation angle increases, the likeli-
hood of these anomalous values occurring also rises. Through
analysis, it has been determined that these anomalous values are
attributed to abnormal LSP spectrum analysis results. Satellite
signals that yield anomalous results exhibit low-frequency peaks
during LSP spectrum analysis, resulting in the extraction of
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TABLE I
QC INDICATORS

low-frequency components. These low-frequency components
correspond to computed snow depth data that are inconsistent
with reality, significantly interfering with the accuracy of the
traditional retrieval method.

To address the issue of anomalous values caused by abnormal
spectrum analysis, this study proposes an SVR inversion model
based on SNR raw arcs (SNR-SVR), which directly utilizes
SNR arc data as input and leverages the effective information
within the SNR arc data to estimate snow depth. The SNR-SVR
method bypasses the intermediate steps of traditional methods,
such as frequency extraction, thereby avoiding the extraction
of anomalous frequencies due to external factors in traditional
approaches. Experimental results show that using SNR arc data
for snow depth inversion not only effectively avoids abnormal
spectrum analysis but also achieves significantly higher inver-
sion accuracy compared to traditional methods. Moreover, as the
satellite elevation angle increases, this new method maintains
excellent inversion accuracy and robustness.

The specific research process is outlined as follows: initially,
we selected SNR signals with specific azimuth angles and
satellite elevation angles. Subsequently, based on rigorously
defined QC indicators, we conducted thorough QC on these
SNR signals to ensure the selection of high-quality signals that
meet the requirements. Then, using the maximum valid length
of the filtered SNR signals as a benchmark, we performed linear
interpolation on the remaining SNR signals to unify their di-
mensions. After unifying the dimensions, the SNR signals were
subjected to normalization processing, followed by the adoption
of a fivefold cross-validation approach to train an SVR model
for predicting snow depth values. The predicted results were
then comprehensively compared and evaluated against reference
values. During the optimization of SVR model parameters, we
employed the grid search method with the aim of minimizing
the MAE as the criterion, ensuring the selection of optimal
parameters that would enhance the predictive accuracy of the
model. A flowchart of the experimental process is presented in
Fig. 5.

D. Evaluation Indicators

In this study, we employed three evaluation metrics: the
coefficient of determination (R2), the RMSE, and the MAE. R2

measures the model’s ability to explain the variability of the
dependent variable, with a range from 0 to 1, where a value closer
to 1 indicates a stronger explanatory power of the model for the
observed values. The RMSE assesses the average magnitude

Fig. 5. Schematic of snow depth inversion.

of the error between the model’s predictions and the actual
observations, with a lower RMSE value indicating a better fit
of the model to the actual observations. The MAE measures
the average absolute error between the model’s predictions and
the actual observations, and a lower MAE value also signifies
a better fit of the model to the actual observations. The specific
expressions are as follows:

R2 = 1−
∑

(YI − yi)
2∑(

YI − Y
)2 (5)

RMSE =

√∑
(YI − yi)

2

n
(6)

MAE =

∑ |YI − yi|
n

(7)

where YI is the snow depth reference value for day i, yi is the
predicted snow depth value for day i, Y is the mean value of the
snow depth reference value, and n is the total number of days.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Station P351 and Data Sources

The P351 site (43.87441°N, 114.71916°W, and 2692.6 m),
located in the city of Ketchum, United States, serves as an
observation station within the EarthScope Plate Boundary Ob-
servatory (PBO) network. It is primarily used for measuring soil
moisture, vegetation water content, and snow depth. The P351
site was commissioned on 30 August 2008, with an antenna
height of approximately 2 m. Fig. 6(a) illustrates the site plan
for site P351, revealing sparse vegetation, open ground, and
relatively gentle topographic variations. The lack of obstructions
facilitates sufficient signal reception by the antenna receiver,
minimizing the influence of external factors, such as vegetation
cover and topographic variations. The reference snow depth
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Fig. 6. (a) Site map of station P351. (b) Schematic of the Galena Summit
station.

values are obtained from the in situ snow depth measurements
of the SNOTEL network’s Galena Summit station (43.87497°N,
114.71363°W, and 2676 m), located approximately 500 m away
from the P351 site, as shown in Fig. 6(b). In the SVR model used
in this study, the c parameter is 5, and the g parameter is 0.5.

B. Results of the Inversion Experiment at Station P351

For the GPS L1-band data collected by the station P351 over
the entire year of 2021, this study specifically analyzed the data
within the azimuth range of 0–360° and conducted analyses
based on varying ranges of satellite elevation angles: 5–20°,
5–25°, and 5–30°. Subsequently, the inversion results derived
from the SVR model were compared with those obtained from
traditional algorithms. The specific outcomes of this comparison
are presented in Table II.

Based on the results presented in Table II, it is evident that
the accuracy of the traditional algorithm in retrieving snow depth
significantly decreases with the increase in the elevation angle
range, with a significant change in the RMSE up to 10 cm.
Specifically, under the conditions of elevation angle ranges

of 5–20°, 5–25°, and 5–30°, the traditional method achieved
R2 values of 94.43%, 88.32%, and 81.62%, respectively, with
corresponding RMSE values of 12.44, 18.03, and 22.61 cm.
The MAE values were 10.36, 13.64, and 16.26 cm. In contrast,
the SNR-SVR inversion method demonstrated significant ad-
vantages. Even with the increase in the elevation angle range,
the variation in its RMSE did not exceed 2 cm, not only achieving
higher inversion accuracy than the traditional algorithm but also
demonstrating excellent robustness.

The SNR-SVR achieved R2 values of 98.98%, 98.45%, and
98.23% within different elevation angle ranges, representing
improvements of 4.82%, 11.47%, and 20.34% compared to the
traditional method, respectively. Meanwhile, its RMSE values
were 5.33, 6.56, and 7.02 cm, representing improvements of
57.15%, 63.62%, and 68.55% over the traditional algorithm,
respectively. In addition, the MAE values of SNR-SVR were
3.39, 4.29, and 4.68 cm, demonstrating improvement rates of
67.28%, 68.55%, and 71.22%, respectively. These results indi-
cate that the SNR-SVR method exhibits higher accuracy and
stronger stability in snow depth inversion.

As depicted in Fig. 7, the performance of the SNR-SVR
model and the traditional algorithm in snow depth inversion
under different satellite elevation angle ranges is compared. The
horizontal axis represents time, while the vertical axis corre-
sponds to the snow depth values. It can be observed from Fig. 7
that the overall trends of the traditional algorithm (blue curve)
and the SNR-SVR inversion method (red curve) are generally
consistent with the reference snow depth values (black curve),
but the inversion results of the SNR-SVR model outperform the
traditional algorithm overall.

Fig. 8 presents the error plots of the two inversion methods
under different elevation angle ranges. By carefully examining
the results and error plots of the two methods, it can be noticed
that the traditional algorithm exhibits a tendency of discrete
snow depth values over some dates as the elevation angle range
increases. Specifically, as the elevation angle range expands,
the errors of the traditional algorithm gradually increase, and
the number of dates with larger errors also gradually increases.
In contrast, the SNR-SVR inversion method does not show a
similar trend of varying with the elevation angle. Regardless
of whether the elevation angle range is 5–20° or 5–30°, the
inversion results of the SNR-SVR remain consistent with small
fluctuations. The inversion errors under different elevation angle
ranges are all controlled within a small range, which fully
demonstrates the high accuracy and stability of the SNR-SVR
inversion method.

These results indicate that the SNR-SVR model exhibits
significant advantages in snow depth inversion, especially under
conditions of high elevation angles, where it maintains stable
inversion accuracy.

C. Station P030 and Data Sources

The station P030 (41.7498°N, 110.5128°W, and 2149.8 m) is
located in the city of Kemmerer, United States, and serves as an
observation site within the EarthScope PBO network. It is used
for measuring soil moisture, vegetation water content, and snow
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TABLE II
STATISTICS OF THE RESULTS OF THE TRADITIONAL METHOD (TR) AND THE SNR-SVR INVERSION METHOD FOR STATION P351 AT DIFFERENT ELEVATION

RANGES IN 2021

TABLE III
STATISTICS OF THE RESULTS OF THE TR AND SNR-SVR INVERSION METHOD FOR STATION P030 AT DIFFERENT ELEVATION RANGES IN 2016

depth. The station P030 was put into operation on 8 September
2005, surrounded by an open and gently sloping terrain, making
it suitable for snow depth research, as shown in Fig. 9. The
reference antenna height value is based on the average reflector
height during the nonsnow period obtained by Larson and Small
[40] at the station P030, which is approximately 1.8 m. Due to
the relatively large distance between the station P030 and the
nearby SNOTEL snow depth measurement stations, the snow
depth reference values are obtained from the PBO H2O website.
In the SVR model used in this study, the c parameter is 6, and
the g parameter is 0.229.

D. Results of the Inversion Experiment at Station P030

Similar to the station P351, the station P030 utilized GPS
L1-band data from days 1 to 182 of 2016, selecting data within
the azimuth range of 0–360°, and conducting analyses based
on different satellite elevation angle ranges (5–20°, 5–25°, and
5–30°). The inversion results obtained from the SNR-SVR
model were compared with those of traditional algorithms, as
detailed in Table III.

As can be seen from Table III, the traditional method exhibited
the highest inversion accuracy when the elevation angle ranged
from 5–20°. However, as the elevation angle range increased,
the inversion accuracy gradually decreased. Specifically, under
the conditions of elevation angles ranging from 5–20°, 5–25°,
and 5–30°, the R2 values of the traditional method were 93.54%,
84.39%, and 73.92%, respectively, with corresponding RMSEs
of 3.72, 5.78, and 7.48 cm, and MAEs of 3.24, 4.15, and 4.79 cm.
In contrast, the SNR-SVR inversion method performed signif-
icantly better. It not only surpassed the traditional method in

terms of accuracy but also showed a significantly lower variation
in inversion accuracy across different elevation angle ranges
of SNR data, demonstrating its excellent robustness. Under
the conditions of elevation angles ranging from 5–20°, 5–25°,
and 5–30°, the R2 values of the SNR-SVR inversion method
were 97.91%, 96.09%, and 93.84%, respectively, representing
improvements of 4.67%, 13.86%, and 24.95% compared to the
traditional method. In addition, the RMSEs were 2.12, 2.89,
and 3.64 cm, representing improvements of 43.01%, 50%, and
51.34% compared to the traditional method. Furthermore, the
MAEs of the SNR-SVR method were 1.45, 1.88, and 2.35 cm,
representing improvements of 55.25%, 54.7%, and 50.94%
compared to the traditional method, respectively. These results
fully demonstrate that the SNR-SVR inversion method exhibits
higher accuracy and stronger stability in handling SNR data with
different elevation angle ranges.

The comparison of the two snow depth inversion results, as
shown in Fig. 10, reveals significant differences in the perfor-
mance of the SNR-SVR model and the traditional algorithm
under different satellite elevation angle ranges. The horizontal
axis represents time, while the vertical axis indicates the snow
depth values. By comparing the trends of the traditional algo-
rithm (blue curve) and the SNR-SVR inversion method (red
curve) with the reference snow depth values (black curve), it is
evident that although both the methods follow the general trend
of the true values, the overall performance of the SNR-SVR
model inversion results is significantly better than the traditional
algorithm.

Fig. 11 illustrates the inversion errors of the two methods
across different elevation angle ranges. A detailed analysis of
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Fig. 7. Schematic representation of the results of the traditional and SNR-SVR
inversion methods for station P351 in 2021 for different elevation angle ranges.
(a) Elevation angle 5–20°. (b) Elevation angle 5–25°. (c) Elevation angle 5–30°.

the inversion results and error plots reveals that the traditional
algorithm exhibits outliers in its inversion results, and these
outliers become more prominent as the elevation angle range
increases. Whether during the snowy period or nonsnowy period,
some outliers significantly deviate from the real-world situation,
with the maximum error even reaching 50 cm. This undoubtedly
compromises the stability of the overall inversion accuracy.

In contrast, the SNR-SVR inversion method exhibits clear
advantages. Regardless of the change in the elevation angle
range, its inversion results consistently closely align with the
reference snow depth values, without exhibiting outliers or

Fig. 8. Schematic representation of the error results of the conventional and
SNR-SVR inversion methods for station P351 in 2021 for different elevation
angle ranges. (a) Elevation angle 5–20°. (b) Elevation angle 5–25°. (c) Elevation
angle 5–30°.

significant error increases, as seen in the traditional algorithm,
especially at higher elevation angles. The overall error of the
SNR-SVR inversion method is controllable, and the error trends
across different elevation angle ranges tend to be consistent. This
indicates that its inversion results are more stable and accurate
than the traditional algorithm.

E. Analysis of Snow Depth Inversion Errors

Figs. 12 and 13 display the LSP spectral analysis results
and their corresponding reflector heights for some anomalous
SNR signals recorded at stations P351 and P030, respectively.
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TABLE IV
COMPARISON OF THE RESULTS OF SOME ANOMALOUS SNR SIGNALS CORRESPONDING TO TRADITIONAL AND SNR-SVR INVERSION METHODS

Fig. 9. Schematic of the P030 site.

In these two figures, the blue dashed lines correspond to the
reflector heights (h) associated with the peak frequencies (f)
extracted from the LSP spectral analysis, while the red dashed
lines represent the true frequencies (F) and their corresponding
reflector heights (H). After observing the snow depth inversion
results at these two stations, we noticed the occurrence of
anomalous values when using the traditional method for snow
depth inversion. Further analysis revealed that as the elevation
angle range increases, the frequency of occurrence of anomalous
snow depth values also rises. These anomalous values originate
from the low frequencies extracted by the LSP spectral analysis,
leading to lower calculated reflector heights and subsequently
creating a false impression of higher snow depths that do not
align with reality. Although the LSP spectral analysis results
of these anomalous SNR signals may appear normal at first
glance, their discrepancy with the actual conditions ultimately
has a significant negative impact on the overall accuracy of snow
depth inversion.

Table IV compares the results of two different inversion
methods for some anomalous signals, including the traditional
method and the SNR-SVR inversion method. From the data
presented in Table IV, it can be observed that the traditional
method exhibits significant deviations between the inverted
results and the reference snow depth values when faced with
anomalous signals. Notably, during the no-snow period, the
traditional method erroneously inverted snow depth data up to

over 100 cm, undoubtedly posing significant challenges to snow
depth inversion. In contrast, the SNR-SVR inversion method
effectively avoids the interference of low-frequency components
by bypassing the spectral analysis process. Its inversion results
not only have higher accuracy but also have errors that are
controlled within a small range when compared to the reference
snow depth values, having a very limited impact on the final
inversion accuracy. This result once again demonstrates the high
precision and robustness of the SNR-SVR inversion method,
enabling it to provide more accurate and reliable snow depth
inversion results when faced with anomalous signals.

F. Discussion

The experimental results presented earlier indicate a gradual
increase in errors when utilizing traditional methods for snow
depth retrieval as satellite elevation angles increase. Notably, this
error phenomenon is particularly pronounced during nonsnow
periods and low-snow depths below 50 cm. Through intensive
research, we have discovered a close correlation between the
low-frequency components extracted from LSP spectral analysis
and the decline in retrieval accuracy using traditional methods.
This phenomenon may be attributed to the attenuation of the
multipath effect as satellite elevation angles increase. In contrast,
the SNR-SVR snow depth retrieval model exhibits significantly
superior retrieval accuracy across various satellite elevation
angles, demonstrating robust performance. Furthermore, it is
evident that even satellite signals with abnormal frequencies
retain crucial research value.

Due to its formulaic nature, the traditional method can quickly
process datasets and has advantages in computational efficiency
compared with the SNR-SVR model. Specifically, at Station
P351, when processing 10 449 samples, the traditional method
consumed 16.67 s, whereas the SNR-SVR model initially took
54.23 s. However, upon implementing parallel computing [41],
the computation time of the SNR-SVR model was significantly
reduced to 10.85 s. Similarly, at Station P030 with 5928 samples,
the traditional method required 9.81 s, while the standalone
SNR-SVR model needed 22.85 s. Nevertheless, the incorpora-
tion of parallel computing drastically decreased the SNR-SVR
model’s computation time to 4.57 s. Notably, the SNR-SVR
model surpasses traditional methods in terms of prediction
accuracy and robustness, particularly demonstrating smaller
errors at high satellite elevations. Consequently, although the
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Fig. 10. Schematic representation of the results of the traditional and SNR-
SVR inversion methods for station P030 in 2016 at different elevation angle
ranges. (a) Elevation angle 5–20°. (b) Elevation angle 5–25°. (c) Elevation angle
5–30°.

SNR-SVR model may exhibit slightly lower efficiency when op-
erating independently, its combination with parallel computing
for data processing provides distinct advantages in handling such
scenarios.

In our investigation of snowfall observation data from stations
P351 and P030, we uncovered a notable phenomenon: when
snow depths at station P351 exceeded 50 cm, the observed data
exhibited a pronounced negative bias. Similarly, station P030
predominantly demonstrated a tendency for predicted snow

Fig. 11. Schematic representation of the error results of the traditional and
SNR-SVR inversion methods for station P030 in 2016 at different elevation
angle ranges. (a) Elevation angle 5–20°. (b) Elevation angle 5–25°. (c) Elevation
angle 5–30°.

depths to be smaller than the actual values, particularly during
the critical period of rapid snow accumulation and ablation,
spanning days 30 to 59. This phenomenon is hypothesized to
stem from the penetration effect of direct signals through the
snowpack. Specifically, the delay path of the signals increases
significantly upon traversing the snow layer, a physical process
that leads to an anomalous elevation of the reflector height,
subsequently resulting in a systematic underestimation of snow
depth estimates [42]. Furthermore, it is noteworthy that during
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Fig. 12. Results of the LSP spectral analysis of some anomalous SNR signals
at station P351. (a) Day 286 G07 satellite. (b) Day 213 G01 satellite. (c) Day
134 G22 satellite.

the final stages of snowmelt, specifically days 130 to 139 at
station P351 and days 59 to 63 at station P030, the predicted snow
depths unexpectedly surpassed the true values. We speculate
that this anomaly is intimately linked to the rapid changes in
surface snow conditions, where SNR data collected within the
same day may contain a complex mixture of information from

Fig. 13. Results of the LSP spectral analysis of some anomalous SNR signals
at station P030. (a) Day 117 G31 satellite. (b) Day 2 G19 satellite. (c) Day 77
G24 satellite.

both the snow-covered and snow-free (or thinly snow-covered)
areas [37]. This blend of information significantly complicates
the accurate interpretation of snow depth, posing additional
challenges to snow depth research. Consequently, future studies
must meticulously consider these dynamic factors to enhance
the precision and reliability of snow depth estimations.
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IV. CONCLUSION

As the satellite elevation angle increases, the multipath effect
weakens, resulting in a decrease in the inversion accuracy of
traditional methods. Specifically, the LSP spectral analysis ex-
tracts low-frequency components during the snow-free period
and when the snow depth is below 50 cm, leading to inaccurately
high snow depth values that drag down the inversion accuracy.
To address this issue, we propose a snow depth inversion method
that combines SNR signals with the SVR algorithm, utilizing the
SNR sequence as the feature input. This method does not rely
on antenna height data and directly skips the cumbersome signal
spectral analysis step in traditional methods, thus avoiding the
adverse impact of potentially unstable spectral analysis results
on inversion accuracy.

In analyzing the causes of the low-frequency components in
anomalous satellite signals, we have noticed that these signals
still have research potential. When dealing with satellite data
from different elevation angle ranges, our constructed SNR-SVR
inversion model exhibits excellent robustness, outperforming
traditional methods. Under the same experimental conditions,
the SNR-SVR model demonstrates higher precision in snow
depth inversion. Looking ahead, this method not only simplifies
the retrieval process, enhances retrieval accuracy, and improves
robustness, but also holds significant potential for further ap-
plication in environmental fields, such as ocean remote sensing,
soil moisture and land surface studies, as well as ice monitoring,
showcasing its broad potential and applied value.
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