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Abstract By combining the complementary advantages of conventional network inversion and backprojection
methods, we have developed an iterative deconvolution and stacking (IDS) approach for imaging earthquake
rupture processes with near-field complete waveform data. This new approach does not need any manual
adjustment of the physical (empirical) constraints, such as restricting the rupture time and duration, and
smoothing the spatiotemporal slip distribution. Therefore, it has the ability to image complex multiple ruptures
automatically. The advantages of the IDS method over traditional linear or nonlinear optimization algorithms
are demonstrated by the case studies of the 2008 Wenchuan and 2011 Tohoku earthquakes. For such large
earthquakes, the IDS method is considerably more stable and efficient than previous inversion methods.
Additionally, the robustness of this method is demonstrated by comprehensive synthetic tests, indicating its
potential contribution to tsunami and earthquake early warning and rapid response systems. It is also shown
that the IDSmethod can be used for teleseismic waveform inversions. For the twomajor earthquakes discussed
here, the IDS method can provide, without tuning any physical or empirical constraints, teleseismic rupture
models consistent with those derived from the near-field GPS and strong motion data.

1. Introduction

In recent decades, seismologists have expended great efforts in developingmethods for the rapid determination
of earthquake source parameters, which include the hypocenter, the origin time, the magnitude, the moment
tensor and/or focal mechanism, and the kinematic rupture process. Nowadays, the estimation of the hypocenter
and magnitude has become an automated routine of seismological agencies around the world. Some
institutions, such as the United States Geological Survey (USGS), the Global Centroid Moment Tensor
(GCMT) group [Ekström et al., 2012], and the German Research Centre for Geosciences, can release their
automatic (sometimes manually revised) moment tensor solutions within 1 h to several hours. For the rapid
response of earthquake emergency and/or earthquake early warning (EEW), however, hypocentral
location, magnitude, and moment tensor solution are still not enough to describe all source characteristics,
since they cannot offer the slip distribution and the rupture kinematics, which are important for simulating
strong ground motion and/or tsunami waves. Therefore, the timely identification of all of these rupture
characteristics is one of the most essential requirements for EEW [Allen et al., 2009]. If information about the
spatiotemporal evolution of the rupture is available soon after an event’s occurrence, intensities and/or tsunami
heights can then be predicted for rapid response.

Currently, there are two most commonly used methods for imaging the rupture process: the conventional
network inversion and the backprojection. In the past, these methods have significantly improved our
knowledge of earthquake ruptures and their complexities. The conventional network inversion method can
use both near-field and teleseismic waveform data [e.g., Kikuchi and Kanamori, 1982; Olson and Apsel, 1982;
Hartzell and Heaton, 1983; Ji et al., 2002; Sekiguchi and Iwata, 2002; Yagi et al., 2004; Vallée, 2004]. The
various algorithms of the conventional network inversion can be classified into linear and nonlinear types.
The only difference lies in the parameterization of the source time function (STF) of the subfaults. In linear
methods, the subfault source time function is also discretized. Normally it is expressed by multiple triangles,
equidistantly distributed within a presumed time window [Sekiguchi and Iwata, 2002; Yagi et al., 2004]. The
unknowns are the scaling factors of the triangles, which are related linearly to the data. In contrast, nonlinear
methods use a preselected elementary source time function (ESTF) for each subfault. Usually, the ESTF is
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simplified by a single triangular function. In recent years, there have been studies that consider dynamically
consistent ESTFs, but they are more commonly used for forward modeling strong groundmotion [Pitarka et al.,
2000; Guatteri et al., 2003; Tinti et al., 2005; Liu et al., 2006; Graves and Pitarka, 2010], with a few applications
for finite-fault inversion [Ji et al., 2002; Wei et al., 2013]. In general, all ESTFs are defined with three free
parameters: amplitude, rupture time, and risetime, all of which can be subfault dependent. In particular, the
latter two need to be searched for through a nonlinear approach, such as by the use of the simulated annealing
[Hartzell and Liu, 1996; Ji et al., 2002]. To achieve a stable and physically reasonable solution, a priori knowledge
and additional empirical constraints at the expense of a degree of data fit are necessary in both linear and
nonlinear algorithms, for example, restricting the variation range of the rupture velocity and smoothing the
spatial-temporal rupture distribution. The weights of these constraints, which determine the compromise among
the data fit, the source resolution, and the solution stability, often need to be optimized manually. The strong
influence of these constraints on the inversion results makes it difficult to fully automatize the conventional
inversionmethods and therefore reduces their application potential in early warning and rapid response systems.

The backprojection method is based on the phase interference principle [e.g., Ishii et al., 2005; Krüger and
Ohrnberger, 2005]. Generally, it uses single-wave phase data, mostly the direct Pwaves recorded by a teleseismic
seismometer array of limited aperture. Recently, there have been a few studies successfully applying
backprojection to high-frequency S waves recorded by strong motion networks [Allmann and Shearer, 2007;
Honda and Aoi, 2009;Honda et al., 2008, 2011]. In contrast to the conventional network inversion, backprojection
works with fewer free parameters and, in particular, does not need Green’s functions. On the other hand,
however, the coherency stacking technique used in the backprojection approach does not allow one to retrieve
actual slip or slip rate values, but just a relative measure of radiation strength in the frequency band of interest.

In this study, we present a new approachwhich benefits from the complementary advantages of the conventional
network inversion and backprojection methods. To serve in earthquake rapid response and tsunami early
warning, the new approach should be robust and efficient so that it can be implemented for the automatic
analysis of strong motion and high-rate GPS data. After an introduction to the basic theory and the technical
details of the new approach, we will demonstrate the value of the new method using synthetic tests and case
studies, namely, for the 2008 Wenchuan and 2011 Tohoku earthquakes. Finally, we will discuss the potential
contribution of the new approach to tsunami and earthquake early warning and rapid response systems.

2. Method

In the backprojection approach, seismic records from different stations are stacked after applying appropriate
time shifts that depend on their distances to a target subfault. The time shifting is in principle comparable with
tuning a satellite antenna. There are two limitations for the backprojection approach. One is that the spatial
extent of the seismic network (the antenna aperture) should be much smaller than the distance to the
earthquake source so that the seismic signals propagate through about the same path from the source to the
network and therefore have coherent waveforms. The second limitation is that the approach can only use a
single phase of seismic waves (mostly the direct P waves), because the overlapping of different seismic phases
may make the received seismic records incoherent, even within a small network. Because of these two
limitations, the backprojection approach is mostly applied to a local or regional seismic array at teleseismic
distances (30°–90° for direct P waves).

To extend the backprojection technique so that it can work for complete waveform data with arbitrary spatial
coverage and also in the low-frequency band, we propose correcting the path and radiation effects by using
synthetic (or empirical, if available) Green’s functions. Instead of stacking the seismic records directly, we
stack apparent source time functions (ASTFs) observed at different stations. The ASTFs of a selected subfault
can be obtained by deconvolving its Green’s functions from the observed seismograms. For each observation
site, the ASTF of the selected subfault consists in principle of two pieces of information. One is the true
source signal from this subfault and the other is the aliasing signal induced from the remaining subfaults.
The former is coherent and in phase for all stations, but the latter is generally incoherent and in different phases
for different stations. Through the stacking, the true source signal will be amplified, and the aliasing signals
will bemostly canceled by each other. At this step, the newmethodworks in a similar way to the backprojection
approach. Note that the presented scheme differs from how the ASTF deconvolution has been carried out, in
many previous studies, e.g.,Mori and Hartzell [1990], Dreger [1994], Velasco et al. [1994], and Chen and Xu [2000],
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where the earthquake is approximated by a point source. In those previous studies, by stacking the
ASTFs, one can obtain a rough estimate of the STF for the whole earthquake without considering spatial
rupture variability [Xu et al., 2002]. In this study, however, we stack the ASTFs for each subfault aiming
to retrieve the subfault STF.

Figure 1 shows a simple synthetic test which describes how the new method works. The input source
model includes two ruptured subfaults (A and B), whose STFs are described by a triangle and a trapezoid,
respectively (Figure 1, middle). Synthetic data (velocity seismograms) are generated for a network of
observation sites around the assumed fault. The network coverage relative to the fault is designed to be
comparable with the case of the 2011 Tohoku earthquake. For any location on the fault plane, the local
ASTFs are calculated by deconvolving the data with the synthetic Green’s function based on the focal
mechanisms of strike = 193°, dip = 14°, and rake = 81°, released by USGS (http://comcat.cr.usgs.gov/
earthquakes/eventpage/pde20110311054624120_29#scientific). The results show that almost all the
ASTFs for each subfault exhibit a coherent signature of their own input STF and some incoherent noise
induced by the other subfault STFs. After stacking the ASTFs, the incoherent noise becomes vanishingly
small, while the coherent part is amplified, leading to an inferred STF close to the true one. Through this
deconvolution and stacking approach, the whole potential rupture area can be scanned patch by patch.
When the subfault STFs are detected, their contributions to the observed data are estimated through
forward modeling and then removed from the data. Usually, the procedure is repeated until the cumulative
seismic moment converges or the misfit between the data and the synthetics cannot be further reduced.
In this sense, the new method may be called the iterative deconvolution and stacking (IDS) method. In the
following, we will outline the theory and the developed algorithm of this IDS method.

We define di(t) as the data from an observation site (station) i (i=1, 2,…,M), sj tð Þ as the STF (slip rate time

history) of subfault (j=1, 2,…,N), and gij(t) as the Green’s function, i.e., the synthetic data at station i caused by
a delta slip rate impulse at subfault j, where t (0≤ t≤ T) is the time since the earthquake’s occurrence.
The observation equations then read as

di tð Þ ¼
XN
j

∫
t

0gij t � τð Þṡj τð Þdτ ; i ¼ 1; 2;…;Mð Þ: (1)

Figure 1. Description of the principle behind the deconvolution and stacking approach. In the input model, two subfaults
(left) A and (right) B within a potential fault are ruptured, whose (middle) STFs are described by a triangle and a trapezoid,
respectively. Synthetic waveform data (velocity seismograms) are generated for a network of observation sites (black trian-
gles) around the potential fault (dashed rectangle). The network coverage relative to the fault is designed to be comparable
with the case of the 2011 Tohoku earthquake (see Figure 5). (left and right) The comparisons of the ASTFs and their
stacked results for the target subfaults A and B, respectively. Parameters tA and tB are the earliest possible rupture times
of subfaults A and B, respectively, and T is the preestimated time window. For each subfault, the maximum positive
wavelet (shadowed part) of the stacked ASTF is used as the inferred STF in the IDS method presented in this study.
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If the Fourier spectra of di(t), ṡj tð Þ, and gij(t) are denoted by Di(ω), Sj(ω), and Gij(ω), respectively, the frequency
domain observation equations then read as

Di ωð Þ ¼
XN
j¼1

Gij ωð ÞSj ωð Þ� �
; i ¼ 1; 2;…;Mð Þ; (2)

where ω is the angular frequency.

For any selected subfault J, we may stack the ASTFs observed at all the stations and obtain

1
M

XM
i¼1

Di ωð Þ
GiJ ωð Þ ¼ SJ ωð Þ þ 1

M

XM
i¼1

XN
j ≠ J

Gij ωð ÞSj ωð Þ
GiJ ωð Þ : (3)

The results obtained after stacking include two pieces of information. The first is the STF of subfault J, which is what
wewant to extract. The second is the disturbance caused by other subfault STFs, which can be rewritten in the form

ΔJ ωð Þ ¼ 1
M

XN
j ≠ J

Sj ωð Þ
XM
i¼1

Gij ωð Þ
GiJ ωð Þ: (4)

In the case of an ideal network coverage around the fault, Gij, j≠ J is on average incoherent with GiJ. Thus, we
suppose that ΔJ can be negligible compared to SJ and suggest the approximation

SJ ωð Þ≈ 1
M

XM
i¼1

Di ωð Þ
GiJ ωð Þ: (5)

Equation (5) means that we can obtain an approximation of each subfault’s STF by stacking the deconvolved
seismograms. In practice, the deconvolution given in equation (5) can be stabilized by using the so-called
water level approach [Helmberger and Wiggins, 1971],

SJ ωð Þ≈ 1
M

XM
i¼1

Di ωð ÞG�
iJ ωð Þ

max GiJ ωð Þj j2; GiJ ωð Þj j2max · ε2
� �; (6)

where G�
iJ is the complex conjugate of GiJ and ε is the dimensionless water level parameter. The time domain

STFs (slip rate time history) are obtained by the inverse Fourier transform,

ṡJ tð Þ ¼ F�1 SJ ωð Þ½ �: (7)

To ensure stability, we choose ε in equation (6) to be as large as 0.1. The large water level is helpful for minimizing
disturbances in imaging the rupture propagation, because it leads to only the most significant rupture signals
being retrieved. On the other hand, a complex rupture process that involves temporally discrete episodes of
rupture on the same fault patch cannot be retrieved through a single deconvolution and stacking process.
Therefore, the deconvolution and stacking procedures normally need to be performed iteratively. Additionally, to
minimize artifacts from large oscillatory ASTFs for stations (components) close to the theoretical nodal planes, the
STF estimated using equation (7) needs to be examined based on sensitivity tests. For these reasons outlined
above, we suggest the following pseudo algorithm:

1. Discretization. Discretize the potential rupture area into a number of subfaults identified by j= 1, 2,…,N,
each of which is represented by a point source (so far with uniform source mechanisms).

2. Deconvolution. Calculate the ASTFs for each subfault by deconvolving the current residual data with
synthetic Green’s functions (with known focal mechanism). The current residual data are denoted by
Δdi(t) [=di(t) in the first iteration] for all observation sites i= 1, 2,…,M.

3. Stacking. Stack the ASTFs of all the stations for each subfault and select the maximum positive wavelet
(see Figure 1) as an incremental STF Δ ṡj tð Þ for the concerned subfault in the current iteration.

4. Scaling. Scale all the incremental STFs separately, Δ ṡj tð Þ ⇒ AjΔ ṡj tð Þ, so that the synthetic data associated
with each other best fit the current residual data. In the least squares sense, Aj is calculated by

Aj ¼
XM

i¼1
∫T0Δdi tð ÞΔyij tð ÞdtXM

i¼1
∫T0 Δyij tð Þ
h i2

dt
; (8)
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where Δyij(t) is the incremental synthetic data at station i produced by Δ ṡj tð Þ,

Δyij tð Þ ¼ ∫
t

0gij t � τð ÞΔ ṡj τð Þdτ: (9)

Negative Aj values need to be set to zero (positivity constraint). After Δ ṡj tð Þ has been scaled, the updated
Δyij(t) has the property that

XM
i¼1

∫T0 Δyij tð Þ
h i2

dt ¼
XM
i¼1

∫
T

0Δdi tð ÞΔyij tð Þdt: (10)

5. Regularization. ModifyΔ ṡj tð Þwith a sensitivity factor f j∝R2j γj, whereR2j is the relative data fit ofΔ ṡj tð Þ toΔdi(t),

R2j ¼ 1 �
XM

i¼1
∫
T

0 Δdi tð Þ � Δyij tð Þ
h i2

dtXM

i¼1
∫
T

0 Δdi tð Þ½ �2dt
; (11)

and γj is the correlation coefficient between Δyij(t) and the original data di(t),

γj ¼
XM

i¼1
∫
T

0di tð ÞΔyij tð ÞdtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

i¼1
∫
T

0 di tð Þ½ �2dt
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

i¼1
∫
T

0 Δyij tð Þ
h i2

dt

r : (12)

Negative fj values also need to be set to zero (again the positivity constraint). Note that by using equation
(10), it can be easily proved that R2j is equal to the squared correlation coefficient between Δyij(t) and Δdi(t).
Thus, R2j is also called the coefficient of determination.

6. Smoothing. In the first iteration, calculate the cumulative slip Δsj ¼ ∫T0Δ ṡj tð Þdt j ¼ 1; 2;…;Nð Þ , find the
largest asperity (the one including the peak slip value, max(Δsj)), and determine the azimuthally averaged
and normalized height-distance curve ho(r) for the slip within this asperity, where r is the distance to the
peak slip. Parameter ho(r) will be used as a reference for the characteristic slip roughness. In all the following
iterations, the obtained Δsj are examined for their characteristic roughness, h(r). If h(r) is below ho(r), i.e.,
indicates a larger roughness, a space domain low-pass filter (e.g., via a 2-D moving average window) is
applied to Δ ṡj tð Þ repeatedly until the resulted h(r) best fits ho(r).

7. Re-scaling. Re-scaleΔ ṡj tð Þgloballywith a uniform scaling factorA, which is determined so that the synthetic data
associated with allΔ ṡj tð Þ collectively best fit the current residual data. Add them to the cumulative STFs ṡj tð Þ
and then update the residual data for the next iteration. The global scaling factor A is calculated by

A ¼
XM

i¼1
∫
T

0Δdi tð Þ
XN

j¼1
Δyij tð ÞdtXM

i¼1
∫
T

0

XN

j¼1
Δyij tð Þ

h i2
dt

: (13)

8. Iteration. Repeat steps 2–7 until themisfit between the cumulative synthetic data and the original data cannot
be further reduced, where the misfit function is defined by the ratio of unfitted observed waves compared to

the complete observed waves in the least squares sense, i.e., σ2 ¼
XM

i¼1
∫
T

0 di tð Þ �
XN

j¼1
yij tð Þ

h i2
dtXM

i¼1
∫
T

0 di tð Þ½ �2dt
.

Practically, it is thought to be excellent for the relative misfit values between 0 and 0.2, good for 0.2–0.4,
acceptable for 0.4–0.6, and unsatisfactory above 0.6.

Note that steps 5 and 6 are both necessary. Step 5 is the sensitivity-based regularization. By using this step,
possible overestimation can be prevented for subfaults located too far from the network or at the sites,
which are poorly resolved by the network. For these subfaults, the amplitudes of the Green’s functions
are relatively small so that the deconvolution results (i.e., the ASTFs) may include large artifacts. We recall
that in the classic singular-value decomposition method, the regularization is solved by excluding the
eigenvectors associated with zero or very small eigenvalues, while in the conventional inversion methods,
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which are most used currently, it is solved through the preestimated fault size and/or the moment
minimization. Step 6 is the smoothing constraint, which is also commonly used in most geophysical
inversions. Using the smoothing rule, the update slip distributions during the iterations have about the
same characteristic roughness as obtained after the first iteration without smoothing. The idea behind this
rule is that a single iteration of the IDS approach is comparable with backprojection, leading to a result
which roughly reflects the resolution ability of the network. It is noted that the frequency bands employed
in the IDS and backprojection are different. If the network coverage around the fault is adequate and
the rupture is simple enough, a single iteration might be sufficient to obtain the major characteristics of
slip distribution.

Additionally it should be noted that in the above algorithm, the time/frequency domain is not expressed in a
discrete form. In fact, the IDS method can work with arbitrarily small time intervals without any negative
effect on the solution stability. This feature is different to the conventional linear algorithm. On the other

Figure 2. IDS source imaging results for the Wenchuan earthquake using the strong motion data. (a) The misfit curve of
(top left) the iterations and (bottom right) the source time function, strong motion stations (cyan triangles), and the
surface projection of fault slip distribution. (b) Snapshots of the temporal variations of the fault slip distribution. The stars
in Figures 2a and 2b denote the epicenter.
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hand, it differs from the conventional nonlinear algorithm; in that, the form of the ESTFs is not preselected,
but derived directly from the data.

A priori source information used in the IDSmethod includes the hypocenter location, the focal mechanism, and
the fault geometry. In addition, we assume that the rupture propagation can never exceed the P wave velocity
and that each subfault can rupture until the time when there is no significant waveform energy left in the
observations. In this study, if not otherwise specified, the Green’s functions are calculated using the code “Qseis”
of Wang [1999] and are based on the seismic reference model AK135 [Kennett et al., 1995], modified with the
local crustal structure adopted from CRUST2.0 [Bassin et al., 2000].

In the following, we apply the newmethod to the 2008 Wenchuan and 2011 Tohoku earthquakes, since their
ground motion was well recorded by near-field strong motion and/or high-rate GPS networks.

3. The 2008 Mw7.9 Wenchuan Earthquake

The hypocenter of the 12 May 2008 Wenchuan earthquake, which occurred at 06:27:57.59 UTC, is located at
(30.018°N, 103.365°E) at a depth of 15.5 km [Yang et al., 2012]. We adopt the focal mechanism of strike =225°,
dip =39°, and rake=120° from Zhang et al. [2009] and select a large enough potential rupture area of about
810 km long and 50 km wide, consisting of 81×5=405 subfaults, each 10 km×10 km in size (Figure 2a). The
Wenchuan earthquake was well recorded by the local strong motion network distributed along the ruptured
fault. We choose 36 stations with an average station distance of about 50 km (Figure 2a). The selected
accelerograms are integrated to velocity seismograms and then filtered by a band-pass filter of 0.02–0.10Hz.

Using the IDS method, the moment magnitude of the earthquake converges atMw7.97 after only six iterations,
which is consistent with the GCMT solution (about 0.05 more). Although the potential fault length is chosen to
be as large as 810 km, most of the detected rupture is located along the northeast segment of the fault,
confirming that the earthquake fault ruptured unilaterally. The fault slip extends about 300 km, and the slip
maxima appear mostly in the shallowest patches, indicating that the fault slipmay have broken the surface. The
peak slip value is about 5.8m, 30 km northeast of the epicenter, where the largest surface rupture was observed
[Xu et al., 2009]. Three major slip patches were found to be located near Beichuan, Mianzhu, and Yingxiu,
respectively, consistent with reports that themost serious damage occurred in these regions. There is also a slip
gap on the fault about 100 km northeast of the epicenter (near station 051MZQ; Figure 2a), consistent with
other studies [Zhang et al., 2009; Shen et al., 2009; Xu et al., 2010;Wang et al., 2011; G. Zhang et al., 2012]. In the
first 20 s, the slip initiated around the hypocenter and did not show any dominant rupture directions (Figure 2b).
From 30 s, the ruptures began to propagate to the NE unilaterally at a shallow depth, reaching Mianzhu and
Beichuan at 40–50 s and 50–60 s, respectively. After 70 s, the rupture became relatively weak and scattered, but
still propagated to the NE. However, our results show that the rupture did not continuously propagate to
the northeast. As shown in Figure 3, some subfault STFs around the hypocenter demonstrate two peaks,
indicating that the rupture first propagated from the hypocenter to the northeast and then began to rupture to
the southwest. The repeated northeast-southwest rupture around the hypocenter is significant and resulted in

Figure 3. (top) Subfault STFs (slip rate) obtained from the IDS inversion of the strong motion data for the Wenchuan earth-
quake. In each patch, the x axis is the time, and the y axis is the STF value. The time window showing the STFs is 100 s,
and the maximum slip rate is 0.6m/s. (bottom) The three zoomed slip asperities.
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the largest subevent occurring around 25 s after the rupture initiation, which is consistent with previous studies
[Zhang et al., 2009]. Because there are at least two parallel faults near the epicenter that ruptured during the
earthquake [Xu et al., 2009], the northeast and southwest rupture propagations in the first 40 s may not have
occurred on the same fault [Hartzell et al., 2013]. The peak slip rate reached about 0.6m/s and occurred at
locations about 30 km and 130km to the northeast of the hypocenter. Themaximum slip is (5.8m) less than the
value of 8–10m determined from the near-field geodetic data [Shen et al., 2009; Xu et al., 2010] but is more
consistent with the observed surface ruptures [Xu et al., 2009]. The source time function obtained in this study
(lower right inset, Figure 2a) shows that the rupture process lasted about 100 s.

The misfit (σ2) is 0.54 (i.e., acceptable according to our criteria above; Figure 4). Large discrepancies
appear for a few stations, such as 051WCW and 051JYC, whose baseline shifts on the NS component
could not be sufficiently removed by the band-pass filter, and 051MZQ, which is very close to the fault
trace such that any uncertainties in the fault location and geometry can cause large errors in the
synthetic seismograms.

Although only strongmotion data were used for the 2008Wenchuan earthquake, both the slip distribution and
the source time function are consistent with the results obtained by the joint inversion of the GPS and
interferometric synthetic aperture radar data [Shen et al., 2009; Wang et al., 2011] or all available seismic
and geodetic data [Hartzell et al., 2013]. However, there is a significant difference in the peak slip, which is
about 5.8m in our results, less than most of the previous studies but is closer to the results from the field
investigations [Xu et al., 2009]. It should be pointed out that we have chosen a long enough potential fault; i.e.,
no constraint on the fault size was assigned. This would be helpful for the rapid response of earthquake
emergency and EEW, in which a very little information about the rupture length and direction is available in the
earliest stages. Additionally, it should be noted that for the purpose of rapid response, the rupture process is
usually estimated on a single-fault plane. In the case of the Wenchuan earthquake, many previous studies
indicated that its rupture process involved multiple complex faults. This feature is reflected by some apparent
multiple or repeated ruptures in our single-fault results.

Figure 4. Comparisons of the observed (black) and synthetic (red) seismograms of the strong motion data for the
Wenchuan earthquake.

Journal of Geophysical Research: Solid Earth 10.1002/2013JB010469

ZHANG ET AL. ©2014. American Geophysical Union. All Rights Reserved. 5640



Figure 5. IDS source imaging results for the Tohoku earthquake using the high-rate GPS data. (a) The misfit curve of
(upper left) the iterations and (lower right) the source time function, GPS stations (cyan triangles), and the surface
projection of fault slip distribution. (b) Snapshots of the temporal variations of the fault slip distribution projected to the
surface. The stars in Figures 5a and 5b denote the epicenter.
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4. The 2011 Mw9.0
Tohoku Earthquake

The Tohoku earthquake nucleated at (38.297°N,
142.372°E) at a depth of 30 km on 11 March
2011 at 05:46:24 UTC, with a fault plane of
strike=193°, dip=14°, and rake=81° (W phase
solution of USGS). The latter is consistent with
the tectonics of the Japan Trench as a well-
known tsunamigenic subduction thrust fault.
We select a large potential rupture area on this
fault with a length of 700 km and width of
300 km, consisting of 35×15=525 subfaults,
each 20 km×20 km in size (Figure 5a).

We choose 55 high-rate GPS stations, each of which contains three-component displacement seismograms,
randomly from 414 stations with an average interstation distance of about 70 km (Figure 5a). The displacement
records are differentiated to velocity seismograms and then filtered by a low-pass filter of 0–0.05Hz.

Figure 5 shows the inversion results for the Tohoku earthquake. After 21 iterations (inset in Figure 5a), the
seismic moment converges at about 4.65 × 1022 Nm, equivalent to a moment magnitude ofMw9.05. The total
rupture process lasted as long as 200 s, with 80% of the energy released between 50 and 120 s (inset in
Figure 5a). The major rupture area (Figure 5a) is located at a very shallow depth, consistent with other studies
[Lee et al., 2011; Shao et al., 2011; Y. Zhang et al., 2012a]. Themaximum slip determined is close to 60m, which
is larger than some results derived from jointly inverting teleseismic waveform and inland coseismic GPS data
[Y. Zhang et al., 2012a], but close to the result of Wang et al. [2013] based on the inversion of inland and
seafloor coseismic GPS data and that of Lee et al. [2011], who jointly inverted teleseismic, strong motion, and
high-rate GPS waveform data.

Many subfault STFs of the Tohoku earthquake showmultirupture features (Figure 6), supporting the findings of
Lee et al. [2011]. Thewhole rupture process can be roughly characterized by two events (Figure 5b). The first one
initiated around the hypocenter, propagated along the updip direction, and broke the seafloor. The cumulative
slip of this event is estimated to be less than 6m. The second is the major event of the earthquake, which
occurred at a shallow depth and lead to the maximum slip (~57m) near the trench. Because of the coverage of
the GPS network on only one side of the rupture, earlier signals near the trench are not easily distinguished
from later rupture signals in the deeper area toward the coast. This may explain why the peak moment rate at
85 s appears later here than is resolved from teleseismic inversions [Y. Zhang et al., 2012a; Lee et al., 2011].

The misfit of the inversion is about 0.26 (i.e., good, according to our criteria discussed above). From Figure 7,
the data fits with the high-rate GPS seismograms are fairly good, except for the three northeastmost GPS
stations (G0141, G0016, and G0891; Figure 5b), whose records show very long coda waves, probably caused
by local basin effects (Figure 7).

The Tohoku earthquake was also well recorded by the strong motion network KiK-net. For the rupture process
inversion, the only difference in the data processing between the high-rate GPS and the strong motion data is
that the latter needs to be additionally high-pass filtered to remove the bias caused by their baseline errors
[Wang et al., 2013]. We also applied the IDS method to the strong-motion-based velocity seismograms in the
frequency band of 0.02–0.05Hz and obtain results similar to those from the high-rate GPS network (see
Figures 12–14 in the supporting information), noting that the earth structure used for the high-rate GPS and
strongmotion data inversions are the same. The obtained scalar moment is about 4.30× 1022Nm, equivalent to
a moment magnitude of Mw9.03. The peak slip is estimated to be 51m. Probably because of the lack of very
low frequency content (<0.02Hz) in the strongmotion data, both the peak slip and themomentmagnitude are
slightly smaller than those from the high-rate GPS data.

An interesting question for the Tohoku earthquake is whether the slip reaches the trench. This source
characteristic could not be estimated well using the static coseismic displacement data from the GPS
measurements, since all of the GPS Earth Observation Network stations are located on the westside of the
trench. In comparison, the waveform inversion has a better resolution because of the Doppler effects

Figure 6. Subfault STFs (slip rate) of the Tohoku earthquake. In each
patch, the x axis is the time, and the y axis is the STF value. The time
window showing the STFs is 150 s, and the maximum slip rate is
2.4m/s. The star denotes the hypocenter.
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contained in the high-rate GPS and strong motion seismograms. Based on our results, the slip maxima
occurred at a very shallow depth and reached at least 50m. This indicates that the ruptures might have
broken the seabed, consistent with the observation of results of repeated multibeam bathymetric surveys
[Fujiwara et al., 2011].

5. Resolution Tests for the 2008 Wenchuan and 2011 Tohoku Earthquakes

We conducted resolution tests on the strong motion network for the Wenchuan earthquake and the high-rate
GPS network for the Tohoku earthquake, respectively. In these tests, synthetic data are generated based on
the assumed rupture models, to which we added 10% Gaussian noise. A constant rupture velocity (3 km/s for
the Wenchuan earthquake and 2 km/s for the Tohoku earthquake) is used in all the input models. When
inverting the synthetic data with the IDSmethod, themaximum rupture velocity is allowed to be as large as the
P wave velocity and the rupture duration as long as necessary, implying that practically no assumption on
the rupture process is needed.

In the first resolution test (Figure 8) on the strong motion network for the Wenchuan earthquake, four
rectangular slip asperities, each with a single triangular subfault STF, are defined on the fault (Figures 8a and
8c). The input and estimated slip and subfault STFs are compared in Figures 8a–8d. The comparison shows
that the moment magnitude, fault slip, and the shapes of the subfault STFs are all well retrieved using the IDS
method, indicating the reliability of the rupture process that we have reconstructed for this event.

For the other resolution test performed on the high-rate GPS network of the Tohoku earthquake (Figure 9), the
earthquake is represented by two rectangular slip asperities at different depths (Figure 9a). To simulate the
multiruptures, the subfault STF, in contrast to the Wenchuan earthquake test, is represented by twin triangles
(Figure 9c). Additionally, we recognize that the hypocenter location can be biased by up to several tens of
kilometers for subduction events because of the one-sided network coverage. Therefore, the “true” hypocenter
location in this test is offset 45 km (grey star in Figures 9b and 9d), corresponding to a conservative estimate of
the rapid location error for such subduction zone earthquakes. Comparing the input and estimated rupture

Figure 7. Comparisons of the observed (black) and synthetic (red) high-rate GPS seismograms from the Tohoku earthquake.
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models shows that even with the strongly biased hypocenter estimate, the two slip asperities and their twin
triangular STFs are well resolved.

6. Comparison With the Conventional Inversion Method

We compare the IDS method with the conventional linear network inversion (LNI) method for the rupture
imaging of the Wenchuan and Tohoku earthquakes. To stabilize the solution, the LNI method generally needs
to specify the weights of different physical constraints. In the code of Y. Zhang et al. [2012b] used for the
following tests, three physical constraints, which contain the spatial smoothing, temporal smoothing, and
moment minimization, have to be specified with three weighting factors. After certain scaling, the two
smoothing factors usually vary between 0 and 50, and the moment-minimizing factor takes a value between
0 and 1. Generally these weighting factors depend on the resolution capability of the network used. A poorly
distributed network requires relatively stronger physical constraints to ensure the reasonability and stability
of the inversion results. In practice, however, the weighting factors can only be optimized empirically using the
trial-and-error approach so that a certain subjective influence on the results is often not avoidable.

Figure 8. Resolution test for the Wenchuan earthquake. (a) The input slip distribution. (b) The resolved slip distribution by
the IDSmethod. (c) The input STFs of all the ruptured subfaults. (d) The resolved STFs. The stars denote the hypocenter. In each
patch in Figures 8c and 8d, the x axis is the time, and the y axis is the STF value. The time window showing STFs is 160 s.

Figure 9. Resolution test for the Tohoku earthquake with a large bias in the hypocenter location (grey star, 45 km away
from the true location). (a) The input slip distribution. (b) The resolved slip distribution by the IDS method. (c) The input
STFs of all the ruptured subfaults. (d) The resolved STFs. The stars denote the hypocenter. In each patch in Figures 9c and
9d, the x axis is the time, and the y axis is the STF value. The time window showing STFs is 200 s.
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We use the same parameterizations for the LNI method as used for the IDS method. The maximum rupture
velocity is set uniformly to 6 km/s (the P wave velocity in the upper crust), and the rupture duration is not
limited for each subfault. In the case of the Tohoku earthquake, we downsampled the high-rate GPS data
from 1 to 0.25 samples per second in order to reduce the required computational effort for the LNI method.
Since the cutoff frequency is 0.05Hz, this downsampling would not miss any effective waveform information.

For each of the two earthquakes, the LNI method is tested for three different combinations of the three
constraining weighting factors (denoted as LNI (A), LNI (B), and LNI (C)), and the results obtained are compared
with those of the IDS method (Figures 10 and 11). For the Wenchuan earthquake, the combination of 20, 20,
and 0.1 for the three constraining weighting factors leads to a smoothed fault slip distribution and
overestimated moment magnitude, while the combination of 10, 30, and 0.5 results in an underestimated
moment magnitude compared to the model of IDS model. After several trials by empirically adjusting the
three weights, we arrive at the combination of 10, 15, and 0.3, which best estimates the fault slip distribution
andmomentmagnitude (Figure 10) and appears to be themost reasonable based on recent studies [Shen et al.,
2009; Wang et al., 2011] and the IDS results. For the Tohoku earthquake, the finally preferred weighting
factor combination is 0.1, 15, and 0.0, yielding a rupture area of 300–400 km along the strike and 150–200 km
along the dip, with the largest asperity at a shallow depth close to the trench and a moment magnitude of
Mw9.0, all of which are consistent with the results of other independent studies (Figure 11).

Since the LNI method is based on least squares optimization, its data fits are generally better than those of
the IDS method. In the case of the Tohoku earthquake, for example, the relative misfit we obtained with the
IDS method is 0.26. When using the LNI method, the relative misfit is slightly improved to 0.10–0.19,
depending on the choice of empirical parameters for the physical constraints. In the case of the Wenchuan
earthquake, the data fit achieved by the LNI method is about 0.3 less compared with that derived by the IDS
method. The reason is the narrow and relatively higher frequency range (0.02–0.10 Hz) of the strong motion
data, which can be better explained by the least squares optimization, although not necessarily also more
reasonably than the direct imaging. In fact, the slip models obtained by the LNI method depend strongly on
the choice of the three physical constraints, and most of them appear less consistent with the results of
recent studies if the three weighting factors were not properly specified. The trade-off problem related to the
physical constraints is well known for conventional inversions with either linear or nonlinear algorithms. So
far, the weighting of the physical constraints is often optimized manually, leading to difficulties when
attempting the automatic use of this method. We note that there have been several studies suggesting the
so-called BIC (Bayesian information criterion) optimization of the physical constraints [e.g., Akaike, 1980; Yagi
et al., 2004; Fukuda and Johnson, 2008], which can, in principle, be automatized. In the present case,

Figure 10. Comparisons of (left) the slip models and (right) the source time functions obtained with the IDS and LNI methods
applied to the strong motion data for the Wenchuan earthquake. The first row shows the results of the IDS method, and the
second row is the preferred results of the LNI method with proper constraint weights. The third and fourth rows show the other
two results of the LNImethodobtainedduring the trials carried out to optimize the constraint weights. The threeweighting factors
for spatial and temporal smoothing and moment minimizing are given in the parentheses. The stars denote the hypocenter.
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however, the BIC approach would mean a grid search process for a multiparameter space that would generally
require a considerably larger computational effort.

7. Discussion and Conclusions

One particular advantage of the IDS method over traditional methods is that it can easily retrieve complex
rupture processes in a straightforward way, which cannot be easily done when using the nonlinear inversion
method. Normally, the linear inversion method can be adopted to resolve multiple ruptures, although such
capability is generally limited because it can affect the numerical stability. Using the IDS method, no empirical
constraint needs to be changed dependent on different earthquakes. The two case studies and the resolution
tests presented above have demonstrated the robustness of this new approach for the inversion of complete
near-field seismograms.

In addition, the IDS method is considerably more efficient than the LNI method. The IDS and LNI codes we
used for the comparison are written in MATLAB. Neither is specially parallelized but can make use of all CPU
cores by using the distributed computing toolbox of MATLAB. Without any optimization of the empirical
constraints, the CPU time required by the LNI method on an Intel i7-3770 PC is 1140 s for the Wenchuan
earthquake and 1060 s for the Tohoku earthquake, in comparison to 5 s and 35 s for the IDS method,
respectively. It should be noted that the deconvolution and stacking procedures are computed independently
from subfault to subfault. Since such calculations are easily parallelized, the computational effort required by
the IDS algorithm should not be a problem when integrated into an EEW system.

In general, we can make a theoretical comparison of the computational efforts required by the IDS and linear
network inversion (LNI) methods. There are three factors impacting upon the computation time, namely, the

Figure 11. Same as Figure 10 but using the high-rate GPS data for the Tohoku earthquake.
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number of waveform data channels Nw, the number of subfaults Ns, and the number of time samples Nl of
both waveform data and subfault STFs. For the IDS method, the computation effort is estimated to be O
(Nw �Ns �Nl logNl), where the factor Nl logNl is known to be related to the fast Fourier transform needed
for the convolution and deconvolution. For the LNI method, since the inversion of a M×N matrix needs

the time O[min(M2 �N,M �N2)], the total computation effort becomes O N3
l �min N2

s �Nw ;Ns�N2
w

� �� �
. Note that

to achieve as high temporal resolution as possible, the subfault STFs should have the same sampling rate
as the waveform data. Thus the number of time samples impacts upon the number of both rows and columns

of the inversion matrix, leading to the factor N3
l . Additionally, in contrast to the LNI method, the major

computation part (i.e., convolution and deconvolution) of the IDS method is independent for different
stations and subfaults, implying that it can be easily parallelized. If the nonlinear network inversion method
is used, the computation effort is even considerably larger than the LNI inversion method.

An issue of the IDS method to be considered is the physical constraint on the roughness of the inferred slip
distribution. We solved this problem by an empirical rule (see step 6 of the pseudo algorithm), which has
been tested in many synthetic tests and the present two case studies. For both the Wenchuan and Tohoku
earthquakes, it yields peak slip values that are acceptable when considering other independent studies.
Without this smoothing step, the peak slip would be overestimated by a factor of 2–3. The peak slip value can
also be affected by the choice of the sensitivity factor (see step 5 of the pseudo algorithm). However, other
relevant source characteristics, such as magnitude, fault size, location of the major slip asperity, rupture
propagation, and duration, which are all useful for early warning and hazard assessments, are not
significantly dependent on the empirical constraints used here.

The water level is the only parameter that could be changed but is fixed in the IDS method. For numerical
stability, we suggest a relatively large water level parameter for deconvolving the data with synthetic Green’s
functions, because this leads to only the most significant rupture signals being retrieved during the iterations. If
the water level is too small, overestimated slip may occasionally appear in earlier iterations, which cannot be
corrected in the subsequent iterations because of the imposed positivity constraint (see step 3 of the pseudo
algorithm). By using a large water level parameter, this effect can be sufficiently minimized. In the present two
case studies (and many other tests not shown here), we found that no substantial change in the inversion
results if the water level parameter ε used in equation (6) is larger than 0.05 (see Figures 15 and 16 in the
supporting information). Therefore, we can fix the water level at 0.1 to ensure the automaticity of IDS method.

We have also tested the IDS method for teleseismic inversions. In this case, when using conventional
inversion methods, a general problem is that the synthetic Green’s functions based on a standard Earth
model have large uncertainties in travel times. Consequently, it is difficult to accurately resolve the rupture
distribution absolutely. The same problem also exists when using the IDS method. Hence, similarly to
conventional inversion methods, we shift the Pwave arrival time of the data so that it is consistent with the
Earth model used and attempt to resolve the rupture distribution relative to the given hypocenter. For the
Wenchuan and Tohoku earthquakes, the teleseismic rupture models produced by the IDS method are
consistent with those from the near-field data inversions, except for slightly underestimated magnitudes,
lower spatial resolutions, and underestimates of the peak slips (see Figures 17–22 in the supporting
information). These underestimations may be associated with the low resolution of the teleseismic
networks compared to the near-field networks. For very large earthquakes such as the Tohoku event,
because of the lack of low and zero frequencies, the moment magnitude as well as the peak slip were
underestimated using teleseismic waveform data. We note that in order to test the robustness of the new
method for teleseismic inversions, all of the parameters for the physical (empirical) constraints are fully
adopted from those used for the near-field data inversions. The same is also true for the cutoff frequencies
applied to the data (0.01–0.1 Hz for the Wenchuan earthquake and 0.01–0.05 Hz for the Tohoku
earthquake) and the model parameterizations. In particular, we note the significant differences between
the teleseismic results of the IDS method and the backprojection method. The latter generally only
recovers the high-frequency source signals along the deep edge of the ruptured area [Honda et al., 2011;
Meng et al., 2011; Yao et al., 2011]. Such information is interesting for understanding the earthquake
nucleation process but less relevant for tsunami early warning.

We recognize that there are still a few practical issues and limitations for the application of the IDS method to
EEW. First, while existing EEW systems can determine the hypocenter in real time, they are generally not able
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to provide an equally rapid focal mechanism.
Fortunately, many large earthquakes occur on
existing faults with well-known mechanisms. For
example, the focal mechanisms of theWenchuan
earthquake and the Tohoku earthquake are
both consistent with the tectonic background of
their epicentral regions. Especially, for most

tsunamigenic subduction earthquakes, the fault geometries have been well determined [Hayes et al., 2012].
There are also some special earthquakes with an unexpected mechanism controlled by the regional tectonics
that were not very clear previously, such as the 2013Mw8.6 Sumatra earthquake [Yue et al., 2012]. Therefore, for
EEW in a given area, the mechanisms of the seismogenic faults should be carefully investigated (e.g., by
geological investigations into inland earthquakes). Once an earthquake over a certain threshold magnitude
(for example, Mw6.5) is detected and well located, we can therefore immediately determine which fault has
ruptured and thus assume a corresponding mechanism. For this case, uncertainties of the hypocenter location
may impact upon the selections of the ruptured fault and its mechanism. Thus, a densely distributed network
would be required to reduce the location uncertainties. In addition, it would be useful to extend the IDSmethod
with a module for rapid mechanism estimation using, e.g., the approach suggested by Melgar et al. [2013].
Second, it should be noted that the fault size, subfault size, and the cutoff frequency used in the present case
studies are fixed. In EEW, however, since we do not have the knowledge of the final magnitude of the
earthquake, these three parameters need to be adjusted during the real-time inversions. In most cases, a large
enough potential fault size can be fixed based on the tectonic setting of interest. To achieve an appropriate
resolution, the subfault size and frequency band can be changed dynamically, depending on the increased
earthquakemagnitude detected during the real-time analysis. For example, supposing that the lowestmoment
magnitude of disastrous earthquakes is about Mw6.5, we can first use the subfault size of 5 km and cutoff

frequency of 0.2Hz (f cute 1
4
Vs
ΔL, where Vs is the S wave velocity and ΔL is the subfault length [see, e.g., Heimann,

2010], respectively. Once the moment magnitude exceeds Mw7.5, for example, the subfault size can be
increased to 10 km, and the cutoff frequency can be decreased correspondingly to 0.1Hz, and the inversion
performed once more. If the moment magnitude further exceedsMw8.5, the subfault size and cutoff frequency
can be updated again until the moment magnitude converges (Table 1).

In summary, the IDS method presented in this paper shows its robustness both in synthetic tests and in its
application to the case studies of the 2008 Wenchuan and 2011 Tohoku earthquakes. In particular, this approach
does not need any manual adjustment of the physical (empirical) constraints and has the ability to automatically
image earthquake sources using either near-field or teleseismic waveform data. This may have an important
impact on the development of future earthquake and tsunami early warning and rapid response systems.
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