Originally published as:


DOI: http://doi.org/10.1785/0120160185
Bulletin of the Seismological Society of America

This copy is for distribution only by the authors of the article and their institutions in accordance with the Open Access Policy of the Seismological Society of America.

For more information see the publications section of the SSA website at www.seismosoc.org
Derivative-Based Global Sensitivity Analysis: Upper Bounding of Sensitivities in Seismic-Hazard Assessment Using Automatic Differentiation

by Christian Molkenthin,* Frank Scherbaum,* Andreas Griewank,† Hernan Leovey,‡ Sergei Kucherenko, and Fabrice Cotton§

Abstract Seismic-hazard assessment is of great importance within the field of engineering seismology. Nowadays, it is common practice to define future seismic demands using probabilistic seismic-hazard analysis (PSHA). Often it is neither obvious nor transparent how PSHA responds to changes in its inputs. In addition, PSHA relies on many uncertain inputs. Sensitivity analysis (SA) is concerned with the assessment and quantification of how changes in the model inputs affect the model response and how input uncertainties influence the distribution of the model response. Sensitivity studies are challenging primarily for computational reasons; hence, the development of efficient methods is of major importance. Powerful local (deterministic) methods widely used in other fields can make SA feasible, even for complex models with a large number of inputs; for example, automatic/algorithmic differentiation (AD)-based adjoint methods. Recently developed derivative-based global sensitivity measures can combine the advantages of such local SA methods with efficient sampling strategies facilitating quantitative global sensitivity analysis (GSA) for complex models.

In our study, we propose and implement exactly this combination. It allows an upper bounding of the sensitivities involved in PSHA globally and, therefore, an identification of the noninfluential and the most important uncertain inputs. To the best of our knowledge, it is the first time that derivative-based GSA measures are combined with AD in practice. In addition, we show that first-order uncertainty propagation using the delta method can give satisfactory approximations of global sensitivity measures and allow a rough characterization of the model output distribution in the case of PSHA. An illustrative example is shown for the suggested derivative-based GSA of a PSHA that uses stochastic ground-motion simulations.

Introduction

Seismic-hazard assessment is of great importance for various applications within the field of engineering seismology, earthquake-resistant design, and seismic risk assessment. The current practice for estimating the seismic hazard at a given site is the application of probabilistic seismic-hazard analysis (PSHA; Cornell, 1968; McGuire, 2004). Having a clear understanding of which parameters drive the hazard results under various circumstances is crucial, especially for the applications that build upon PSHA. Sensitivity analysis (SA) aims to assess and quantify how changes in the model inputs affect the model output. Therefore, SA is a useful tool as it can identify which inputs are noninfluential and which are critical and thus provide insight into the model characteristics.

There is a wide range of SA methods and potentially useful sensitivity measures for models (see, e.g., Sobol’, 1990; Saltelli et al., 2000, 2008; Oakley and O’Hagan, 2004; Sobol’ and Kucherenko, 2009; Iooss and Lemaître, 2015; Razavi and Gupta, 2015; Borgonovo and Pishchke, 2016). A challenge linked to SA is the required computational effort, which can be excessive or prohibitive for complex models, depending on the applied SA method (Iooss and Lemaître, 2015; Razavi and Gupta, 2015). SA methods are generally categorized into two groups, based either on local (deterministic) or global (often...
sampling based, statistical) concepts for carrying out sensitivity and uncertainty analysis (Cacuci and Ionescu-Bujor, 2004; Ionescu-Bujor and Cacuci, 2004).

Local SA methods aim to quantify the change of the model output due to small perturbations of the inputs at a reference point (often called base case) in the input space. Local sensitivity estimates are only valid in the vicinity of the reference point considering (small) input perturbations, for which nonlinearity in the input-output relation can be neglected. In the case of a linear or nearly linear model, first-order uncertainty analysis based on partial derivatives (local sensitivities) can be sufficient for quantifying the global sensitivity of the complete input domain in a very simple way. An advantage of local SA methods is that they can be very efficient in providing sensitivities even for complex models; for example, using the adjoint method based on automatic/algorithmic differentiation (AD; Griewank and Walther, 2008). A computer source code representation of the model is sufficient and AD can be applied directly. Many computer models can have kinks or even jumps so that local sensitivities in the sense of derivatives are not defined. The approximation of such functions by piecewise linear functions has recently been proposed by Griewank (2013).

Global sensitivity analysis (GSA) methods have the aim of quantifying the influence that the uncertainty of a particular input or group of inputs (over its entire range) has on the model response. It is typically based on the analysis (usually statistical summaries) of many model evaluations (or their partial derivatives) on randomized input samples taken over the complete input domain. A large spectrum of qualitative and quantitative GSA methods exist (summarized in Oakley and O’Hagan, 2004; Saltelli et al., 2008; Sobol’ and Kucherenko, 2009; and Borgonovo and Plischke, 2016); for example, Morris method, sequential bifurcation, analysis of the variance, regression-based methods, methods using surrogate models, methods analyzing changes in the density and cumulative density function, entropy-based methods, derivative-based methods, and Bayesian methods.

The most popular quantitative GSA method is the variance-based approach, often referred to as the Sobol’ method, a decomposition of the total variance of the output into terms of contributions of partial variances of the individual input variables or groups of input variables (Sobol’, 2001; Saltelli, 2002). Variance-based GSA has been applied successfully in many SA studies of models and is often taken as a standard benchmark test when performing comparison of different GSA methods (e.g., Borgonovo, 2006; De Rocquigny et al., 2008; Saltelli et al., 2008; Massmann and Holzmann, 2012; Plischke et al., 2013; Rakovec et al., 2014). The major challenge for quantitative sampling-based GSA methods, including Sobol’ method, is that they may require a large number of model evaluations to estimate the GSA measures or indicators; consequently, those methods are normally restricted to low-dimensional models (<10–20 inputs) and/or to models with short run times (Iooss and Lemaître, 2015).

Given the number of above-mentioned SA approaches, the choice of which particular SA method should be applied strongly depends on the nature of the question to be addressed as well as on practical computational aspects. In this study, we mainly focus on GSA of the seismic hazard produced by PSHA. Knowledge of local sensitivities (partial derivatives) at several reference points (sample points of the input domain) can significantly reduce the computational effort for obtaining GSA measures (Sobol’ and Kucherenko, 2009; Rakovec et al., 2014). This makes the application of sampling-based GSA also possible for models with a large number of inputs. It was recently shown that globally aggregated partial derivatives (local sensitivities) yield an upper bounding of global parameter sensitivities, which in turn allows the identification of noninfluential uncertain inputs (Sobol’ and Kucherenko, 2009; Lamboni et al., 2013). Subsequently, these inputs could be fixed at their nominal value (e.g., expectation), reducing the model complexity. Furthermore, the obtained global upper bounds can be used to rank influential inputs as done in variance-based GSA measures (reference method) in the case of linear, nearly linear, or product functions (Rakovec et al., 2014; Kucherenko and Iooss, 2016). However, derivative-based GSA requires partial derivatives at several sample points, whose evaluation can be challenging and computationally very demanding or even infeasible for complex models.

In this study, we propose to combine derivative-based GSA with AD to overcome this problem. AD is a powerful approach that allows the evaluation of derivatives of complex models accurately and most efficiently (Griewank and Walther, 2008). Hence, the suggested GSA approach is computationally feasible for models with a greater number of inputs. It enables an upper bounding of the sensitivities globally, and, therefore, an identification of noninfluential and most dominant uncertain inputs involved in PSHA. We present an illustrative example of the proposed derivative-based SA approach relying on AD in a sensitivity study of a PSHA for an area source. Within the PSHA, we employ the stochastic simulation technique (e.g., Boore, 2003) for the prediction of ground motion. (1) Results of local SA are presented to show how small changes (e.g., ≤5%) in the inputs influence the model response. (2) Two sets of results of derivative-based GSA are presented to assess how input uncertainties affect the distribution of the model response. (a) We show global upper bounds on the input sensitivities. (b) Moreover, we show that GSA results obtained via the classical first-order uncertainty propagation (delta method) can give satisfactory approximations of global sensitivity measures in the case of PSHA. Thus, we can identify the inputs whose uncertainty plays a significant role. We compare against results obtained from a simple graphical GSA method (scatter plots) and from a widely used quantitative reference method (variance-based GSA) to verify consistency of the results.
Sensitivity Analysis Methods and Automatic Differentiation

Local Sensitivity Analysis and Automatic Differentiation

Local SA assesses how small changes in the inputs of a model influence the model response. Consider a deterministic model given as

\[ y = f(x), \quad x \in \mathbb{R}^k, \]

with \( k \) inputs \( x = [x_1, x_2, \ldots, x_k] \) and for simplicity with a scalar-valued model response \( y \). (In this study, it is the annual rate of exceedance of a particular ground-motion level or the ground-motion level given an annual rate of exceedance.) Local sensitivities are mathematically defined as the partial derivatives of the model output with respect to its inputs at reference point \( x_0 \) as follows:

\[ d_i = \frac{\partial f(x)}{\partial x_i} \bigg|_{x_0}, \]

in which \( d_i \) is the local absolute sensitivity of the \( i \)th input.

However, partial derivatives (\( d_i \)) are often not comparable because the different units or scales of the inputs make a ranking of the inputs difficult. To avoid related problems, one usually employs relative sensitivities (also called logarithmic sensitivities or elasticities) for this issue which are defined as follows:

\[ d_i^{rel} = \frac{\frac{\partial f(x)}{\partial x_i}}{\frac{\partial f(x)}{\partial y}} \bigg|_{x_0} = \frac{x_{0,i}}{y_0}, \]

in which \( x_{0,i} \) is the \( i \)th component of \( x_0 \) and \( y_0 = f(x_0) \). Therefore, relative sensitivities relate proportional changes. Usually, the same proportional perturbation (same relative error) for all inputs is assumed and one estimates the corresponding proportional change in the model response. For \( d_i^{rel} \) to be defined, the model output \( y_0 \) must be nonzero. The magnitude of the absolute value of the relative sensitivities \( |d_i^{rel}| \) is taken as indicator for the importance of the different inputs.

In general, the local behavior of the model is approximated by a first-order Taylor expansion at \( x_0 \) assuming that higher order terms can be neglected. Such local first-order estimates are generally not valid for parameter ranges far away from the reference point unless the model is linear or nearly linear. However, local sensitivities give valuable information for several applications in optimization and simulation, for example, parameter identification of nonlinear inverse problems, and they are the basis for differential SA.

In the case of uncertain inputs, as we explain in detail in the Global Sensitivity Analysis section, some functionals of the partial derivatives are used to form an upper bound on parameter sensitivities. Alternatively, if the model is nearly linear, the partial derivatives (always at a base case \( x_0 \)) can be used for first-order uncertainty propagation (delta method).

The most challenging part in this context is the computation of the partial derivatives, as their evaluation can be problematic in terms of accuracy and computational effort. Partial derivatives can be obtained manually, which is usually not possible for complex models, or numerically as divided differences. Divided difference techniques suffer from accuracy problems and become computationally expensive for complex models with many inputs because the computational effort increases linearly with the number of inputs. However, there exists a third method which can procure partial derivatives efficiently even for complex models, namely AD. AD has recently gained much attention in different scientific domains such as statistical parameter estimations (Fourier et al., 2012; Skaug and Yu, 2014), applications in machine learning (Baydin et al., 2015), and SA and parameter identification in hydrology (Castaings et al., 2009). The first applications using AD in seismology are due to Sambridge et al. (2007) and Molkenthin et al. (2014).

AD is a chain-rule-based method that allows the differentiation of computer source code (i.e., the numerical representation of the model) by compiler-like AD tools that automatically produce new augmented source code that additionally calculates the required derivatives. In this work, we employ a source code transforming AD tool. The resulting program delivers the model output and, simultaneously, all required partial derivatives of the model output with respect to its inputs. AD is directly applied to the numerical implementation of the model. The basic idea is that any numerical code of a model can be seen as a composition of a finite sequence of elementary calculations or instructions computing a chain of intermediate values before the final output is obtained. The chain rule of differential calculus can be applied to this composition in an automatic manner to obtain a differentiated version of the original numerical computer code of the model. One distinguishes between two modes of AD: one is the forward mode (forward application of the chain rule) and the other is the reverse mode (backward application of the chain rule). The resulting differentiated model of the forward mode is called the tangent-linear model (TLM), whereas the one of the reverse mode is called the adjoint model (ADM). The computational costs for the calculation of the partial derivatives by TLM increase linearly with the number of inputs \( O(k) \). In contrast, using ADM in the case of a scalar-valued output, one can compute the complete gradient of the model response independently of the number of inputs with a minimal overhead \( O(c) \), which is a small factor (usually \( c < 6 \)) times the original forward computation of the function itself (Griewank and Walther, 2008). There are currently several source code transforming AD tools available for different programming languages. A link for a comprehensive overview of AD tools and AD methodology as well as AD applications is given in Data and Resources.

AD was recently employed as a tool for carrying out sensitivity analyses in the context of seismic hazard and ground-motion modeling in Molkenthin et al. (2014, 2015). Here, we build upon these works and use the differentiable source codes developed therein. These source codes are written in FORTRAN, and their differentiated versions were obtained using the Tapenade AD tool (Hascoet and Pascual, 2013).
Global Sensitivity Analysis

Consider a deterministic computer model \( f(X) \) with \( k \) uncertain inputs \( X = [X_1, X_2, \ldots, X_k] \) yielding a distribution \( Y \) of a scalar model output:

\[ Y = f(X) = f(X_1, X_2, \ldots, X_k), \quad X \in \mathbb{R}^k. \quad (4) \]

The uncertain inputs \( X \) are treated as random variables, characterized by their corresponding density functions \( X_i \sim \mu_i(x) \) for each input \( i \). The term deterministic means that the same set of input values \( x = [x_1, x_2, \ldots, x_k] \) as a realization of the input random variables in \( X \) will produce exactly the same model output \( y = f(x) \). Accordingly, the distribution \( Y \) is induced by the given densities of \( X \). The considered scalar model output \( y \) in this study is, for example, the level of expected shaking in terms of a response spectral ordinate at a fixed oscillator frequency given a return period (level of safety).

GSA provides valuable information on how uncertainties in the inputs influence the model output by varying all inputs jointly. Quantitative GSA intends to apportion the model output uncertainty to the different sources of the input uncertainties in order to identify important and noninfluential inputs (Saltelli et al., 2000). Measures of global sensitivities rely on statistics gathered from evaluating the model (or its derivatives) on inputs sampled from their corresponding distribution. There are different global sensitivity measures and one has to keep in mind that different GSA methods may result in different important ranking of the inputs, as demonstrated, for example, in Pappenberger et al. (2008). The most important step in GSA is the assignment of distributions \( \mu_i(x) \) to the uncertain inputs \( X_i \). Therefore, the characterization of the input uncertainties has to be done with utmost caution, and is typically based on data and expert knowledge.

To perform sampling-based GSA, we require an efficient sampling method. There are several possible sampling procedures; for example, classical Monte Carlo (MC) sampling and Latin hypercube sampling. Here, we suggest using quasi-MC sampling because it often performs better than classical MC methods (Kucherenko et al., 2011, 2015). The efficiency of MC methods is determined by the properties of random numbers. It is known that random number sampling is prone to clustering: for any sampling there are always empty areas as well as regions in which random points are wasted due to clustering. As new points are added randomly, they do not necessarily fill the gaps between already sampled points. A higher rate of convergence can be obtained by using deterministic uniformly distributed sequences, also known as low-discrepancy sequences (LDS), instead of pseudorandom numbers. Methods based on the usage of such sequences are known as quasi-MC methods (Niederreiter, 1992). LDS are specifically designed to place sample points as uniformly as possible. Unlike random numbers, successive LDS points know about the position of previously sampled points and fill the gaps between them. LDS are also known as quasi-random numbers. There are a few well-known and commonly employed LDS. Different principles were used for their construction by Holton, Faure, Sobol’, Niederreiter, and others. Many practical studies have proven that the Sobol’ LDS is in many aspects superior to other LDS (Bratley et al., 1992; Paskov and Traub, 1995; Sobol’, 1998; Kucherenko et al., 2011, 2015). For this reason it was used in this work.

A challenge for quantitative GSA methods (including Sobol’ method) is that they require a large number of model evaluations to estimate the GSA measures or indicators. Therefore, applying those methods can be computationally very demanding and prohibitive for complex models with many inputs or long run times. To overcome these limitations, we will focus on derivative-based GSA.

In the following, we briefly give an overview of (1) the classical variance-based GSA method (also called Sobol’ method), which is taken as a reference method to evaluate our results, before presenting (2) the suggested derivative-based GSA method, which is a simple and computationally much cheaper alternative to (1). Subsequently, the delta method (first-order uncertainty propagation) and related first-order GSA estimates are briefly described. Employed GSA measures, which are explained in the following subsections, are summarized in Table 1.

Variance-Based GSA. The most often used GSA method is a variance-based GSA that aims to decompose the total variance of the model output \( \text{Var}[Y] \) into contributions of the individual inputs (or sets of inputs) and contributions of their interactions. The importance of an input is assessed in terms of its contribution to the model output variance. At the same time, it refers to the possible reduction of the model output variance if the input would be known with certainty. All the following explanations are valid for individual inputs as well as for sets (groups) of inputs.

A classical approach in variance-based GSA is based on analysis of variance (ANOVA) decomposition introduced by Sobol’ (1990). It can be shown that the same expressions for global sensitivity indexes can be obtained using the basic expression for the decomposition of \( \text{Var}[Y] \) with respect to an input \( X_i \) using the law of total variance:

\[ \text{Var}[Y] = \text{Var}_{X_i}[E_{X_{\neq i}}[Y|X_i]] + E_{X_i}[	ext{Var}_{X_{\neq i}}[Y|X_i]] \quad (5) \]

(McKay, 1995), in which the variance of \( Y \) is decomposed into two terms on the right side: the explained output

\[ N_{U_i}(k + 2), \]

\[ cN_{U_i}, \]

\[ c \]

\[ (k, \) number of inputs; \( c, \) a small constant (usually \( c \leq 6 \)).

Table 1

<table>
<thead>
<tr>
<th>Measure Sampling Computational Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main effect ( S_i ) total effect ( S_{T_i} ) Yes ( N_{S_i}(k + 2) )</td>
</tr>
<tr>
<td>Upper bound for the total effect ( U_i ) Yes ( cN_{U_i} )</td>
</tr>
<tr>
<td>Delta method GSA measure ( S_i^D ) No ( c )</td>
</tr>
</tbody>
</table>

The computational costs are measured in terms of required model evaluations.

The following explanations are valid for individual inputs as well as for sets (groups) of inputs.

A classical approach in variance-based GSA is based on analysis of variance (ANOVA) decomposition introduced by Sobol’ (1990). It can be shown that the same expressions for global sensitivity indexes can be obtained using the basic expression for the decomposition of \( \text{Var}[Y] \) with respect to an input \( X_i \) using the law of total variance:

\[ \text{Var}[Y] = \text{Var}_{X_i}[E_{X_{\neq i}}[Y|X_i]] + E_{X_i}[	ext{Var}_{X_{\neq i}}[Y|X_i]] \quad (5) \]

(McKay, 1995), in which the variance of \( Y \) is decomposed into two terms on the right side: the explained output

\[ N_{U_i}(k + 2), \]

\[ cN_{U_i}, \]

\[ c \]
variance due to a dependency upon input \( X_i \) (first term) and an unexplained remaining (residual) fraction of variance in \( Y \) due to other inputs or interactions between other inputs and \( X_i \) (latter term). \( \text{Var}_X[E_{X_i}[Y|X_i]] \) is the variance of the conditional expectation and \( E_{X_i}[\text{Var}_{X_{-i}}[Y|X_i]] \) is the expectation of the conditional variance (residual part), both conditioned on \( x_i \). The subscripts \( X_i \) and \( X_{-i} \) denote where the variance or the expectation is taken over, and \( X_{-i} \) means all inputs other than \( X_i \). Given equation (5), a possible measure for the reduction of \( \text{Var}[Y] \), if input \( X_i \) could be fixed, is

\[
V_i = \text{Var}_X[E_{X_i}[Y|X_i]].
\]  

(6)

in which \( V_i \) is called the partial variance of the input \( X_i \). \( V_i \) is used as a measure of the importance or influence of input \( X_i \) on the variance of \( Y \): the larger the \( V_i \) the larger the global sensitivity of \( X_i \) to \( Y \). To obtain a scale invariant global sensitivity measure \( S_i \) between 0 and 1, \( V_i \) is normalized by \( \text{Var}[Y] \):

\[
S_i = \frac{V_i}{\text{Var}[Y]}. 
\]  

(7)

in which \( S_i \) is the first-order global sensitivity index (also called first-order Sobol’ index) measuring the main effect of input \( X_i \) on the model output \( Y \). The relative importance of each input is given by its main effect (first-order Sobol’ index) \( S_i \), representing the greatest potential (largest \( S_i \)) for reducing the variance of the model response \( \text{Var}[Y] \). \( S_i \) does not consider input interactions. If the sum of all \( S_i \); \( \sum_{i=1}^{k} S_i \) is close to one, it indicates that there are only minor interaction effects and the model is additive as defined within the ANOVA framework.

The second principle measure in variance-based GSA, proposed by Homma and Saltelli (1996), is related to the remaining uncertainty in \( Y \); that is, the uncertainty that is left unexplained after we fixed all inputs except \( X_i \). This residual variance \( \text{Var}_{X_{-i}}[Y|X_{-i}] \) of \( Y \) and all its interactions using the total law of variance is

\[
\text{Var}_{X_{-i}}[Y|X_{-i}] = \text{Var}[Y] - \text{Var}_X[E_{X_i}[Y|X_i]].
\]  

(8)

Dividing \( \text{Var}_{X_{-i}}[Y|X_{-i}] \) by \( \text{Var}[Y] \) gives the scale invariant global sensitivity measure \( S_{Ti} \), called total effect of input \( X_i \):

\[
S_{Ti} = \frac{\text{Var}_{X_{-i}}[Y|X_{-i}]}{\text{Var}[Y]}. 
\]  

(9)

Note, due to the fact that interaction terms are counted several times, the sum of all \( S_{Ti} \) \( \left( \sum_{i=1}^{k} S_{Ti} \geq 1 \right) \) can become larger than 1. The total effect \( S_{Ti} \) is a measure for the portion of the model output variance, which can be attributed to all effects in which input \( X_i \) is involved. Thus, the total sensitivity index \( S_{Ti} \) can help us identify noninfluential inputs: a low value of \( S_{Ti} \) (e.g., \( S_{Ti} \ll 1/k \) with \( k \) number of inputs) indicates that the input \( X_i \) is noninfluential and can be fixed (e.g., \( x_i = \mathbb{E}[X_i] \)).

In general, assuming \( k \) independent inputs \( X_i \), the total variance \( \text{Var}[Y] \) of the model response can be decomposed into \( 2^k - 1 \) components:

\[
\text{Var}[Y] = \sum_{i=1}^{d} V_i + \sum_{i=j}^{d} V_{ij} + \cdots + V_{12...d}
\]  

(10)

(Sobol’, 2001), in which \( V_i \) represents the first-order terms, \( V_{ij} \) are the second-order terms, and so on. Subsequently, global sensitivity measures of different orders can be obtained by computing the ratio between these partial variances and the total variance of the model output \( S_{Ti} \) for each input \( i = 1, 2, \ldots, k \) often provides sufficient information to obtain the global sensitivities of the model output with respect to the individual inputs (Saltelli et al., 2010). In the numerical example, \( S_i \) and \( S_{Ti} \) are used as reference measures for evaluating the proposed approach.

The computation of the variance-based GSA indexes \( S_i \) and \( S_{Ti} \) involves evaluating several multidimensional integrals, which are approximated using MC methods. There exist several ways for approximating these integrals based on classical MC sampling or quasi-MC sampling (e.g., Homma and Saltelli, 1996; Saltelli, 2002; Saltelli et al., 2010; Kucherenko et al., 2011). Correspondingly, first-order Sobol’ indexes \( S_i \), together with \( S_{Ti} \), can be calculated with a cost of \( N_S(k+2) \) model evaluations, in which \( N_S \) is the number of required samples, and \( k \) is the number of inputs. As explained earlier, in this study we employ quasi-MC sampling using LDS (i.e., Sobol’ sequence in our case, Sobol’ et al., 2011) in connection with formulas for \( S_i \) and \( S_{Ti} \) in Sobol’ (2001) and Sobol’ et al. (2007, 2011). \( S_i \) and \( S_{Ti} \) are estimated as follows: an initial sampling matrix (quasi-MC samples) of size \( (N_S, 2k) \) is generated from a Sobol’ sequence containing values ranging from zero to one. This initial matrix is divided into two sample matrices \( A \) and \( B \) in such a way that the left half (column one to \( k \)) is matrix \( A \) and the right half (column \( (k+1) \) to \( 2k \)) is matrix \( B \). Subsequently, inverse sampling theorem is applied to obtain input samples accordingly to the assigned densities \( (\mu_i) \) with values in their actual range. Then, based on the two sampling matrices \( A \) and \( B \), each of size \( (N_S, k) \), one generates additional \( k \) matrices \( A_{Bi} \) of the same size in such a way that matrix \( A_{Bi} \) is identical to matrix \( A \), except that its \( i \)th column is replaced by the \( i \)th column of matrix \( B \). Subsequently, the model \( f \) is evaluated for each row of the \( k+2 \) matrices, yielding the vectors

\[
f(A) \in R^{N_S}, f(B) \in R^{N_S}, f(A_{Bi}) \in R^{N_S}, \ldots, f(A_{Bk}) \in R^{N_S}.
\]

Finally, the index \( S_i \) of the \( i \)th input is empirically estimated (denoted by \( \hat{S}_i \)) as follows:

\[
\hat{S}_i = \frac{\text{Var}_X[E_{X_i}[Y|X_i]]}{\text{Var}[Y]} = \frac{1}{N_S} \sum_{j=1}^{N_S} f(B_j)(f(A_{Bi})_j - f(A)_j).
\]

(11)
and $S_{T_i}$ as
\[
\hat{S}_{T_i} = 1 - \frac{\text{Var}_X [E_X [Y | X_i=1]]}{\text{Var}[Y]} = \frac{1}{\pi N} \sum_{j=1}^{N} (f(A_j) - f(A_B))_j^2, \\
\text{(12)}
\]
in which $(A)_j$, $(B)_j$, and $(A_B)_j$ denote the $j$th row of matrices $A$, $B$, and $A_B$, respectively, and where all products among vectors are to be understood as Euclidean scalar vector products.

**Derivative-Based GSA.** In this study, we suggest combining an efficient local sensitivity method (adjoint AD methods) with a powerful global sampling approach (quasi-MC sampling) to obtain globally aggregated local sensitivity information that makes derivative-based GSA possible for complex models. Small first-order derivatives of a function imply small total Sobol’ sensitivity indexes $S_{T_i}$. This fact can be used for a global upper bounding of sensitivities. Simply put, these upper bounds $U_i$ are obtained by averaging the squared partial derivatives (local sensitivities) of the model output over the input domain at different sample points. These expectation values $E[(\partial f(x)/\partial x_i)^2]$ (one for each input) are multiplied by a specific constant $C_i$, which depends on the type of the density function $\mu_i$ (Sobol’ and Kucherenko, 2009; Lamboni et al., 2013).

This gives an upper bound $U_i$ on $S_{T_i}$:
\[
S_{T_i} \leq U_i, \\
\text{(13)}
\]
in which $U_i$ for each input $i$ reads as follows:
\[
U_i = C_i f_{\mu_i} [\frac{E[(\partial f(x)/\partial x_i)^2]}{\text{Var}[f(x)]}] = C_i [\frac{E[(\partial f(x)/\partial x_i)^2]}{\text{Var}[y]}]. \\
\text{(14)}
\]

We assume that the probability measure $P$ has a density $\mu$ of the form $\mu(x) = \prod_{i=1}^{k} \mu_i(x_i)$ $(x \in \mathbb{R}^k)$, in which $\mu_i$ is a continuous (marginal) density on $\mathbb{R}$. The expectation $E[.]$ of the squared partial derivatives of the $i$th input in equation (14) is usually denoted as $\nu_i$ referred by Sobol’ and Kucherenko (2009) as the derivative-based global sensitivity measure (DGSM), and can be approximated as a finite sum over $j=1, \ldots, N$ quasi-MC samples $x^j$ (drawn from $\mu(x)$ using inverse transform sampling): 
\[
\hat{\nu}_i = \frac{1}{N} \sum_{j=1}^{N} (\frac{\partial f(x^j)}{\partial x_i})^2, \\
\text{(15)}
\]
in which $\hat{\nu}_i$ is the empirically estimated value of $\nu_i$.

Constants $C_i \mu_i$ required for the global upper bounding of sensitivities have been derived analytically by Sobol’ and Kucherenko (2009) and Lamboni et al. (2013) for the case of the uniform, normal, and some other log-concave distributions, see Table 2. Rousant et al. (2014) include the results to cases of truncated log-concave distributions on $[a, b]$.

For the often-used lognormal distribution, which is not log-concave, no constant $C_{\mu_i}$ can be stated. For lognormally distributed inputs, we suggest the following procedure for upper bounding the sensitivities. Instead of estimating

\begin{table}[h]
\centering
\caption{Constants $C_{\mu}$ for Some Density Functions}
\begin{tabular}{|c|c|}
\hline
Distribution & $C_{\mu}$ \\
\hline
Uniform $U([a, b])$ & $(b - a)^2/\pi^2$ \\
Normal $\mathcal{N}(\mu, \sigma^2)$ & $\sigma^2$ \\
Exponential $\mathcal{E}(\lambda)$ & $\lambda$ \\
Gumbel $\mathcal{G}(\mu, \beta)$ & $(2\beta/\log 2)^2$ \\
Weibull $\mathcal{W}(k, \lambda)$ & $(2\lambda(\log 2)^{1-k}/k)^2$ \\
\hline
\end{tabular}
\end{table}

\[\nu_i = \int_{0}^{+\infty} \left(\frac{\partial f(x)}{\partial x_i}\right)^2 \mu(x)dx, \]
\[\nu_i^* = \int_{0}^{+\infty} \left(\frac{\partial f(x)}{\partial x_i}\right)^2 x^2 \mu(x)dx, \]
which is obtained by considering a change of variables to the normal case and then applying the corresponding upper bounds as $U_i = \sigma_i^2 \nu_i^*$, in which $\sigma_i$ is the scale parameter of the lognormal distribution $\mu_i$, assuming $\nu_i^*$ is finite. For the case of truncated lognormal densities, the same technique of change of variables can be applied to obtain the corresponding upper bounds.

Once the upper bounds $U_i$ on the global sensitivities for all inputs have been obtained, the following criterion is suggested to decide whether an input is noninfluential:
\[
U_i < \frac{1}{k}, \\
\text{(18)}
\]
in which $k$ is the number of inputs. If all $k$ inputs were equally influential, each input would explain the same fraction of the total variance. Hence, uncertain inputs with bounds significantly lower than $1/k$ are identified as nonimportant and can be fixed.

To evaluate the required derivative values at the sample points, we suggest applying reverse-mode AD. The computational cost for computing all $k$ upper bounds of the sensitivities $U_i$ require essentially $c N_{U_i}$ model evaluations, in which $N_{U_i}$ is the number of sample points and $c$ is a small constant (usually $c < 6$). We emphasize that these costs in terms of model evaluations are effectively independent of the number of inputs, ignoring the cost of quadrature summations to calculate expectations and variances. In addition, the number of required sample points $N_{U_i}$ to achieve numerical convergence may be smaller in practice for DGSMs than the number of samples $N_{\xi}$ for variance-based sensitivity measures.

**Delta Method.** In the case of a linear or a nearly linear model $f(x)$, the established delta method (first-order uncertainty propagation) can be used to propagate input uncertainty. GSA can also benefit from the delta method. The idea is to approximate the first two moments (expectation...
and variance of the uncertain model output based on the first two moments of the inputs using the partial derivatives of the model output with respect to its inputs. The underlying assumption is that the properties of a random variable can be sufficiently described by its first and second moment, and that higher moments (e.g., the third moment, also called skewness) are relatively small. In this work, the required partial derivatives are obtained via AD.

More specifically, a first-order Taylor expansion of \( f(x) \) with \( k \) inputs evaluated at a reference point \( x_0 \) is used to approximate the following model:

\[
f(x) = f(x_0) + \nabla_x f(x_0)(x - x_0),
\]

in which \( x_0 = E[X] \) is the expectation of \( X \) and \( \nabla_x f(x) \) stands for the gradient of \( f(x) \) with respect to the inputs (i.e., local sensitivities of the model output) \( x \) evaluated at \( x_0 \). It is assumed that higher order terms in the Taylor expansion are negligible.

Thus, the approximated expectation of the model response is

\[
E[Y] \approx f(x_0),
\]

and the approximated variance of the model response is

\[
\text{Var}[Y] \approx (\nabla_x f(x_0))^T \Sigma_{XX} \nabla_x f(x_0),
\]

in which \( \Sigma_{XX} \) is the covariance matrix of \( X \). Assuming independent inputs, the approximation given in equation (21) reduces to

\[
\text{Var}[Y] \approx \text{Var}_x[Y] = \sum_{i=1}^{k} \left[ \frac{\partial f(x)}{\partial x_i} \right]_{x_0}^2 \text{Var}[X_i].
\]

The output distribution of \( Y \) can be roughly approximated as a normal distribution by the first two moments (equations 20 and 21). However, this is a first-order approximation and it degenerates fast with increasing nonlinearity in the model. Therefore, assessing the importance of an input variable using \( \tilde{S}^i_L \) can lead to misleading or unsatisfactory results if the model is nonlinear. MC simulations can help verify the quality of the approximation obtained by the delta method.

Seismic-Hazard Computation: PSHA

The goal of seismic-hazard analysis is the estimation of ground-shaking hazard due to expected future earthquakes at a site of interest. This is currently done by means of PSHA. Ground-shaking hazard is computed in terms of hazard curves, giving the annual rate of exceedance \( \nu(a) \) with respect to various levels of a selected ground-motion intensity measure \( a \). Ground-motion measures that are of engineering interest and therefore often used in PSHA are peak ground acceleration or response spectral acceleration, the latter representing the maximum response in terms of acceleration of a damped (most commonly 5% of critical damping), single-degree-of-freedom (SDOF) oscillator with a natural frequency \( f_{osc} \) due to ground motion as a rough approximation of a building response.

Within PSHA, the quantification of an annual rate of exceedance \( \nu(a) \) for a target level of ground motion \( a \) considers all possible earthquake scenarios affecting the site of interest by probabilistic calculations. PSHA is generally dependent upon many inputs and several modeling decisions related to the following components: (1) geometrical characterization of possible earthquake sources, (2) characterization of the seismic activity for each contributing source, and (3) models used to describe the seismic-wave propagation from the source to the site to predict the distribution of ground motions for each considered earthquake scenario. Finally, PSHA results are obtained by an integration of all possible earthquake scenarios. In this way, one accounts for aleatory uncertainties included in the computed hazard curve. To account for epistemic uncertainties (lack of knowledge), the logic-tree framework is often applied in PSHA (Kulkarni et al., 1984; Scherbaum et al., 2005; Bommer and Scherbaum, 2008; Bommer, 2012). Another way to account for the epistemic uncertainties involved in PSHA is the assignment of density functions to the uncertain model inputs as done in this study. In both ways, one seeks to fulfill the aim of PSHA, which is to capture the full range of possible estimates of the seismic hazard at a site (United States Nuclear Regulatory Commission, 2012). After including the epistemic uncertainties, one obtains a distribution of hazard curves equivalent to a distribution of annual rates of exceedance for each target level \( a \) of a ground-motion measure. A thorough and comprehensive description of the underlying procedure of PSHA, including the assessment of aleatory and epistemic uncertainty, is given by the Senior Seismic Hazard Advisory Committee (Budnitz et al., 1997) report, a standard reference for PSHA and in, for example, McGuire (2004).

Considering the existence of \( i = 1, \ldots, m \) seismic sources, which can affect the site of interest, the total annual rate of exceedance \( \nu_i(a) \) for a target ground-motion level \( a \) is the sum of the individual annual rates of exceedance \( \nu_i(a) \) of each contributing source:

\[
\nu_i(a) = \sum_{i=1}^{m} \nu_i(a).
\]

For simplicity and transparency, we restrict ourselves to a single area source, emphasizing that the suggested SA method also works for the general case.

In the following, capital letters denote random variables and their lower case equivalents refer to realizations of these
random variables. Mathematically, PSHA of a single area source considering spectral acceleration as ground-motion parameter denoted as \( a \) can be expressed as

\[
\nu(a, \theta, f_{osc}) = \lambda_{max}(\theta) \int_{r_L}^{r_U} \int_{m_{min}}^{m_{max}} f_M(m, \theta, f_{osc}) f_R(r, \theta, f_{osc}) \times \Pr(A > a|m, r, \theta, s, f_{osc}) \, dm \, dr
\]  

(25)

(e.g., Kramer, 1996; McGuire, 2004), in which \( \nu(a, \theta, f_{osc}) \) is the rate of exceedance of the target level of ground motion \( a \) for an oscillator frequency \( f_{osc} \) (structural natural frequency), \( \Pr(A > a|m, r, \theta, s, f_{osc}) \) is the conditional probability that generated ground motion \( A \) at the site of interest exceeds the target level \( a \) for a given magnitude \( m \), distance \( r \), standard deviation of the logarithmic ground motion \( s \), and \( s \); the vectors \( \theta, \theta_{f_M}, \theta_{f_R}, \) and \( \theta \) include the parameters required to define \( \lambda_{max}, f_M, f_R, \) and \( g(\cdot) \), respectively, and \( \theta = [\theta, \theta_{f_M}, \theta_{f_R}, \theta, s] \) comprises all inputs of the seismic-hazard model; \( \lambda_{max} \) is the annual activity rate of the area source (number of earthquakes per year having a magnitude \( m \) larger than a minimum magnitude \( m_{min} \) considered); \( f_M \) and \( f_R \) are the probability density functions of possible earthquake magnitudes \( M \) and source-to-site distances \( R \), respectively; upper and lower bounds of \( f_M \) are \( m_{max} \) and \( m_{min} \) and of \( f_R \) are \( r_U, r_L \), respectively; and \( g(\cdot) \) is a function that models the mean logarithmic ground motion. For simplicity, we are ignoring finite-fault effects and we are assuming independence of \( f_M \) and \( f_R \).

The probability that \( A \) is exceeded is given by

\[
\Pr(A > a|m, r, \theta, s, f_{osc}) = 1 - \Phi \left[ \frac{1}{s} \left( \ln(a) - \ln(g(m, r, \theta, f_{osc})) \right) \right] = \Phi \left[ \frac{1}{s} \ln \left( \frac{g(m, r, \theta, f_{osc})}{a} \right) \right],
\]  

(26)

in which \( \Phi(\cdot) \) is the cumulative distribution function of the standard normal distribution \( N(0, 1) \). Ground shaking at the site of interest is modeled as lognormally distributed random variable \( A \) with \( \ln A \sim N(g, s) \) having the parameters \( g \) and \( s \), in which \( g = g(m, r, \theta, f_{osc}) \) and \( s \) is often treated as a constant across earthquake scenarios. The parameters \( g \) and \( s \) are provided by ground-motion models, usually empirically derived ground-motion prediction equations (GMPEs) (which have, in general, a rather simple functional form). In our study, we employ a more complex simulation-based ground-motion model representing an implementation of the stochastic method using random-vibration theory (Boore, 2003) to predict \( g(m, r, \theta, f_{osc}) \). The stochastic simulation method is a tool often used in seismic hazard analysis for low seismicity regions, which do not have enough recorded data to derive empirical GMPEs (Atkinson and Boore, 2006; Douglas et al., 2013; Edwards and Fah, 2013; Rietbrock et al., 2013; Bora et al., 2015; Drouet and Cotton, 2015; Yenier and Atkinson, 2015). We apply the stochastic spectrum simulation as described in Molkenthin et al. (2014), which is based on simple duration models (Boore, 2003), Brune’s source model (Brune, 1970, 1971), a stress parameter \( \Delta \sigma \), path and site attenuation filters (the latter two modeled by geometrical spreading \( 1/R^q \), a frequency-depending quality factor \( q(f) = q_0 f^{c_0} \) and a site-specific \( k_0 \), and the generic rock-site amplification with controlling parameter \( V_{S30} \), the average shear-wave velocity of the upper 30 m (Boore and Joyner, 1997; Cotton et al., 2006). The required seismological inputs to predict \( g \) are included in the vector \( \theta = [\Delta \sigma, \eta, \theta_0, \alpha, k_0, V_{S30}] \).

The geometrical characterization of the contributing area source is as follows: consider a disk with radius \( r_{max} \) at depth \( h \) beneath the site of interest. The disk is parallel to the plain earth surface and its center is situated directly below the site. Hence, the shortest source-to-site distance is \( h \) and the longest is \( r_0 = \sqrt{h^2 + r_{max}^2} \). Assuming that earthquake hypocenters are uniformly distributed (uniformly distributed point sources) over the area source zone and after some algebraic manipulations (change of variables), the density function of source-to-site distances \( f_R \) can be derived analytically for the given geometry:

\[
f_R(r, \theta) = 2r/r_{max}^2,
\]  

(27)

Ordaz, 2004). The lower bound of \( f_R \) is \( h \) and the upper bound is \( r_0 = \sqrt{h^2 + r_{max}^2} \). The inputs required to define \( f_R \) are therefore \( \theta_{R} = [h, r_{max}] \).

To characterize the seismic activity of the area source, we use the doubly truncated Gutenberg–Richter (GR) relation (a doubly truncated exponential distribution). Correspondingly, the density function of earthquake magnitudes \( f_M \) is as follows:

\[
f_M(m, \theta_{f_M}) = \frac{1}{K} \beta \exp(-\beta(m - m_{min})),
\]  

(28)

in which \( K = 1 - \exp(-\beta(m_{max} - m_{min})) \) and \( \beta = \ln(10) b_{GR} \) with \( b_{GR} \) the exponential decay rate of the traditional GR relation, which defines the number \( N \) of earthquakes of magnitude \( m \) or greater per unit time as \( N(\geq m) = 10^{b_{GR} - 5.8 m} \). The lower bound of the truncation is \( m_{min} \) and the upper bound is \( m_{max} \), referring to the minimum magnitude of interest (having a damaging potential) and the maximum expected magnitude for the considered area source, respectively. The vector comprising all required inputs defining \( f_M \) is \( \theta_{f_M} = [\beta, m_{min}, m_{max}] \). The seismic activity rate of the source can be expressed as \( \lambda_{max}(\theta) = \exp(\alpha - \beta m_{max}) \) with \( \alpha = \ln(10) a_{GR} \) and \( a_{GR} \) corresponds to the traditional GR relation (number of earthquakes per unit time with \( m \geq 0 \) is \( 10^{a_{GR} - 5.8 m} \)) and \( \theta = [\alpha, m_{max}] \). Following a classical Cornell–McGuire approach, we assume that the occurrence of earthquakes in time is random and can be modeled as a Poisson process. Hence, the probability \( \Pr \) that a ground-motion level \( a \) will be exceeded in time interval \( t \) is

\[
\Pr(A > a, t) = 1 - \exp(-\nu t),
\]  

(29)

in which \( \nu \) is the mean rate of the Poisson process, which is in our case (single area source) \( \nu \) of equation (25).
The inclusion of epistemic uncertainty into the seismic-hazard model (within PSHA) leads to a distributed output of annual rates of exceedance for a certain level of a ground-motion parameter or correspondingly to a distribution $A^*$ of ground-motion levels for a given fixed annual rate of exceedance $\nu_0$ (e.g., $\nu_0 = 1/T_0 = 1/475, 1/2475$, or $1/10,000$). Principal outputs of PSHA as shaking maps or uniform hazard spectra (UHS) are given for the mean, median, and various quantiles (percentiles) of $A^*$ (Douglas, Ulrich, et al., 2014). Therefore, the quantity of interest (model output) for the global sensitivity study is $A^*$, which refers to the expected distribution of ground motions (levels) for a given annual rate of exceedance $\nu_0$ or return period $T_0 = 1/\nu_0$ induced by epistemic uncertainty. In which $a^*$ (single realization of $A^*$) is the solution of the following equation:

$$\nu_0 = \nu(a, \theta, f_{osc}),$$

where $\theta$, $f_{osc}$, and $\nu_0$ are fixed. We obtained the values of $a^*$ (for different $\theta$, $f_{osc}$, $\nu_0$ combinations) iteratively by solving the equivalent problem $0 = \nu(a, \theta, f_{osc}) - \nu_0$ using Newton’s method. This is one possibility to compute $a^*$; usually $a^*$ is derived by interpolation of the hazard curve. Epistemic uncertainty is introduced to the seismic-hazard model in such a way that $\theta = \{\theta_1, \theta_2, \ldots, \theta_k\}$ is a realization of $\Theta = \{\Theta_1, \Theta_2, \ldots, \Theta_k\}$, which represents a vector of random variables comprising the marginal distributions of all $k$ uncertain inputs of the analysis.

PSHA is usually implemented in complex computer programs considering many contributing seismic sources. In addition, the complexity of the hazard integral is primarily due to the computation of the mean value of the logarithmic ground motion $g(m, r, \theta_g, f_{osc})$. As previously suggested, in practice $g(m, r, \theta_g, f_{osc})$ can be described by GMPEs with simple algebraic forms. Alternatively, however, it can be represented as a complicated, extensive computer code; for example, in FORTRAN or C, which encapsulates a ground-motion simulation technique (in our case, the stochastic ground-motion simulation technique). Our approach of SA relying on AD is suited to this situation and in principle complex computer codes pose no limitation.

PSHA of an Area Source Using Stochastic Ground-Motion Simulations: GSA

To demonstrate the proposed method of derivative-based GSA, we give an example. Let us consider a PSHA of an area source using ground-motion simulations as described in the previous section. In a first stage (1) we compute local sensitivities to understand how small changes in the inputs influence the model response locally. In a second stage (2) we present a simple graphical technique (scatter plots) to approach global sensitivities, in particular the main effects, of the inputs involved in the PSHA. In the third and fourth stages, results of our proposed derivative-based GSA method for PSHA are presented: (3) global upper bounds for the sensitivities of each input (i.e., total effect), which allow us to identify noninfluential inputs as well as rank inputs according to their influence, and (4) simple delta method GSA measures.

Our analysis includes comparisons with variance-based GSA (Sobol’ method), which is often taken as a reference method. To enable those comparisons, we calculate related indexes $S_{T_{ij}}$ (total effect of each distributed input, equation 9) and $S_i$ (main effect for each distributed input, equation 7). Derivative-based SA, as suggested here, requires the partial derivatives that are derived using AD.

The SA is performed for the model output $A^*(\nu_0, f_{osc}, \Theta)$, which is a distribution of ground-motion levels (spectral acceleration of an SDOF system with a critical damping of 5%) for a given annual rate of exceedance $\nu_0$ (or equivalently expressed for a return period $T_0 = 1/\nu_0$) and oscillator frequency $f_{osc}$. The distribution of $A^*$ is induced by uncertain model inputs $\Theta$. The SA of $A^*$ is thoroughly carried out for nine cases of combinations of $T_0$ and $f_{osc}$. We consider return periods $T_0 = 1/\nu_0$ of 475 (10% of exceedance in 50 yrs, $\nu_0 = 1/475 = 2.1 \times 10^{-3}$), 2475 (2% of exceedance in 50 yrs, $\nu_0 = 1/2475 = 4.0 \times 10^{-4}$), and 10,000 yrs (0.5% of exceedance in 50 yrs, $\nu_0 = 1/10,000 = 1.0 \times 10^{-5}$), and oscillator frequencies $f_{osc}$ of 0.5, 10, and 100 Hz. The selected return periods are of particular interest in seismic-hazard studies, the first two return periods correspond to values typically considered for conventional buildings, as for example taken as reference for shaking maps, whereas the last return period is typically a target value for critical facilities (e.g., dams).

We consider $k = 12$ uncertain inputs (epistemic uncertainty) modeled as random variables $\Theta$. A characterization of these uncertain inputs of the PSHA, assigned density functions and input values of the considered base case are summarized in Table 3 and are depicted in Figure 1. A single realization of the input random variables is represented by $\theta = [a, \beta, m_{min}, m_{max}, \Delta \sigma, \eta, q_0, \alpha_q, \zeta_0, V_{S30}, s_g, h]$. To describe the uncertainties in our synthetic example, we choose input density functions that are overall consistent with what can be expected in a stable continental tectonic setting (stable continental regions, continental crust) in Europe. The characterization of the uncertain seismological parameters ($\Delta \sigma, \eta, q_0, \alpha_q, \zeta_0, V_{S30}$) corresponds to recently obtained results of Drouet and Cotton (2015). We also considered general results related to the uncertainty of the stress parameter of Cotton et al. (2013). The assigned density function of $s_g$ is consistent with typically retrieved values for Europe (Douglas, Akkar, et al., 2014). The choice of seismicity parameters is guided by the values for southern Germany. To avoid physically infeasible input values, we use truncated input distributions in accordance with Table 3. The maximum extension $r_{max}$ of the circular area source (with investigated site at the center as outlined in the previous section) is fixed to 30 km.

Results of the PSHA in terms of hazard curves $\nu(a, \theta_0, f_{osc})$ are depicted for the base case $\theta_0$ in Figure 2. Hazard curves are shown for the three different $f_{osc}$ (0.5, 10, and 100 Hz) of interest in the SA. Return periods (475, 2475,
### Table 3: Characteristics of the Epistemic Uncertainty: Density Functions Assigned to the Input Parameters

<table>
<thead>
<tr>
<th>Number</th>
<th>Input Parameter</th>
<th>Input Group</th>
<th>Base Case</th>
<th>Density Function</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Annual activity level of Gutenberg–Richter relation, $\alpha$</td>
<td>Seismicity</td>
<td>8.0</td>
<td>$N(8.0, 0.28^2)$</td>
<td>(7.169, 8.831)</td>
</tr>
<tr>
<td>2</td>
<td>Exponential decay rate of Gutenberg–Richter relation, $\beta$</td>
<td>Seismicity</td>
<td>2.354</td>
<td>$N(2.354, 0.07^2)$</td>
<td>(2.146, 2.562)</td>
</tr>
<tr>
<td>3</td>
<td>Minimum magnitude (lower bound of truncation), $m_{\text{min}}$</td>
<td>Seismicity</td>
<td>4.5</td>
<td>$N(4.5, 0.1^2)$</td>
<td>(4.203, 4.797)</td>
</tr>
<tr>
<td>4</td>
<td>Maximum magnitude (upper bound of truncation), $m_{\text{max}}$</td>
<td>Seismicity</td>
<td>7.0</td>
<td>$N(7.0, 0.3^2)$</td>
<td>(6.110, 7.890)</td>
</tr>
<tr>
<td>5</td>
<td>Stress parameter, $\Delta \sigma$ [bar]</td>
<td>Ground-motion simulation</td>
<td>50.0</td>
<td>$\ln N(3.912, 0.69078^2)$</td>
<td>(5, 500)</td>
</tr>
<tr>
<td>6</td>
<td>Exponent of the geometrical spreading, $\eta$</td>
<td>Ground-motion simulation</td>
<td>1.04</td>
<td>$N(1.04, 0.07^2)$</td>
<td>(0.832, 1.248)</td>
</tr>
<tr>
<td>7</td>
<td>Path attenuation quality factor $q(f) = q_0f^{\alpha_q}, q_0$</td>
<td>Ground-motion simulation</td>
<td>331.13</td>
<td>$\ln N(5.8025, 0.27631^2)$</td>
<td>(145.838, 751.845)</td>
</tr>
<tr>
<td>8</td>
<td>Path attenuation quality factor $q(f) = q_0f^{\alpha_q}, \alpha_q$</td>
<td>Ground-motion simulation</td>
<td>0.28</td>
<td>$N(0.28, 0.08^2)$</td>
<td>(0, 0.560)</td>
</tr>
<tr>
<td>9</td>
<td>Site attenuation, $\kappa_0$ [s]</td>
<td>Ground-motion simulation</td>
<td>0.03</td>
<td>$\ln N(0.03, 0.4^2)$</td>
<td>(0.009, 0.098)</td>
</tr>
<tr>
<td>10</td>
<td>Site amplification, Generic rock site, $V_{30}$ [m/s]</td>
<td>Ground-motion simulation</td>
<td>950.0</td>
<td>$U(700, 1200)$</td>
<td>(700, 1200)</td>
</tr>
<tr>
<td>11</td>
<td>Standard deviation of the logarithmic ground motions, $s_g$</td>
<td>Ground-motion simulation</td>
<td>0.7</td>
<td>$N(0.7, 0.1^2)$</td>
<td>(0.5, 0.9)</td>
</tr>
<tr>
<td>12</td>
<td>Depth of the source, $h$ [km]</td>
<td>Geometrical characterization</td>
<td>10.0</td>
<td>$N(10, 3^2)$</td>
<td>(3, 17)</td>
</tr>
</tbody>
</table>

$N(\cdot)$, normal distribution; $\ln N(\cdot)$, lognormal distribution; $U(\cdot)$, uniform distribution.

**Figure 1.** Characterization of the epistemic uncertainty: normalized histograms of the uncertain input parameters.
grams in Figure 3. As expected with increasing return period lognormally distributed: 

Moreover, we observe from Figure 3 that the distribution of uncertainty, is obtained by evaluating the model at \( \theta \) (return periods \( T \)). This is indicated by the maximum-likelihood fitted lognormal density functions (dashed black line in Fig. 3).

Hazard curves for different oscillator frequencies (\( f_{osc} \)) for the base case. Horizontal dotted lines indicate different return periods \( T_0 = 1/\nu_0 = 475, 2475, \) and \( 10,000 \) yrs). The distribution of \( A^* \), induced by epistemic uncertainty, is obtained by evaluating the model at \( N \) sample points \( \theta_j \) with \( j = 1, 2, \ldots, N \) solving iteratively equation (30) using Newton’s method. The \( N \) evaluations are done for all cases considered (combinations of \( T_0 = 1/\nu_0 \) and \( f_{osc} \) mentioned above). Resulting distributions of \( A^* \) in the \( N \) model evaluations are depicted in terms of normalized histograms in Figure 3. As expected with increasing return period \( T_0 \) (decreasing \( \nu_0 \)), \( A^* \) shifts to larger ground-motion levels. Moreover, we observe from Figure 3 that the distribution of the model output \( A^* \), for a given annual rate of exceedance \( \nu_0 \) (or return period \( T_0 = 1/\nu_0 \)) and fixed \( f_{osc} \), is approximately lognormally distributed:

\[
\ln(A^*) = Y \sim N(\mu, \sigma^2). \tag{31}
\]

This is indicated by the maximum-likelihood fitted lognormal density functions (dashed black line in Fig. 3).

Local Sensitivities

To assess how small changes in the inputs influence the model response, we compute local sensitivities at a reference point \( \theta_0 \) (Table 3). The model output is \( a^*(\nu_0, f_{osc}, \theta) \), the solution of equation (30); see also equation (25). Consequently, local sensitivities are computed as follows:

\[
d_i = \frac{\partial a^*(\theta)}{\partial \theta_i} \bigg|_{\theta_0}
\]

\[
= -\left. \frac{\partial a(a, f_{osc}, \theta)}{\partial \theta_i} \right|_{\theta_0} \left( \frac{\partial a(a, f_{osc}, \theta)}{\partial a} \right)^{-1} \bigg|_{a^*(\theta_0)}. \tag{32}
\]

Relative sensitivities \( d_i^r = d_i(a^*(\theta_0)) / a^*(\theta_0) \) of \( a^* \) with respect to each input \( \theta_i \) are shown in Figure 4. A percentage change in the inputs (e.g., \( +1\% \)) is related to a percentage change in the model response. One can observe both the direction and magnitude of the relative change in the model response due to small relative changes in the individual inputs. For example, we see that an increase in \( a \) leads to an increase in \( a^* \), whereas an increase of \( \eta \) causes a decrease in \( a^* \). If the stress parameter \( \Delta \sigma \) is increasing by \( 5\% \) then the level of expected ground motion \( a^* \) at 100 Hz and 475 yr return period is increasing by \( \approx 4\% \). We clearly see which inputs are correlated and which are anticorrelated with the model response, regardless of oscillator frequency \( f_{osc} \) or return period \( T_0 \). The group of correlated inputs includes \( \alpha, m_{max}, \Delta \sigma, q_0, \alpha_q, \), and \( \eta \). The group of anticorrelated inputs includes \( \beta, m_{min}, \eta, \kappa_0, V_{S30}, h \). We note that even though in certain frequency return period cases some input variables (e.g., see \( \kappa_0 \)) may show practically zero correlation, they never change their correlation sign.

The absolute magnitude of the relative sensitivities in Figure 4 allows us to identify the inputs with the highest local effect on the model response. Inputs are varied by the same small relative change from the base case. Independently of \( f_{osc} \) and \( T_0 \), we find that there are three important inputs, namely the seismicity parameters \( \beta, \alpha \) and ground-motion prediction parameter \( \eta \). Among these three, \( \beta \) has the largest effect. For a low \( f_{osc} \), the effect of \( \alpha \) is stronger than that of \( \eta \), whereas the effect of \( \eta \) is slightly larger than that of \( \alpha \) for larger \( f_{osc} \) and \( T_0 \). In general, it seems that the effect of the seismicity parameters is more pronounced for low \( f_{osc} \). There is a fourth input that has a substantial influence on the model response. For large \( f_{osc} \), it is ground-motion prediction parameter \( s_g \), whereas for low \( f_{osc} \) (0.5 Hz) it is seismicity parameter \( m_{max} \). The input \( m_{max} \) has significant influence at low \( f_{osc} \) and its effect on the model response increases in general, with larger return periods \( T_0 \). The input \( \Delta \sigma \) always has a moderate effect on the model response, regardless of \( f_{osc} \) or \( T_0 \). The influence of \( \kappa_0 \) increases strongly with larger \( f_{osc} \). For large \( f_{osc} \) and all \( T_0 \), the effect of \( \kappa_0 \) is moderate and the absolute magnitude of its relative sensitivities is comparable with those of \( \Delta \sigma \) and larger than those of \( h \) and \( V_{S30} \). Inputs with negligible effect on the model response are \( q_0, \alpha_q \) and for low \( f_{osc} \) also \( \kappa_0 \). The input \( m_{min} \) has a negligible influence in general, except for low return periods \( T_0 \) and large \( f_{osc} \). In this case, one can observe a minimal to moderate effect of \( m_{min} \) on the model output.

Analysis of local perturbations may be valuable under certain circumstances; however, often one is interested in effect the uncertainty of an input has on the model response across the entire input domain. To address this issue, we perform a GSA considering the individual uncertainties in the inputs.

Global Sensitivities: Graphical Techniques, Scatter Plots

Scatter plots (Fig. 5) of model evaluations at several sample points (quasi-MC samples) can serve as a first simple
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Figure 3. Distributions of ground-motion levels $A^*$ (model output) for nine cases with different return periods ($T_0 = 1/\nu_0 = 475$, 2475, and 10,000 yrs) and different natural frequencies of a single-degree-of-freedom oscillator ($f_{osc} = 0.5$, 10, and 100 Hz). Normalized histograms (gray bars) of $N = 2^{12}$ simulations are shown for each case using quasi-Monte Carlo sampling; fitted density functions (lognormal distributions) via maximum-likelihood estimation are shown by black dashed lines; approximated density functions via delta method are shown by solid lines. The color version of this figure is available only in the electronic edition.

graphical tool for GSA to assess the importance of each of the $k$ uncertain inputs $\Theta_1, \Theta_2, \ldots, \Theta_k$ on the model response $A^*$. The input points are sampled from the distribution of the inputs. An example of such scatter plots for the case ($T_0 = 475$ yrs, $f_{osc} = 100$ Hz) is depicted in Figure 5. The model output $A^*$ (same vertical scale for all plots) is plotted against each of the 12 uncertain inputs $\Theta_i$. The existence of some shape or pattern in the cloud of points indicates that the factor is important, whereas noninfluential inputs show a rather uniform cloud of points. To quantify the concept of shape in terms of a measure for the importance of an input, we roughly estimate the variation of the conditional expectation $E[A^*|\Theta_i]$ (equation 6) in a rather simple way. We are taking averages of the model output $A^*$ within bins of 50 points in each scatter plot, approximating $E[A^*|\Theta_i]$ in each bin, depicted by a solid line in Figure 5. If $E[A^*|\Theta_i]$ varies strongly for an input among the bins, then this input is supposed to be an influential or important input, whereas a constant $E[A^*|\Theta_i]$ indicates that the input is noninfluential and could be fixed. The variation of $E[A^*|\Theta_i]$ for each input is illustrated by box plots in Figure 6 (left). The variance of $E[A^*|\Theta_i]$ is directly related to the main effect $S_i$ of an input $\Theta_i$ (see equation 7), which we also estimated as $\hat{S}_i$ using the previously obtained rough approximations of $E[A^*|\Theta_i]$. Results are shown in Figure 6.

In Figure 5, one can recognize a pattern in the scatter plots for the uncertain ground-motion parameters $\Delta \sigma$ and $\kappa_0$. Indeed, low values of $\Delta \sigma$ have a large effect as they significantly limit the variation in the model response $A^*$ (Fig. 5). A similar trend can be identified for large values of $\kappa_0$; that is, bounding the variation of $A^*$ substantially. In contrast to that, the scatter plots of the uncertain inputs $m_{\min}$ and $m_{\max}$ show a rather uniform cloud and the approximation of $E[A^*|\Theta_i]$ is nearly constant over the input domain (solid line in Fig. 5).
Therefore, these inputs can be identified as noninfluential. Summaries of the variation of $E$ and the approximated main effects $b_i$ indicate that the main influencing uncertain input factor is $\Delta \sigma$ (see Fig. 6). In addition, $\kappa_0$ has a substantial effect on the variation of the model response, and $\eta$ can be identified as the third main important input (Fig. 6, right). The uncertain inputs $m_{\min}, m_{\max}, q_0$, and $\alpha_q$ have a negligible influence on the model response and could be fixed at their expectations. However, analyzing scatter plots in the case of many inputs, several return periods and intensity measures can become impractical or cumbersome. To that purpose, in the following section we present a more practical and computationally efficient approach.

Global Sensitivities: Upper Bounds for the Total Effect of Each Input

In this section, we present the suggested efficient derivative-based GSA method for PSHA to obtain global upper bounds $U_j$ for the total effect $S_{T,j}$ of each uncertain input $\Theta_i$ (with $i = 1, 2, \ldots, k$) on the distribution of model response $A^*$, as given in equation (14). The suggested method is sampling based and requires the evaluation of the model output as well as the evaluation of its gradient with respect to the inputs at each sample point. For this purpose, we apply AD. In practice, the suggested derivative-based GSA approach consists of the following five steps: (1) differentiating the computer code of the entire PSHA model including the computer code for $g(m, r, \theta, f_{osc})$ and using reverse mode AD to obtain its ADM, (2) assigning a density function to each input to represent its uncertainty, (3) creating quasi-MC samples from an LDS and using inverse-sampling theorem to obtain input samples accordingly to the assigned densities, (4) solving equation (30) and subsequently evaluating the ADM at the obtained solutions and giving the gradient at all sample points, and (5) finally computing the upper bounds $U_j$ for $S_{T,j}$ to identify noninfluential and important uncertain inputs.

**Figure 4.** Local relative sensitivities with direction of the effects are shown for nine cases with different return periods ($T_0 = 1/\nu_0 = 475, 2475, \text{and } 10,000$ yrs) and different natural frequencies of a single-degree-of-freedom oscillator ($f_{osc} = 0.5, 10, \text{and } 100$ Hz). The same positive proportional change of an input parameter ($+1\%$) is related to the corresponding proportional change of the model output $a^*$ in percent. The color version of this figure is available only in the electronic edition.
Results (upper bounds $U_i$) are presented for nine different cases of $T_0$ and $f_{osc}$ as dark shaded bars for each input in Figure 7. To corroborate the obtained global upper bounds $U_i$, we also compute the corresponding total effects $S_T$, light shaded bars for each input in Figure 7. The dashed vertical line depicts the value $1/k$ in Figure 7. Uncertain inputs with upper bounds $U_i$ significantly lower than $1/k$ can be considered as noninfluential. Results obtained by the suggested method and the reference method ($S_T$) show a very similar picture of the effects that the individual inputs have on the

Figure 5. Scatter plots of the model output $A^*$ versus inputs (dots) for the case $T_0 = 475$ yrs, $f_{osc} = 100$ Hz, number of quasi-Monte Carlo samples $N = 4096$. The approximated conditional expectation $E[A^*|\Theta_i]$ is depicted as solid line in each subplot. The color version of this figure is available only in the electronic edition.

Figure 6. Estimates of global sensitivities based on a simple smoothing technique. (Left) Variation of approximated $E[A^*|\Theta_i]$ and (right) approximated main effect $S_i$. The color version of this figure is available only in the electronic edition.
uncertainty of the model response. However, we emphasize that computing the derivative-based GSA measures $U_i$ is much cheaper for two reasons. First, the number of sample points $N_{U_i}$ required to reliably estimate $U_i$ is much smaller than the number of sample points $N_{S_{T_i}}$ needed to estimate $S_{T_i}$, as illustrated for our case in Figure 8. Mean estimates for $U_i$ and $S_{T_i}$ based on different numbers of samples $N$ are shown for all uncertain inputs for the case $f_{osc} = 100$ Hz and $T_0 = 475$ yrs. Estimates for $U_i$ converge faster, and therefore the evaluation of $U_i$ requires only about $N_{U_i} \geq 64$ sample points, whereas in case of the total effect $S_{T_i}$ one needs approximately $N_{S_{T_i}} \geq 1024$. Second, the final computation of the total effect $S_{T_i}$ related to each uncertain input requires $N_{S_{T_i}}(k + 2) (= 14,336)$ model evaluations, whereas for the estimation of $U_i$ this is only about $N_{U_i} (= 64)$. Considering the additional computational costs due to reverse mode AD, this introduces a modest multiplicative factor $c \leq 5.6$ for each model run. Hence, the calculation costs in terms of the number of model evaluations are approximately of $\approx 360$ for $U_i$, which results in a gain factor of $\geq 40$. The upper bounds $U_i$ are quite similar to the corresponding $S_{T_i}$ (see Fig. 7 and Table 4). In addition, main effects $S_i$ show a similar overall picture regarding an importance ranking of the individual uncertain inputs as can be seen from Table 4 and from results of Figure 6. Therefore, an importance ranking of the effects of the different uncertain inputs based on

Figure 7. Global upper bounds $U_i$ for the total effect of each uncertain input on the distributed model response $A^*$ are shown and compared with the total global sensitivity indexes $S_{T_i}$ for different oscillator frequencies and return periods. For each input two bars are shown, first bar (light shading) depicts $S_{T_i}$ and second bar (dark shading) shows $U_i$. Sample size is $N_{U_i} = 64$ to compute $U_i$, whereas the sample size for the computation of $S_{T_i}$ is $N_{S_{T_i}} = 1024$. Error bars represent the standard deviation of the estimates based on 64 (4) runs in the case of $U_i$ ($S_{T_i}$). The color version of this figure is available only in the electronic edition.
the upper bounds $U_i$ is possible in the case of PSHA. Non-influential inputs as well as important inputs considering their uncertainties can be easily identified for the different cases of interest within the PSHA as demonstrated in Figure 7. For noninfluential uncertain input parameters, it is useless to take into account variability because it has no impact on the uncertainty of the final results. For example, in this PSHA study, the following inputs can be identified as non-influential: $m_{\min}$, $q_0$, and $\alpha_q$ regardless of oscillator frequency or return period, and also $\kappa_0$ is noninfluential for low $f_{\text{osc}}$. Main influencing factors for low $f_{\text{osc}}$ are $\Delta \sigma$, $\beta$, $\eta$, and $\alpha$ with decreasing influence of $\beta$ and $\alpha$ with increasing return periods. For large $f_{\text{osc}}$ (10 or 100 Hz), the most important inputs are $\Delta \sigma$ and $\kappa_0$. Additionally, the following factors have a significant impact on the uncertainty of the model response: $h$, $s_{g}$, and $\eta$. The low impact of the parameters $q_0$ and $\alpha_q$ (defining the quality factor) is probably related to the fact that in the PSHA study only small distances (<35 km) occur, which is a result of the geometrical setting of the area source. The strong influence of $\Delta \sigma$ and $\kappa_0$ can be attributed to their large uncertainty and their strong influence on the spectral bandwidth, which is particularly influential in the response spectral values for high oscillator frequencies (Bora et al., 2016).

At first sight, the results of GSA (Fig. 7) seem to be inconsistent with those obtained in Figure 4 (local relative sensitivities). However, a large local relative sensitivity of an input parameter does not necessarily lead to a large global sensitivity, because the uncertainty range of this input can be relatively small compared with other inputs. One can consider these two types of SA outcomes to complement each other. To estimate local relative sensitivities (Fig. 4), the same small proportional change (same relative error) for all the inputs is assumed. In contrast to that, in the example the

Figure 8. Sample size required to estimate $U_i$ (solid lines) and $S_{\gamma_i}$ (dashed lines). The color version of this figure is available only in the electronic edition.
uncertainty range of seismicity parameters and also of the input parameter $\eta$ is relatively small compared with the other inputs, especially $\Delta \sigma$ and $\kappa_0$, which have a relative large uncertainty range. If this is considered, the SA outcomes shown in Figures 4 and 7 do not disagree. However, results of local and global SA agree only for a few limited model types such as linear or nearly linear. Disagreement between the results typically reveals a nonlinear-nonmonotonic behavior of the model for one or more inputs.

If we take the log transformations of the model output $A^*$ and correspondingly if we consider $\ln A^*$ as the model response in the analysis, we observe that the upper bounds $U_i$ of the sensitivities with respect to each uncertain input almost coincide with their total effects $S_{Ti}$ as depicted in Table 5. In addition, upper bounds $U_i$ also nearly coincide with the main effects $S_i$ of the model inputs. The sum of all $U_i$, $S_{Ti}$, and $S_i$, respectively, are close to one. This indicates that the seismic-hazard model with $\ln A^*$ as the output becomes quasi-additive and possibly even linear in its inputs. Note that inputs are assumed independent. The overall picture related to the identification of noninfluential and important inputs in terms of their influence on the uncertainty of the model response has not changed in the considered cases and so the above statements about the influence of the different uncertain inputs remain valid. From a practical point of view, however, the apparent approximately nearly linear behavior of the model with output $\ln A^*$ opens up the possibility to apply the delta method as described in the next section.

Global Sensitivities: Delta Method

For completeness, because we realized through GSA that the $\ln A^*$ model is basically additive and nearly linear, we now include the classical delta method approximation for this model and its derived sensitivities $S_{Ti}$ as in equation (23). In the case of a nearly linear model with an approximately Gaussian output and unimodal symmetric inputs, the delta method (first-order uncertainty propagation) is a very efficient way of performing GSA and uncertainty analysis of the distributed model response using accurately computed derivatives. Main effects $S_i$ of the uncertain inputs computed via quasi-MC simulations (Sobol’ method) with $N_s = 1024$ are compared with those $S_{Ti}$ obtained via the delta method, and they are presented in Figure 9. The estimated $S_{Ti}$ approximated by the delta method agree well with the estimates for the main effects $S_i$ using quasi-MC simulations in all cases. In addition, the distribution of the model response ($\ln A^*$) can be roughly approximated simultaneously, and includes possible estimations of quantiles. Results of the approximated model output distribution induced by the uncertainty of the inputs are illustrated for the nine considered cases of $f_{osc}$ and $T_0$ in Figure 3. The estimated density function using the delta method (solid line) is compared with quasi-MC simulations of $N = 4096$ sample points for all in the SA considered cases. The normalized histograms of the simulations as well as the density functions (fitted, dashed line; delta method, solid line) agree well across all cases. The results (GSA estimates and uncertainty estimates) are interesting from the practical point of view of computational costs. The delta method requires only one single evaluation of the differentiated model (ADM), and therefore $N = 1$, which leads to an overall computational cost (accounting for the additional costs of the ADM) of approximately six times that of the original model.

Finally, we consider the entire UHS of the PSHA, which refers to the distributed model response $\ln A^*$ for a whole spectrum of $f_{osc}$ given one selected fixed return period $T_0$. We compute the global sensitivities $\tilde S_i^T$ of the UHS with respect to each uncertain input using the delta method (Fig. 10, top). These results suggest that the uncertainty in the UHS

<table>
<thead>
<tr>
<th>Input</th>
<th>$U_i$, number of sample points to estimate $U_i$; $N_s$, number of sample points to estimate $S_i$ and $S_{Ti}$; $U_{total}$, upper bound for the total effect; $S_{total}$, total effect; $S_{i}$, main effect.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.047</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.079</td>
</tr>
<tr>
<td>$m_{min}$</td>
<td>0.001</td>
</tr>
<tr>
<td>$m_{max}$</td>
<td>0.001</td>
</tr>
<tr>
<td>$\Delta \sigma$</td>
<td>0.715</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.108</td>
</tr>
<tr>
<td>$q_0$</td>
<td>0.011</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.007</td>
</tr>
<tr>
<td>$h_{o}$</td>
<td>0.271</td>
</tr>
<tr>
<td>$V_{\text{XYZ}}$</td>
<td>0.036</td>
</tr>
<tr>
<td>$s$</td>
<td>0.052</td>
</tr>
<tr>
<td>$h$</td>
<td>0.098</td>
</tr>
<tr>
<td>Sum</td>
<td>1.427</td>
</tr>
</tbody>
</table>

| $N_s$, number of sample points to estimate $U_i$; $N_s$, number of sample points to estimate $S_i$ and $S_{Ti}$; $U_{total}$, upper bound for the total effect; $S_{total}$, total effect; $S_{i}$, main effect. |
|-------|-------------------------------------------------|
| $\alpha$ | 0.035 | 0.034 | 0.033 |
| $\beta$ | 0.058 | 0.056 | 0.055 |
| $m_{min}$ | 0.001 | 0.001 | 0.001 |
| $m_{max}$ | 0.001 | 0.001 | 0.001 |
| $\Delta \sigma$ | 0.537 | 0.528 | 0.527 |
| $\eta$ | 0.084 | 0.082 | 0.081 |
| $q_0$ | 0.008 | 0.007 | 0.006 |
| $\alpha$ | 0.004 | 0.003 | 0.002 |
| $h_{o}$ | 0.193 | 0.186 | 0.183 |
| $V_{\text{XYZ}}$ | 0.023 | 0.018 | 0.018 |
| $s$ | 0.037 | 0.028 | 0.027 |
| $h$ | 0.066 | 0.059 | 0.058 |
| Sum | 1.046 | 1.003 | 0.993 |
(T₀ = 475 yrs) is mainly due to the epistemic uncertainty in the stress parameter Δσ (∼37%–63%) and for large fosc (> 5 Hz) to epistemic uncertainty related to κ₀ (∼10%–42%). Other important factors introducing uncertainty in the UHS are β (∼13%–25%), η (∼13%–15%), and α (∼7%–12%) for fosc < 1 Hz, see Figure 10 (top). The portion of the uncertainty in the UHS due to the uncertain input is given in brackets. Noninfluential inputs are m_{min}, m_{max}, q₀, a, κ₀, V₃₀, and are not shown in the figure. In addition to the GSA estimates, we use quasi-MC simulations to compute different quantiles of the UHS and we compare these with estimates of the quantiles simply obtained by the delta method. The computational cost for quasi-MC simulations is N = 4096 for each considered fosc whereas for the delta method this is N = 1. Results for a return period of T₀ = 475 yrs and oscillator frequencies fosc from 0.5 to 100 Hz are depicted in Figure 10 (bottom). The quantiles of the UHS estimated via the delta method agree approximately with those derived from quasi-MC simulations (see Fig. 10, bottom). For low fosc up to 5 Hz and for large fosc > 60 Hz, estimates of the delta method and those of the quasi-MC simulations nearly coincide, whereas for the frequency band 5 Hz ≤ fosc ≤ 60 Hz the delta method mostly overpredicts the quantiles and the mean by an amount up to 15%.

Conclusions

SA plays a key role in PSHA for the model building, as well as for the evaluation and communication of the obtained

Figure 9. Comparison of main effects Sᵢ (first, light bar for each input) with the estimated delta method global sensitivity analysis (GSA) measure Sᵢ^Δ (second, dark bar for each input) for the model response lnA*. Error bars represent the standard deviation of the Sᵢ estimates based on four runs. The color version of this figure is available only in the electronic edition.
return period method GSA measure) of the uniform hazard spectrum (UHS of the analyzed PSHA. In contrast to that, the suggested upper bounding of global sensitivities is a more robust method without having these strong restrictions.

An example was given to illustrate the benefits that the derivative-based GSA methods have in the context of PSHA. Assuming uncertain inputs, the computed hazard results are mainly influenced by the uncertainty in the stress parameter $\Delta \sigma$ for all cases, and to a significant extent by the uncertainty in $\kappa_0$ for large oscillator frequencies. This is due to the large uncertainties related to these inputs. Seismicity parameter $\beta$ (decay rate), $\alpha$ (activity level), and geometrical spreading $\eta$ have a substantial influence on the hazard results for low oscillator frequencies. The presented approach is flexible and can be easily adjusted for different settings. Its computational gain increases even with larger complexity of the PSHA. An implementation of the proposed methods for complex PSHA studies yields not only the classical hazard results but additionally the highly informative sensitivity estimates alongside. This is of great value for many applications within the field of seismic-hazard analysis and earthquake engineering.

## Data and Resources

A comprehensive overview of algorithmic differentiation (AD) tools, AD applications, and the underlying AD methodology is provided at [http://www.autodiff.org](http://www.autodiff.org) (last accessed May 2016). AD of the computer source code of this study has been done by using AD tool Tapenade [http://www-sop.inria.fr/tropics/](http://www-sop.inria.fr/tropics/) (last accessed May 2016). The FORTRAN source code of the Stochastic-Method SIMulation provided by David Boore ([http://www.daveboore.com/software_online.html](http://www.daveboore.com/software_online.html), last accessed May 2016) has been modified and used for ground-motion simulation.
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