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Abstract Satellite observations of the magnetic field induced by the general ocean circulation could provide new constraints on global oceanic water and heat transports. This opportunity is investigated in a model-based twin experiment by assimilating synthetic satellite observations of the ocean-induced magnetic field into a global ocean model. The general circulation of the world ocean is simulated over the period of 1 month. Idealized daily observations are generated from this simulation by calculating the ocean-induced magnetic field at 450 km altitude and disturbing these global fields with error estimates. Utilizing an ensemble Kalman filter, the observations are assimilated into the same ocean model with a different initial state and different atmospheric forcing. Compared to a reference simulation without data assimilation, the corrected ocean-induced magnetic field is improved throughout the whole simulation period and over large regions. The global RMS differences of the ocean-induced magnetic field are reduced by up to 17%. Local improvements show values up to 54%. RMS differences of the depth-integrated zonal and meridional ocean velocities are improved by up to 7% globally, and up to 50% locally. False corrections of the ocean model state are identified in the South Pacific Ocean and are linked to a deficient estimation of the ocean model error covariance matrices. Most Kalman filter induced changes in the ocean velocities extend from the sea surface down to the deep ocean. Allowing the Kalman filter to correct the wind stress forcing of the ocean model is essential for a successful assimilation.

Plain Language Summary Numerical simulations of the general ocean circulation resemble reality only up to a limited degree. Therefore, numerical models are often combined with actual observations to improve the reliability of computational results. In this study, we investigate the usage of a novel set of observations, namely satellite measurements of ocean-induced magnetic signals. Seawater is a highly conductive medium. By moving through the magnetic core field of the Earth, ocean flow generates characteristic magnetic signals, which are emitted outside of the ocean into space. Satellite observations of these ocean-induced magnetic signals could be used as a measure of oceanic transports of water, heat, and salinity. In this study, we investigate the benefits and challenges of using satellite observations of the ocean-induced magnetic field to correct a global ocean model. The results show that simulated large-scale ocean currents can be corrected with this technique, if high-quality satellite observations are provided and if the uncertainties of the ocean model can be estimated accurately.

1. Introduction

Electromagnetic induction in the ocean arises from interactions between the highly conducting salt water and the ambient geomagnetic field. Sanford [1971] showed that these motionally induced magnetic signals are to first order proportional to the conductivity-weighted and depth-integrated ocean velocities. Measurements (e.g., by satellites) of the induced magnetic signals could serve as additional observations of the general ocean circulation and provide a new opportunity to constrain oceanic water and heat transports in ocean models.

Based on the early pioneering work of Larsen [1968], Sanford [1971], Cox [1981], Chave [1983], and Chave and Luther [1990], several studies were conducted during the last two decades that aimed to characterize both tide and circulation-induced magnetic fields by using ocean models. Among others, electromagnetic...
induction due to the general ocean circulation was investigated by Stephenson and Bryan [1992], Flosadóttir et al. [1997], Tyler et al. [1997], Vivier et al. [2004], Manoj et al. [2006], and Irrgang et al. [2016a]. Since tidal-induced magnetic signals are now readily extracted from satellite measurements [Tyler et al., 2003; Sabaka et al., 2016], practical applications of these signals were investigated, e.g., probing the conductivity of the lithosphere [Schepf et al., 2015; Grayver et al., 2016] and detecting long-term changes in the sea water conductivity due to climate variability [Saynisch et al., 2016]. The influence of uncertainties and erroneous input data on the modeling of electromagnetic induction in the ocean was recently analyzed by Irrgang et al. [2016b].

In this study, we explore a new application of oceanic electromagnetic induction, i.e., the correction of an ocean general circulation model by assimilating satellite observations of the ocean-induced magnetic field. This is especially rewarding for ocean modeling, since potential magnetic field satellite observations provide integrated information about ocean flow from the sea surface down to the bottom of the ocean.

ESA’s Swarm mission measures the magnetic field of the Earth with unprecedented precision. The detection of signals from the general ocean circulation was defined in the Swarm research objectives [Friis-Christensen et al., 2006]. However, in contrast to the easier detectable tidal magnetic field [Sabaka et al., 2016], ocean circulation induced magnetic signals have not yet been extracted from satellite observations (a review was presented by Kuvshinov [2008]). Additionally, it is unknown, whether such satellite observations depict suitable constraints for ocean models, since small-scale features of the smoothed ocean-induced magnetic field are not visible at satellite altitude [Manoj et al., 2006].

A model-based twin experiment is conducted in this study to investigate the potential of assimilating ocean-induced magnetic field satellite observations into an ocean general circulation model. For this, it is assumed that a processed and idealized data product with motional induction satellite observations exists. The ocean model together with an electromagnetic induction model is utilized to generate a set of synthetic, i.e., artificial, and idealized observations in the form of global fields. The observations are disturbed with Gaussian white noise. The data assimilation is performed with an ensemble-based Kalman filter. The calculation of the ocean model error covariance matrices bases on the findings of Irrgang et al. [2016b], whereas the observation error covariance matrix is estimated from the observation noise level based on the nominal Swarm precision of 0.1 nT [Friis-Christensen et al., 2006; Olsen et al., 2006]. The impact of the assimilation on the model trajectories is quantified with respect to an unconstrained forward simulation. This experiment setup allows analyzing and quantifying the Kalman filter impact on the individual components of the ocean model state in a consistent way. Additionally, problems arising due to the data assimilation are identified and discussed.

This paper is structured as follows. In section 2, the numerical models are described. The twin experiment setup together with the utilized data assimilation scheme and the generation of the synthetic observations are illustrated. In section 3, the performance of the data assimilation and the impact on the model results are presented and discussed. In section 4, a summary and conclusions are given.

2. Methodology

2.1. Model Setup

2.1.1. Global Ocean Model

The general circulation of the world ocean is simulated with the Ocean Model for Circulation and Tides (OMCT) [Thomas et al., 2001]. OMCT is a baroclinic free-surface ocean model and bases on nonlinear balance equations for momentum, the continuity equation, and conservation equations for salt and heat. The hydrostatic and the Boussinesq approximations are applied. Artificial mass change caused by the Boussinesq approximation is corrected as proposed by Greatbatch [1994]. According to K-theory, a turbulence closure scheme is applied by specifying horizontal eddy diffusivity and vertical eddy viscosity constants, respectively. The longitudinal and latitudinal resolution is 1.875°. OMCT is a z-model and the vertical is resolved by 13 layers. A time step of 30 min is used. OMCT is forced with wind stress, surface pressure, heat flux, precipitation, and evaporation. The forcing data are derived from 6 hourly ERA-Interim reanalysis products provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) [Dee et al., 2011]. Ocean tides are not simulated with the used configuration of the model.

In recent studies, OMCT has been used for various purposes [e.g., Dobslaw and Thomas, 2007; Dobslaw et al., 2013; Saynisch et al., 2014; Irrgang et al., 2016a] and it realistically resolves the main features of the general
ocean circulation. Additionally, OMCT is suitable for simulating short timescales. The model has been operatively used to simulate submonthly ocean bottom pressure anomalies for dealing gravity observations from the GRACE (Gravity Recovery And Climate Experiment) satellites [Dobslaw et al., 2013]. The effect of small-scale features in the ocean circulation on the ocean-induced magnetic field [e.g., Lilley et al., 1993] is not reproduced by the current version of OMCT. However, since the aim of this study is the assimilation of synthetic magnetic field observations at satellite altitude, the resolution of the used models is sufficiently large. Any small-scale features that are present in the ocean-induced magnetic field near the sea surface are blurred with increasing height due to the smoothing effect by the upwardly continuation of the induced signal [Vennerstrøm et al., 2005; Manoj et al., 2006].

2.1.2. Electromagnetic Induction Model

The electromagnetic induction model is used to derive synthetic observations of the ocean-induced magnetic field at satellite altitude (see section 2.2.3). In the data assimilation scheme, it is applied as a global observation operator of the general ocean circulation (see section 2.2.2). The model calculates the radial component of the primary ocean-induced poloidal magnetic field, which is generated by the large-scale horizontal ocean circulation and emitted outside of the ocean. The primary toroidal ocean-induced magnetic field component [Chave, 1983] and secondary poloidal magnetic signals near continental borders [Szuts, 2010; Dostal et al., 2012] are not considered in this model.

Based on a 2-D induction equation as described by Tyler et al. [1997] and Vivier et al. [2004], the electromagnetic induction source is calculated in a thin-shell approximation of the ocean basin. This thin shell only contains conductivity-weighted and depth-integrated horizontal ocean velocities and induced electric currents. Vertical ocean flow is neglected in this approach. The thin shell is supplemented by an underlying layer of conductive ocean sediments, whereas the atmosphere and upper mantle are treated as insulators [Parkinson and Hutton, 1989; Vivier et al., 2004]. The layer of conductive ocean sediments is derived by applying a heuristic method described by Everett et al. [2003] to the sediment thickness maps of Laske and Masters [1997].

In the thin shell, Ampere’s law and Ohm’s law are simplified and induced horizontal electric currents can be expressed by an electric stream function \( \psi_e \) [Vivier et al., 2004], which is calculated from the scalar model equation

\[
\nabla \cdot (\Sigma^{-1} \nabla \psi_e) = \nabla \cdot \left( \Sigma^{-1} F_r \int h \sigma u_r dr \right).
\]

(1)

Here \( h \) is the variable thickness of the thin shell according to the bathymetry, \( \Sigma \) is the depth-integrated conductivity of the water column and underlying sediments, \( \sigma \) is the conductivity at a given point \((\phi, \vartheta, z)\), \( F_r \) is the radial part of the ambient geomagnetic field, and \( u_r \) is the horizontal ocean flow velocity. \( F_r \) is derived from the POMME-6 Magnetic Model of the Earth [Maus et al., 2010] and \( u_r \) is prognostically calculated with OMCT. The ocean-induced magnetic field \( b \) is expressed by the gradient of a potential field \( P \) as

\[
b = - \nabla P.
\]

(2)

Given the nondivergence of the ocean-induced magnetic field, \( \nabla \cdot b = 0 \), \( P \) can be derived from \( \psi_e \) through a boundary value problem, i.e.,

\[
\nabla^2 P(\phi, \vartheta, r) = 0,
\]

(3)

\[
P(\phi, \vartheta, \infty) = 0,
\]

(4)

\[
P(\phi, \vartheta, r + \zeta) = - \frac{1}{2} \mu_0 \psi_e(\phi, \vartheta),
\]

(5)

where \( a \) is the Earth’s radius and \( \zeta \) is the sea surface height. The solution for \( P \) is given by a spherical harmonics expansion according to

\[
P(\phi, \vartheta, r) = - \sum_{j=0}^{\infty} \sum_{m=-j}^{j} \frac{1}{2} \mu_0 \psi_m \left( \frac{a}{r} \right)^{j+1} Y_{jm}(\phi, \vartheta).
\]

(6)

Here \( \phi \) and \( \vartheta \) are longitudinal and colatitudinal coordinates on the sphere, \( \mu_0 \) is the permeability of free space, \( a \) is the Earth’s radius, \( r \) is the height above sea level, \( \psi_m \) and \( Y_{jm}(\phi, \vartheta) \) are the spherical harmonic coefficients and functions, respectively. The indices \( j \) and \( m \) are degree and order of the spherical 
harmonics. The global radial component $b_r$ of the ocean-induced magnetic field at satellite altitude is derived from the upwardly continuation of $P$ to satellite altitude by

$$b_r(\phi, \theta, r) = \frac{\partial}{\partial r} P(\phi, \theta, r).$$

(7)

$$= \sum_{j=0}^{j_{\text{max}}} \sum_{m=-j}^{j} \frac{\mu_{jm}}{r} \psi_{jm}(\theta) \left( (j+1)Y_{jm}(\phi, \theta) \right).$$

(8)

As described in Irrgang et al. [2016a], the maximum degree $j_{\text{max}}$ of the spherical harmonics expansion is limited to 47 in order to prevent aliasing artefacts during the grid transformations.

2.2. Data Assimilation

2.2.1. Kalman Filter

Data assimilation aims to combine a numerically calculated state forecast $x_f$ of a geophysical system with observational data $y$. Kalman filters [Kalman, 1960] form one class of data assimilation techniques that sequentially assimilate observations into a model at the time they become available. At a time $t$ where observations $y_t$ are present, an analyzed state $x_a$ is calculated by

$$x_a^t = x_f^t + K_t(y_t - H(x_f^t)).$$

(9)

$H$ is the observation operator that projects the estimated state $x_f$ into the observation space of $y_t$. Here $H$ is the electromagnetic induction model that calculates the ocean-induced magnetic field for the state $x_f$ at satellite altitude (see section 2.2.3). The matrix $K_t$ is the Kalman gain at time $t$ that depends on the error covariance matrices, i.e., uncertainty information, of the ocean model ($P$) and of the observations ($R$). Accordingly, a small (large) observation residual $y_t - H(x_f^t)$ results in a small (large) update of the model state $x_f^t$, which is weighted by the combined uncertainty information. Subsequently, the analyzed state $x_a$ is propagated through time with the numerical model until the next observation is available (forecast phase).

In oceanography, data assimilation typically is a high-dimensional problem that involves state forecasts from nonlinear models with several thousand entries and cost-expensive inversions of the respective error covariance matrices. Therefore, ensemble Kalman filters [Evensen, 1994, 2003] and their error subspace variants (a description and comparison are presented in Nerger et al. [2005a]) are commonly used for efficiently assimilating observations with nonlinear and high-dimensional numerical models [e.g., Pham et al., 1998a; Pham, 2001; Saynisch and Thomas, 2012; Saynisch et al., 2014].

In this study, we use the localized error subspace transform Kalman filter (LESTKF) [Nerger et al., 2012a] from the parallel data assimilation framework (PDAF) [Nerger et al., 2005b]. The LESTKF is an error subspace ensemble Kalman filter and was constructed as a variant of the singular evaporative interpolated Kalman filter (SEIK) [Pham et al., 1998b] that performs minimum ensemble member transformations in the assimilation step. The exact formalism of equation (9) in the LESTKF is given by Nerger et al. [2012a].

The state forecast $x_f$ contains six components that can be adjusted by the Kalman filter: 3-D fields of zonal ($u$) and meridional ($v$) ocean velocities, ocean temperature ($T$), ocean salinity ($S$); and 2-D fields of zonal ($\tau_u$) and meridional ($\tau_v$) wind stress forcing. During the forecast phase, the variables $u$, $v$, $S$, and $T$ are prognostically calculated with the OMCT, whereas $\tau_u$ and $\tau_v$ are read in from input data (see also section 2.1.1). Since Irrgang et al. [2016b] showed that errors in the wind stress forcing have a major impact on the ocean-induced magnetic field, the forcing fields $\tau_u$ and $\tau_v$ are also allowed to be adjusted in the assimilation step.

The initial state $x_f^0$ and the uncertainty $P_0$ for the simulated month January are sampled by a 32-member ensemble, which is created by second-order exact sampling [Pham, 2001]. Larger ensemble sizes did not change the results of this study. The ensemble is generated such that the cross-ensemble variance represents the initial uncertainty provided by the error covariances in $P_0$. The ensemble members differ from each other by the initial OMCT state and by the wind stress of the atmospheric forcing. A detailed description of the ensemble generation and the calculation of the initial error covariance matrix $P_0$ is presented by Irrgang et al. [2016b] and is adopted for this study (see section 2.2.2). The observation error covariance matrix is chosen to be a time-invariant diagonal matrix, i.e., $R_t = R$. The variances on the diagonal of $R$ are derived from the estimated error in the synthetic satellite observations (see section 2.2.3). All ensemble...
members are propagated through time independently with the nonlinear ocean model until a new observation is available. After this forecast phase, the assimilation step (equation (9)) is performed on the cross-ensemble mean $\bar{x}_f^t$.

Localized Kalman filters as LESTKF are based on the assumption that only observations in close proximity to the currently analyzed grid point, or region, have an influence on the assimilation update [e.g., Evensen, 2003]. Therefore, both the mean state forecast $\bar{x}_f^t$ and the observation vector $y_t$ are decomposed into local components before the assimilation step. The localization used in this version of LESTKF subdivides the ocean basin into disjoint vertical columns ($1 \times 1 \times$ number of vertical grid points). The number of vertical columns is equal to the number of sea surface grid points. Each local state consists of one vertical ocean column and the corresponding values of the wind stresses $\tau_x$ and $\tau_y$. The local state vectors are updated independently in the assimilation step according to equation (9). Although the ocean-induced magnetic field at satellite altitude is in principle nonlocal (due to the upwardly continuation, see section 2.1.2), the large-scale spatial distribution remains very similar to the magnetic field signals at the sea surface. On this basis, a quasi-local correspondence between the observed ocean-induced magnetic signal at a given location and the oceanic transport underneath is assumed. The observation $y_t$ is localized for each local state by restricting the global observation field (see section 2.2.3) to a circular subset with a radius of eight grid points and its center located at the sea surface grid point of the local state. From a range of tested radii, the chosen radius of eight grid points provides the highest Kalman filter improvements. Consequently, the localized observations of two neighboring local states largely overlap. This ensures a smooth transition between the analyzed local states and the global analyzed state. After all local states have been updated by the Kalman filter, the global analyzed mean state $\bar{x}_a^t$ is reassembled from the local analyzed state vectors and the ensemble is updated. Subsequently, the next forecast phase starts. A detailed formulation of the localization scheme is presented by Nerger et al. [2012b].

### 2.2.2. Twin Experiment Setup

A model-based twin experiment is performed to investigate the performance of the data assimilation. The experiment setup is shown in Figure 1 and consists of three OMCT state trajectories with a length of 1 month. Snapshots, i.e., instantaneous values, of the ocean-induced magnetic field, ocean velocities, temperature, and salinity are stored once per day for all simulations.

The first simulation is called MAGTRUTH and simulates January 2001. MAGTRUTH represents the true state of the general ocean circulation in January. The synthetic satellite measurements of the ocean-induced magnetic field are generated from MAGTRUTH once per day (details follow in section 2.2.3). These observations are the only information, which are derived and utilized from the known true state of the general ocean circulation.

![Figure 1](image)

**Figure 1.** Sketch of the data assimilation twin experiment. The blue curves represent OMCT state trajectories. The synthetic observations are generated from MAGTRUTH and assimilated into MAGASSIM. MAGREF is a reference simulation without data assimilation. To evaluate the performance of the Kalman filter, the differences MAGASSIM minus MAGTRUTH and MAGREF minus MAGTRUTH are compared.
MAGREF represents a known unconstrained state of the general ocean circulation in January and serves as a reference simulation without data assimilation. The deviations in MAGREF from MAGTRUTH are generated by simulating the same time period of a different year, i.e., January 2005. Consequently, the deviations between MAGTRUTH and MAGREF result from different initial OMCT states and by the different responses of OMCT to the atmospheric forcing of the respective time periods (2001 versus 2005). The differences in the OMCT states between MAGREF and MAGTRUTH (MAGREF-MAGTRUTH) represent the error made by the ocean model to replicate the true prior state of the ocean.

To visualize the different ocean model states of MAGTRUTH and MAGREF, vector plots of both conductivity-weighted and depth-integrated ocean velocities and surface velocities are shown in Figure 2. The depicted monthly mean flows show distinct variations between the large-scale currents of both simulations. These are visible in all major depth-integrated ocean velocities, e.g., in western boundary currents, and in the Antarctic Circumpolar Current, but also in equatorial surface currents.

MAGASSIM is the simulation with data assimilation and aims to recover the true ocean state and ocean-induced magnetic field of MAGTRUTH. MAGASSIM has the same initial OMCT state and forcing as MAGREF. Starting from day 7, the synthetic satellite observations from MAGTRUTH are assimilated into MAGASSIM once per day. The differences in the OMCT states between MAGASSIM and MAGTRUTH (MAGASSIM-MAGTRUTH) represent the error between the corrected ocean model and the true prior state of the ocean (see also Figure 2).

As in a real-world data assimilation experiment with actual satellite observations of the ocean-induced magnetic field, it is assumed that the initial error covariance matrix $P_0$ of the ocean model in MAGASSIM is unknown and has to be estimated. For this, we utilize the common approach to estimate $P_0$ through the respective temporal variations of forward simulations during the considered time period [e.g., Evensen, 1994]. Irrgang et al. [2016b] calculated monthly error covariance matrices for each month of the year 2005.

![Figure 2](image-url). Ocean velocity vector plots of MAGTRUTH and of MAGREF at selected grid points. The left column shows conductivity-weighted and depth-integrated ocean velocities, the right column shows surface velocities of MAGTRUTH and MAGREF, respectively. Arrow lengths are mean values over the 1 month simulation time period.
Accordingly, for this data assimilation experiment the previously calculated error covariance matrix for the month January of 2005 is applied, which includes uncertainty estimates for the ocean model state \((u, v, S, T)\), and for the atmospheric wind stress forcing \((\tau_x, \tau_y)\). Consequently, this a priori estimation of \(P_0\) is independent from the differences between the false and true ocean model states (MAGREF-MAGTRUTH), and solely the synthetic satellite observations from MAGTRUTH (see section 2.2.3) are utilized to provide information about the known true ocean state.

Due to the twin experiment setup, the deviations between MAGASSIM-MAGTRUTH and MAGREF-MAGTRUTH are a measure of the performance of the data assimilation. A decrease in MAGASSIM-MAGTRUTH compared to MAGREF-MAGTRUTH means a success of the data assimilation, i.e., the corrected ocean model recovers the known truth better than the reference, and vice versa. The choice of the years 2001 and 2005, i.e., the choice of true and false realizations of the general ocean circulation, is arbitrary and can also be made differently [e.g., Saynisch et al., 2015].

### 2.2.3. Synthetic Satellite Observations

The Swarm satellite trio measures the Earth’s magnetic field with unprecedented precision and the detection of the general ocean circulation by its small induced magnetic signals was defined as one of the Swarm research objectives [Friis-Christensen et al., 2006]. Since Tyler et al. [2003] demonstrated the possibility to identify tidal (M2) magnetic signals in CHAMP satellite observations, several subsequent studies were performed to further characterize and utilize tide and circulation-induced magnetic signals [e.g., Maus and Kuvshinov, 2004; Manoj et al., 2006; Schnepf et al., 2015; Grayver et al., 2016; Irgang et al., 2016a,b]. Recently, Sabaka et al. [2016] extracted the M2 and N2 ocean tide from 20.5 months of Swarm data. However, it remains a challenge to extract general circulation induced magnetic signals from satellite observations [see also Kuvshinov, 2008] and has so far not been achieved.

In this study, we assume that a data product with extracted and processed satellite observations of the general circulation induced magnetic field exists. The numerical models described in sections 2.1.1 and 2.1.2 are used to generate daily global fields that contain synthetic, i.e., artificial, and idealized satellite observations of ocean-induced magnetic signals (see Figure 3). The observations are calculated at a satellite altitude of 450 km above sea level. To overcome the lack of the temporal deviation in the EM-induction model (see section 2.1.2) and to smoothen the transition between two consecutive observations, each daily observation is a weekly average of its preceding seven days (see also the orange bins in Figure 1). Accordingly, the first observation at day 7 is generated from weekly averaged values over the days 1–7, the second observation at day 8 is generated from weekly averaged values over the days 2–8, and so on. From a range of tested setups of the observation operator, the usage of weekly averaged fields provided the best performance of the data assimilation (not shown). The uncertainty of the synthetic observations is modeled by adding uncorrelated Gaussian white noise with a standard deviation of 0.1 nT to each of the weekly averaged global fields. This matches with the nominal Swarm precision of 0.1 nT [Friis-Christensen et al., 2006;
The respective variance values of the Gaussian white noise are utilized as diagonal elements of the observation error covariance matrix $R$. As already stated in section 2.2.1, spatial error covariances, i.e., nondiagonal elements, in $R$ are not considered in this study. As there is still only very limited knowledge about actual satellite observations of the ocean-induced magnetic field and its observational uncertainty, estimating the respective values in $R$ would be speculative and does not provide additional conclusions in this twin experiment.

Due to several simplifications, the synthetic observations generated with this approach will naturally differ from actual satellite observations. The thin-sheet electromagnetic induction model assumes an insulating atmosphere and mantle (see section 2.1.2). Additionally, a high spatial and temporal resolution is assumed by generating daily and global observation fields with uniform errors. In our data assimilation twin experiment (section 2.2.2), the described synthetic observations are derived from MAGTRUTH and assimilated into MAGASSIM. Since MAGTRUTH is governed by the same ocean model and electromagnetic induction model and its simplifications, the realization of the real world is also restricted by these simplifications. Consequently, the twin experiment together with the synthetic observations builds a consistent data assimilation test environment. The influence of more complex properties of observations (e.g., nonuniform temporal resolution, spatial gaps, nonuniform uncertainty, etc.) can also be investigated in a twin experiment approach but are not part of this first assimilation study. Instead, we investigate the principle possibility of recovering a known ocean state by assimilating observations of the ocean-induced magnetic field into an ocean general circulation model.

3. Results and Discussion

3.1. Assimilation Impact on the Ocean-Induced Magnetic Field

A first measure of the assimilation performance is the global impact of the Kalman filter on the assimilated variable, i.e., the ocean-induced magnetic field. Since the synthetic satellite observations are generated from weekly averaged fields (see section 2.2.3 and Figure 1), we consistently measure the impact on the ocean model by calculating temporal RMS differences over the same weekly average bins for each assimilation step. The global RMS differences of the ocean-induced magnetic field of MAGREF-MAGTRUTH and MAGASSIM-MAGTRUTH over the 1 month simulation period are depicted in Figure 4. A perfect replication of MAGTRUTH would lead to a global RMS difference of zero. The values of the global RMS differences reside in the range of 0.05–0.08 nT. Both purple lines show a strong nonstatic and nonlinear behavior. This is due to the nonlinear ocean model and its response to the highly variable atmospheric forcing. Since also the respective errors of the models and input data evolve in time [see Irrgang et al., 2016b], the experiment setup builds a challenging test environment for the Kalman filter.

Throughout the whole simulation period, the global RMS differences between the corrected ocean-induced magnetic field and the known true values (thin purple line in Figure 4) stay below the RMS differences between the reference and the truth (thick purple line in Figure 4). In other words, the true motional induction is consistently better recovered (in the global sense) by the corrected model than by the reference without data assimilation. The improvement of the global RMS remains larger than 5% in almost all assimilation steps and reaches values up to 17% (see gray line in Figure 4). The temporal mean improvement of the global RMS over the whole simulation period amounts to 8%. Due to the twin experiment setup, the differences MAGREF-MAGTRUTH and MAGASSIM-MAGTRUTH must be attributed to the impact of the Kalman filter. Consequently,
it can be concluded that the assimilation of the synthetic observations has a positive effect on the models (in the
global sense) and leads to an overall improvement of the modeled ocean-induced magnetic field.

To investigate the assimilation impact on the ocean-induced magnetic field in more detail, global misfit
maps containing the temporal RMS differences over the whole simulation period are shown in Figure 5. The
top left figure shows the misfit map between the reference and the truth with values of up to 0.22 nT. Note
that this figure depicts the RMS error of the modeled ocean-induced magnetic field with respect to the
known truth. Again, in the case of a perfect model replication of the true ocean-induced magnetic field, the
misfit map would only show zero values. The highest RMS values with large-scale patterns are found in the
North Pacific Ocean, east of Australia, east of South Africa, and in the North Atlantic Ocean. Generally, lower
RMS values are present in the area of the Antarctic Circumpolar Current. As described in section 2.2.2, the
misfit between MAGREF and MAGTRUTH is essentially determined by the different wind stress forcings in
the respective simulation time periods. The spatial distribution of the misfit between MAGREF and MAG-
TRUTH shows similar patterns as the estimated uncertainty of the ocean-induced magnetic field due to the
wind stress forcing [see Irgang et al., 2016b]. Since the wind stress forcing and its uncertainty are variable
on various temporal scales [see also Chaudhuri et al., 2013], the MAGREF-MAGTRUTH misfit will also show
different values and patterns for different simulation time periods.

Figure 5 (top right) shows the RMS differences between MAGASSIM and MAGTRUTH. The maximum misfit is
lower compared to MAGREF-MAGTRUTH with values up to 0.18 nT. The large-scale patterns in the North
Atlantic Ocean and east of Australia are still present, but with generally lower values. The pattern east of
South Africa almost vanished. The misfit in the North Atlantic Ocean is only changed marginally and in the South Pacific Ocean a new pattern with values around 0.12 nT is visible.

The so-called assimilation impact (Figure 5, bottom) is the difference (MAGASSIM-MAGTRUTH)-(MAGREF-MAGTRUTH). It quantifies the changes due to the Kalman filter and shows values in the range of $-0.07$ and $0.05$ nT. Here negative values indicate improvements due to the Kalman filter and positive values indicate deteriorations. From the assimilation impact, it can be seen that the misfit of the ocean-induced magnetic field is reduced in almost all regions. The Kalman filtering leads to improvements especially in the regions with the largest misfits (see Figure 5, upper left), i.e., in the North Pacific Ocean, east of Australia, and east of South Africa. The largest improvements correspond to a misfit reduction of up to 42% in the North Pacific Ocean and up to 54% in the region east of South Africa. In the South Pacific Ocean, the misfit between MAGASSIM and MAGTRUTH is larger than between MAGREF and MAGTRUTH, i.e., the Kalman filter introduced false corrections into the ocean-induced magnetic field in this region. Since the ocean-induced magnetic field is an integral quantity that is generated from several combined oceanic variables, there are many possible sources for the above described (positive and negative) impact of the Kalman filter. These sources are discussed in the following section.

3.2. Assimilation Impact on the Ocean Model State

The novel opportunity of assimilating ocean-induced magnetic field observations is to provide constraints to depth-integrated conductivity and velocities to the ocean model. In a first-order approximation, the ocean-induced magnetic field is proportional to the conductivity-weighted and depth-integrated ocean velocities [Sanford, 1971], which are calculated by the integral in equation (1). Therefore, we investigate the performance of the Kalman filter on these weighted depth-integrated velocities.

The global RMS differences of the conductivity-weighted and depth-integrated (hereafter called $\sigma$—depth—integrated) ocean velocities of MAGREF-MAGTRUTH and MAGASSIM-MAGTRUTH are depicted in Figure 6. The RMS differences reside in the range of 54 and 65 $\text{S ms}^{-1}$ for the zonal (west-east) velocity and between 40 and 48 $\text{S ms}^{-1}$ for the meridional (south-north) velocity. Similar to the ocean-induced magnetic field, both the zonal and meridional $\sigma$—depth—integrated velocities are corrected by the Kalman filter toward the truth (in the global sense) and show smaller RMS differences compared to the reference. The relative improvement amounts to up to 5% for the zonal component and up to 7% for the meridional component (see gray lines in Figure 6). The temporal mean improvements of the global RMS of the zonal and meridional components amount to 3 and 4%, respectively. Note that the $\sigma$—depth—integrated velocities are not corrected uniformly, i.e., the evolution of improvements varies between the two components. This results from the uncertainty estimation of the two components, i.e., the respective error covariances in $P_{v}$ that are used to weight the observation residual in the assimilation step (see equation (9)). This also underlines the importance of an accurate estimation of the error covariances between all state vector components in addition to the quality of the observations. Since the sediment conductance and the geomagnetic field are not corrected by the Kalman filter, the improvements in the ocean-induced magnetic field (see Figures 4 and 5) originate from the combined improvements in the $\sigma$—depth—integrated velocities (see equation (1)).

![Figure 6. Global RMS differences MAGREF-MAGTRUTH (thick orange and thick blue lines) and MAGASSIM-MAGTRUTH (thin orange and thin blue lines) of the conductivity-weighted and depth-integrated ocean velocities. The relative difference for each pair of lines is depicted in gray.](image-url)
The MAGREF-MAGTRUTH misfit maps of the depth-integrated velocities and the corresponding assimilation impacts are shown in Figure 7. Again, the assimilation impact quantifies the RMS impact of the Kalman filter on the zonal and meridional velocity components over the whole simulation period. The large-scale pattern of the MAGREF-MAGTRUTH misfit of the depth-integrated velocities are in agreement with the MAGREF-MAGTRUTH misfit of the ocean-induced magnetic field (compare Figures 5 and 7). Naturally, the misfit of the depth-integrated velocities shows more small-scale features that are not visible in the magnetic field misfit due to the upward continuation of the signal to satellite altitude. Additionally, it is visible that RMS differences of the zonal velocity close to the geomagnetic equator are weakened significantly in the RMS differences of the ocean-induced magnetic field, e.g., north east of Madagascar or in the equatorial region of the East Pacific Ocean. Since the motional induction signal is close to zero in proximity of the geomagnetic equator, this intrinsic ‘observation blindness’ provides an additional challenge to the Kalman filter.

A comparison of Figures 2 and 7 allows drawing relations between the major ocean currents, the RMS differences between MAGREF and MAGTRUTH, and the assimilation impact in the regions of the respective currents, respectively. In comparison with the assimilation impact of the ocean-induced magnetic field...
The $\sigma$–depth–integrated velocities show similar large-scale improvements with values over $-40$ $\text{S m}^{-1}$ ($\approx 30\%$) in the North Pacific Ocean. Especially in the region of the Kuroshio current, large improvements over $-60$ $\text{S m}^{-1}$ ($\approx 50\%$) are found. In the Antarctic Circumpolar Current, the largest improvements are found east of South Africa, with values over $-50$ $\text{S m}^{-1}$ ($\approx 30\%$) (Figure 7, bottom row). Peak values of the improvement reach over $-100$ $\text{S m}^{-1}$ in the North Pacific Ocean. In the equatorial region of the zonal currents, the transport is corrected by up to $-20$ $\text{S m}^{-1}$ ($\approx 25\%$), and in the region of the Gulf Stream by up to $-10$ $\text{S m}^{-1}$ ($\approx 15\%$). Since the strongest ocean-induced magnetic field signals and respective variations occur in the region of the Antarctic Circumpolar Current (compare Figure 3), it was common to assume that improvements due to data assimilation are also mainly confined to regions in the southern hemisphere. Consequently, the shown large-scale improvements in the northern hemisphere, especially in the North Pacific Ocean, are both surprising and encouraging for the application of this technique.

In general, the deterioration pattern between the ocean-induced magnetic field and the $\sigma$–depth–integrated velocities also coincide (compare Figures 5 and 7). The largest deteriorations with values between 30 and 40 $\text{S m}^{-1}$ occur for both velocity components in the South Pacific Ocean between the Ross Sea and the southern tip of South America. Further false corrections by the Kalman filter are visible in the zonal velocity in the Northwest Indian Ocean close to the geomagnetic equator.

The most likely source of these false correction is a deficient prescription of the error covariance information in $P_t$ for that particular region, which is solely based on the temporal covariances of MAGREF (see section 2.2.2). An accurate calculation of the error covariances is a challenge and the estimation of these is not unique [Irrgang et al., 2016b]. However, the current configuration of the Kalman filter functions remarkably well in improving the ocean-induced magnetic field and the $\sigma$–depth–integrated velocities in most regions, given the blurry and noisy magnetic field observations. Further constraints on the error covariances, especially for the wind stress forcing, could resolve the major deteriorations found in the South Pacific Ocean and further reduce the differences between the ocean model and the known true ocean state.

Over simulation periods longer than 1 month, the impact of the Kalman filter on the ocean model state becomes negligible. The model uncertainty decreases during each assimilation step, which eventually leads to an underestimation of the model variance (not shown). Thereby, the confidence in the ocean model state and in the adjusted wind stress forcing rises continuously compared to the confidence in the observations. This reduces the Kalman filter increments in each assimilation step. Consequently, the MAGASSIM and MAG-TRUTH model trajectories gradually diverge due to the nonlinear ocean model and due to the nonstatic atmospheric forcing. This is a well-known behavior [e.g., Furrer and Bengtsson, 2007] and might be overcome in subsequent studies by applying additional covariance inflation techniques [e.g., Anderson, 2007] or sequential assimilation experiments over consecutive simulation periods that utilize specific error covariance matrices.

The biggest challenge in assimilating ocean-induced magnetic field satellite observations is the improvement of the separate ocean variables that determine the motional induction, i.e., ocean velocities, temperature, and salinity. The impact of the Kalman filter on each of these four variables is depicted in Figures 8 and 9.

![Figure 8](image-url)
Figure 8 shows the relative change of the global RMS differences for each variable over the whole simulation period. In addition to the curves of the ocean-induced magnetic field and the depth-integrated velocities presented before (see gray lines in Figures 4 and 6), the respective curves for depth-integrated velocities, surface velocities, temperature, and salinity are plotted. The changes in the RMS differences of ocean temperature and salinity reveal that the Kalman filter fails to improve these quantities (green and red lines in Figure 8) during all assimilation steps. Although the deterioration gradually decreases over time after day 13, the values mostly remain between $-2$ and $-3\%$ for the depth-integrated temperature and between $-4$ and $-5\%$ for the depth-integrated salinity. One explanation of this false shift is a possibly deficient estimation of the temperature and salinity error covariances for the simulated time period. The combined false shift in the two components is transferred to the sea water conductivity and, subsequently, to the depth-integrated velocities. Thereby, the depth-integrated zonal and meridional velocities show a larger improvement than the respective conductivity-weighted quantities (see dashed blue and orange lines in Figure 8). The difference between the conductivity-weighted and nonweighted depth-integrated velocities amounts to up to $2\%$ points (compare solid and dashed blue and orange lines in Figure 8). It was possible to weaken the false shift in the ocean temperature and salinity, by reducing the Kalman filter increments of the two variables in each assimilation step (not shown). However, it is important to demonstrate the challenge of improving the whole ocean state consistently. A second challenge becomes apparent, when the relative changes in RMS differences of depth-integrated ocean velocities and of surface velocities are compared (compare dashed and dotted blue and orange lines in Figure 8). In contrast to the water transport over the whole water column, surface currents are not improved consistently over the simulation period. The respective relative changes in the RMS differences of the surface velocities are generally smaller than changes in the depth-integrated quantities and fluctuate between $-2$ and $5\%$. Not surprisingly, this result shows that a consistent global correction of oceanic transports at individual layers of the ocean model is difficult due to the integral magnetic field observations. For this, additional constraints are necessary, which relate the observed ocean-induced magnetic field to its electromagnetic source at individual depths of the ocean.

Figure 9. Zonally (west-east) averaged depth-profiles of the assimilation impact over the whole simulation period. Blue areas indicate improvements, red areas indicate deteriorations.
In addition to showing the assimilation improvements in a depth-integrated sense, Figure 9 depicts the Kalman filter impact as zonally and temporally averaged cross sections of the global ocean for each oceanic quantity. This allows associating the Kalman filter impact (in depth-integrated sense as seen in Figure 7) with specific depths. The zonal and meridional ocean velocities show improvements over large regions of the cross sections that reach from the sea surface down to the ocean bottom (Figure 9, upper left and right). Most prominent regions are found in the northern hemisphere between 0° and 60°. Consequently, the previously described improvements of the $\sigma$–depth–integrated velocities in the North Pacific Ocean (Figure 7, bottom) result from a state shift toward the true state over the whole water column. In contrast, the improvements found in the equatorial region of the $\sigma$–depth–integrated zonal velocities mainly originate from a state correction in the upper 250 m (compare Figure 7 (lower left) and Figure 9 (upper left)). Likewise, the deterioration of the $\sigma$–depth–integrated zonal velocity in the northwest Indian Ocean also originates from a false correction in the upper 250 m. The most prominent false corrections in the ocean-induced magnetic field and in the $\sigma$–depth–integrated velocities in the South Pacific Ocean (Figures 5 and 7) dominantly originate from deteriorations in the zonal and meridional velocities over the whole water columns. These are additionally intensified by false corrections of the ocean salinity and temperature in the upper 1000 m south of −60° (Figure 9, bottom).

A consistent correction of the wind stress forcing together with the ocean model state is found to be essential for the described results of the data assimilation. In a twin experiment without wind stress correction (otherwise identical to the twin experiment of this study), the Kalman filter failed to improve both the ocean model state and the ocean-induced magnetic field (not shown). Previously, Saynisch et al. [2014] also recognized the need to correct the wind stress forcing in order to improve trajectories of an ocean general circulation model. This repeatedly underlines the fragility of data assimilation in ocean models. The temporal mean correction of the wind stress forcing estimated by the Kalman filter and the respective assimilation impact are shown in Figure 10. Most values reside in the range of ± 0.1 Pa. The large-scale wind stress corrections are well in agreement with the uncertainty estimation of the ocean-induced magnetic field [see Irrgang et al., 2016b] and, subsequently, with the assimilation impact of the ocean-induced magnetic field and of the $\sigma$–depth–integrated velocities (compare Figure 10 (top row) with Figures 5 and 7). This points out the close connection of the error covariances between the ocean state and the wind stress forcing. In the regions of highest wind stress adjustment, the vertical adjustment of the ocean velocities mostly extends over the whole water column (see Figure 9). In particular, Figure 10 (top row) shows a considerable adjustment of the wind stress forcing in the South Pacific Ocean, where the largest deteriorations in the ocean-induced magnetic field and in the $\sigma$–depth–integrated velocities are detected. Consequently, the false corrections by the Kalman filter are assumed to dominantly originate from a deficient estimation of the error covariances between the wind stress forcing and the ocean model state, and a false adjustment of the wind stresses in this region. This is further emphasized by the assimilation impact on the wind stress forcing (see Figure 10, bottom row). As it was shown for the $\sigma$–depth–integrated velocities in Figure 7, the blue areas represent improvements due to the Kalman filtering, whereas red areas indicate deteriorations. The major deteriorations, which are visible in the North and South Pacific Ocean, largely coincide with the major deteriorations in the $\sigma$–depth–integrated velocities (compare Figures 7 and 10 (bottom row)). These overestimated adjustments are attributed to the functionality of the Kalman filter, as corrections of the wind stress forcing are based on static error covariance matrices instead of dynamic ensemble-based correction estimates. However, in most regions, large-scale improvement of RMS differences of both zonal and meridional wind stresses are visible. As stated before, these adjustments are found to be essential for a successful assimilation.

The assimilation of synthetic ocean-induced magnetic field satellite observations into an ocean general circulation model shows very promising results. Despite the low amount of detail in the blurry observations, the Kalman filter succeeded to improve the ocean model results in all erroneous regions. Additionally, the observations positively constrained ocean velocities from the sea surface down to the deep ocean. This study highlights that actual satellite observations of the general circulation induced magnetic field could be utilized to constrain large-scale oceanic transports. Subsequent studies may demonstrate the sensitivity of the assimilation toward the data quality (e.g., nonuniform noise, spatial and temporal gaps, residuals from other electromagnetic sources, etc.). In turn, it might be possible to provide minimum requirements of the quality of actual magnetic field observations for a successful data assimilation. Our results emphasize the
need for a careful treatment of model uncertainties and error covariances. Aside from the quality of the observational data, the knowledge about model and forcing uncertainties is crucial for a successful data assimilation.

4. Summary and Conclusion

The general ocean circulation generates characteristic magnetic signals that in principle can be detected by low earth orbit satellites like the Swarm mission. Since these magnetic signals are mainly proportional to the conductivity-weighted and depth-integrated ocean velocities, the satellite observations may serve as indirect observations of global oceanic water and heat transports. In this study, we investigate the potential to correct an ocean general circulation model by assimilating artificial satellite observations of the ocean-induced magnetic field for the first time. In a model-based twin experiment over the time period of one month, the impact of the data assimilation on the individual components of the oceanic electromagnetic induction source is estimated, i.e., ocean velocities, ocean temperature, and ocean salinity.

Due to the difficult separability of the general circulation induced magnetic field from other electromagnetic sources, these signals have so far not yet been detected in satellite observations. Instead, we assume that a data product exists that contains idealized daily global observation fields of the ocean-induced magnetic field at satellite altitude. The synthetic satellite observations are calculated with a combination of an ocean general circulation model and an electromagnetic induction model. Observational errors are modeled by adding uncorrelated Gaussian white noise to the calculated magnetic signals. These synthetic...
observations are sequentially assimilated into the ocean model. The data assimilation is performed by a localized version of an ensemble-based error subspace Kalman filter. This Kalman filter is integrated into the ocean model and corrects zonal and meridional ocean velocities, ocean temperature, and ocean salinity, and wind stresses from the atmospheric forcing of the ocean model.

Compared to a reference simulation without data assimilation, the simulation corrected by the Kalman filter performs better in recovering the synthetic observations throughout the whole simulation period. The global RMS error of the ocean-induced magnetic field is reduced by up to 17%. Locally, the RMS reduction amounts up to 42% in the North Pacific Ocean and up to 54% in the region east of South Africa. All spatial regions with large RMS errors in the reference simulation, e.g., in the North Pacific Ocean, east of Australia, and east of South Africa, are improved in the simulation with data assimilation. In particular, the results demonstrate the feasibility to correct an ocean model in areas with comparable weak induced magnetic field observations, e.g., in the North Pacific Ocean and in equatorial regions. False corrections are introduced in the South Pacific Ocean that originate from false adjustments in the conductivity-weighted and depth-integrated ocean velocities. The main source of false corrections is presumably due to the combined effect of large wind stress forcing adjustments and a deficient estimation of ocean model and wind stress error covariances. In an identical twin experiment without correction of the wind stress from the atmospheric forcing of the ocean model, it was not possible to recover the synthetic observations.

The conductivity-weighted and depth-integrated velocities are improved throughout the simulation period (in the global RMS sense) with values up to 5% for the zonal component and up to 7% for the meridional component. Locally, the improvements of water transports in individual ocean currents reach higher values, e.g., over 30% in the Antarctic Circumpolar Current, over 50% in the Kuroshio current, over 15% in the Gulf Stream, and over 25% in the equatorial region of the Pacific Ocean. The improved regions coincide with the improved regions of the ocean-induced magnetic field. Global RMS differences of the individual components reveal that the Kalman filter fails to improve ocean temperature and salinity. However, vertical cross sections of the individual ocean variables reveal that respective improvements in the ocean velocities mostly extend from the sea surface down to the deep ocean, whereas deteriorations in the ocean temperature and salinity mostly reside in the upper 1000 m of the Southern Ocean. Since all major deteriorations in the ocean model state are introduced in regions with major corrections of the wind stresses, a more dynamical estimation of the error covariances between the ocean state and the atmospheric forcing might diminish these false corrections.

The results of this study show that satellite observations of the ocean-induced magnetic field could provide useful constraints on depth-integrated ocean variables, e.g., oceanic water and heat transports. Although even the idealized synthetic satellite observations only provide a small amount of detail, the Kalman filter succeeded to better recover both the ocean-induced magnetic field and the underlying ocean state in most regions. Consequently, these results support the ongoing effort to separate ocean circulation induced magnetic signals in satellite observations. However, actual satellite observations will naturally differ from the idealized data generated for this study. Among others, these differences result from the simplified physics in the electromagnetic induction model, the considered time period, temporal and spatial gaps in the observations, and remaining residuals from other electromagnetic induction sources. The same holds for the spatiotemporal distribution of observational uncertainty, which is assumed uniform in this study. Actual satellite observations will contain spatially and temporally nonuniform errors. In addition, these errors can contain error correlation due to untreated magnetic signal residuals from other electromagnetic sources (e.g., from the magnetosphere or the Earth’s crust). Consequently, potential observational error correlations also need to be accounted for in real-world data assimilation experiments. Future studies might provide minimum constraints on the data quality necessary to gain useful constraints on the underlying general ocean circulation. From the ocean modeling perspective, the results of this study emphasize the crucial need for realistic and dynamic error covariance matrices. In addition to the quality of the data, knowledge about model and forcing uncertainties is essential for a successful data assimilation.
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