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An Evaluation of the Applicability of NGA-West2 Ground-Motion Models for Japan and New Zealand

by Sum Mak, Fabrice Cotton, Matthew Gerstenberger, and Danijel Schorlemmer

Abstract We compared the accuracies of the probabilistic predictions of strong ground motions made by ground-motion models (GMMs) using the observed ground motions from 13 Japanese and 14 New Zealand shallow crustal earthquakes with moderate-to-large magnitude (5.5–6.6 for Japan and 5.07–7.85 for New Zealand). The data are independent of the GMMs so only the predictive power, instead of the explanatory power, of the models is evaluated. We examined the performance gains of state-of-the-art GMMs developed under the Next Generation Attenuation-West2 (NGA-West2) project over widely adopted regional GMMs for Japan and New Zealand. The large global dataset used by NGA-West2 GMMs allows sophisticated modeling, whereas the regional datasets used by regional GMMs may more directly represent region-specific ground-motion features. We measured the model performance by a newly developed method based on the multivariate logarithmic score, an extension of the widely used univariate logarithmic score (LLH) method. Our method measures the relative performance of models, taking into account the effects of data correlation, unbalanced data, and result variability. For the Japan case, we evaluated the model predictions for peak ground velocity (PGV) and found that NGA-West2 GMMs unambiguously performed better than regional GMMs and the superseded NGA GMMs. Proposed regional optimizations implemented in NGA-West2 GMMs improved the predictions for some models but had adverse effects for others. For the New Zealand case, we evaluated the model predictions for peak ground acceleration (PGA) and spectral accelerations at 0.3, 1, and 3 s and found that a recently developed regional GMM performed well, but NGA-West2 GMMs with performance comparable to or better than the regional model can also be identified. There appears to be no general answer as to whether a regional or global model should be preferred or whether a newer model is always better than the superseded model. This highlights the importance of evaluating the predictive power of GMMs using independent data.

Electronic Supplement: Tables of all data and metadata necessary to reproduce the case study for Japan.

Introduction

Empirical evaluation of ground-motion models (GMMs; also known as ground-motion relations, attenuation relationships, and ground-motion prediction equations) has attracted much attention in the recent decade (see Mak, Clements, and Schorlemmer, 2017, their table 1). It provides empirical support for expert judgment for selecting suitable GMMs to be used in a seismic hazard model. One dilemma often encountered by modelers is the decision of whether to use a GMM derived from a large dataset of global strong motions or a GMM derived from a regional dataset of smaller size. Some studies conclude that ground motions of engineering interest do not show regional differences (see a review by Douglas, 2011). Specifically, ground motions from small earthquakes often show regional differences, but small earthquakes slightly affect the seismic hazard. The regional difference of crustal attenuation (i.e., the Q factor) is a physical reality, but its effect in the near field, which usually dominates the hazard calculation, is often negligible. Nevertheless, it is not uncommon for national seismic hazard maps to be predominately based on regional GMMs (e.g., Japan, Fujiwara et al., 2009; Italy, Stucchi et al., 2011; New Zealand, Stirling et al., 2012; and Taiwan, Wang et al., 2016).
The advent of the Next Generation Attenuation-West2 (NGA-West2) GMMs provides a good opportunity to revisit this issue. The NGA-West2 database (Ancheta et al., 2014), from which the GMMs are derived, contains 600 earthquakes, of which only 5 are from Japan and 3 from New Zealand. It is, therefore, possible to assemble sets of Japanese and New Zealand strong-motion data that are completely independent (i.e., data not used in developing the GMMs) of the NGA-West2 GMMs. For both Japan and New Zealand, there are widely used national GMMs derived mainly using regional data. This study compares the performances between NGA-West2 and regional models using independent data, which assess the predictive instead of the explanatory power of a model (Mak, Cotton, and Schorlemmer, 2017). The result could inform decisions on how these GMMs could be used in the two regions and can be qualitatively generalized to understand the advantages (or disadvantages) of using global GMMs over regional ones.

Besides the dichotomy of regional and global GMM, global GMMs with regional modifications (e.g., Scasserra et al., 2009) have been developed, in the hopes of capturing the advantages of both ends. NGA-West2 GMMs provide both a generic version and a regional version specifically optimized for Japan. This study also evaluates the performance gain of such regional optimizations with respect to their corresponding generic versions, using independent data.

### Ground-Motion Models

**Japan**

The 2014 version of the National Seismic Hazard Maps for Japan (hereafter, NSHMJ14; see Data and Resources) forecasts the seismic hazard in Japan Meteorological Agency intensity, which is based on peak ground velocity (PGV; see equation 7.2-7 of NSHMJ14). PGV is, therefore, a widely used intensity measure in seismic hazard analysis in Japan. In this study, we evaluated the performance of the PGV predictions of 12 GMMs, including 4 NGA GMMs, 4 NGA-West2 GMMs, and 4 GMMs developed using only or mainly Japanese data (hereafter, Japanese models). These GMMs are hereafter referred to as their IDs given in Table 1. The four NGA-West2 GMMs also provide regional versions: Abrahamson et al. (2014; ID: 2014ASK) provide the coefficients for shallow site effect, anelastic attenuation, and within-event sigma optimized for Japan; Boore et al. (2014; ID: 2014BSS) and Campbell and Bozorgnia (2014; ID: 2014CB) provide the anelastic attenuation coefficient optimized for low-Q regions, such as Japan, and a term for the Japan basin; and Chiou and Youngs (2014; ID: 2014CY) provide the coefficients for site effects (shallow and deep), anelastic attenuation, and within-event sigma optimized for Japan. We evaluated both the generic and Japan-optimized versions of these four GMMs; the IDs of the latter are appended by jp (e.g., 2014ASK becomes 2014ASKjp).

The four Japanese GMMs are:

- Molas and Yamazaki (1995; ID: 1995MY). As far as we are aware, this is the first Japanese GMM that reported both the within-event and between-event sigmas. Among the selected Japanese GMMs, this is the only one that accounts for the site effect using site class.
- Si and Midorikawa (1999; ID: 1999SM). This is a widely used and important GMM for Japan because it has been adopted by the NSHMJ14 as the default GMM (their equation 7.2-1); it receives much less attention outside of Japan, probably because it was published in Japanese. It reported only the total sigma, not separately the within-event and between-event sigmas, although it was based on a two-stage regression, so the hierarchy of data (see the Method section for further explanations) has been addressed. Because only the total sigma enters the NSHMJ14 (its equations 7.3-1 and 7.3-2; this is a common practice in probabilistic seismic hazard analysis), 1999SM is sufficient for the use of hazard modeling. Its performance in an empirical evaluation using hierarchical observations, however, will be limited because its correlation structure (for further

### Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>ID</th>
<th>Peak*</th>
<th>Origin</th>
<th>Predecessor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si and Midorikawa (1999)</td>
<td>1999SM</td>
<td>Larger2</td>
<td>Japan</td>
<td>1999SM</td>
</tr>
<tr>
<td>Kanno et al. (2006)</td>
<td>2006KNM</td>
<td>vec</td>
<td>Japan</td>
<td>2006KNM</td>
</tr>
<tr>
<td>Campbell and Bozorgnia (2008)</td>
<td>2008CB</td>
<td>GMRod50</td>
<td>NGA</td>
<td>2008CB</td>
</tr>
<tr>
<td>Chiou and Youngs (2008)</td>
<td>2008CY</td>
<td>GMRod50</td>
<td>NGA</td>
<td>2008CY</td>
</tr>
<tr>
<td>Abrahamson et al. (2014)</td>
<td>2014ASK</td>
<td>RotD50</td>
<td>NGA-West2</td>
<td>2008AS</td>
</tr>
<tr>
<td>Boore et al. (2014)</td>
<td>2014BSS</td>
<td>RotD50</td>
<td>NGA-West2</td>
<td>2008BA</td>
</tr>
<tr>
<td>Campbell and Bozorgnia (2014)</td>
<td>2014CB</td>
<td>RotD50</td>
<td>NGA-West2</td>
<td>2008CB</td>
</tr>
<tr>
<td>Chiou and Youngs (2014)</td>
<td>2014CY</td>
<td>RotD50</td>
<td>NGA-West2</td>
<td>2008CY</td>
</tr>
</tbody>
</table>

*Definition of peak motion. Larger2, larger of the two peak horizontal values; vec, peak of the vector sum of the two horizontal time histories; GMRod50, orientation-independent geometric mean (Boore et al., 2006); NGA, Next Generation Attenuation; RotD50, orientation-independent non-geometric-mean measure (Boore, 2010); GeoMean, geometric mean of the two peak horizontal values.

§ Sigma values not completely reported; assumed to be the same as those of 2002MO.

† Ground motions at basement ($V_S = 600 \text{ m/s}$) was converted to ground motion at surface using Fujimoto and Midorikawa (2006).

§ Sigma values not completely reported; see Data and Resources.
explanations, see the Method section) cannot be fully assessed. Because of its importance, we still included it in our comparison, assuming its within-event and between-event sigmas were the same as those of its successor, Mid- orikawa and Ohtake (2002; ID: 2002MO). Two supplements to this model were made to account for the special attenuation of deep earthquakes in northeast and southwest Japan (Morikawa et al., 2003, 2006, equations 7.2-3 and 7.2-4 of NSHMJ14). Because our testing dataset included only shallow earthquakes, these two supplementary components were not involved in the current study.

2002MO. This is a successor of 1999SM, developed by the same research group, using the same method and a slightly expanded dataset. It is, however, not as widely used in Japan as its predecessor.

Kanno et al. (2006; ID: 2006KNM): This is one of the best-known Japanese GMMs outside of Japan. It is one of the very few modern GMMs for active shallow crust that uses the hypocentral distance, instead of some kind of rupture-plane distance, as the source-station distance measure. As far as we are aware, 2006KNM is the first Japanese GMM that includes a site correction term based on $V_{S30}$.

We inspected Horike and Nishimura (2004) but did not include it in this study because it did not report sigma values. Both 1999SM and 2002MO predict PGV at the basement ($V_S = 600$ m/s). Because the observed ground motion always includes a shallow site effect, to meaningfully compare GMMs with observations, an additional site correction is needed. This complicates the comparison because the site correction model itself will affect the result. We implemented Fujimoto and Modorikawa (2006) as the site correction (based on $V_{S30}$) in this study because it has been adopted by the NSHMJ14. The criterion 5, however, practically set the minimum magnitude to be 5 because this is what is used in NSHMJ14. The criterion 5 (see below), however, practically set the minimum magnitude to be 5.5. Therefore, we set the minimum magnitude to be 5.5.

### Strong-Motion Data

#### Japan

We obtained PGVs recorded by K-NET and KiK-net surface stations (see Data and Resources). The criteria for selecting earthquakes were:

1. We intended to use only independent data because only the predictive power, instead of the explanatory power, of a GMM is meaningful for its application in seismic hazard assessment. For the selected Japanese GMMs, this means earthquakes no earlier than 2004. For NGA and NGA-West2 models, this means any Japanese earthquakes except for the five events included in the NGA-West2 database (Ancheta et al., 2014). Both of these two criteria were used in selecting data.

2. Small ($M_w < 5.5$) earthquakes are less likely to produce ground motions of engineering interest and were discarded. This study focused on active-shallow-crustal earthquakes. Noncrustal and deep (focal depth > 25 km) earthquakes were discarded. The natural minimum magnitude to use should be 5 because this is what is used in NSHMJ14. The criterion 5 (see below), however, practically set the minimum magnitude to be 5.5. Three of the four evaluated Japanese GMMs (1999SM, 2002MO, and 2006KNM) also did not consider earthquakes smaller than 5.5. Therefore, we set the minimum magnitude to be 5.5.
3. Earthquakes that produced less than eight observations within 40 km to the epicenter were discarded. We wanted to compile a dataset with a large amount of near-field observations because near-field ground motions are usually the most important for seismic hazard analysis.

4. Clustered events were manually identified. Only the largest event within a cluster (assumed to be the mainshock) was taken. Some of the selected GMMs are derived from mainshocks only; also, seismic hazard assessments often consider only mainshocks. Some studies showed that ground motions generated from aftershocks were different from those from mainshocks (e.g., Chiu and Youngs, 2008, p. 179). Excluding aftershocks avoids this complication.

5. Earthquakes with no reported finite-fault rupture models were discarded. Most selected GMMs required the shortest distance from the rupture plane (i.e., the rupture distance $R_{rup}$) as an input; a finite-fault rupture model is necessary to compute this input. The difference between the rupture distance and the hypocentral distance could occasionally be more than 100% in the near field for earthquakes larger than upper 5, so a point-source assumption is not appropriate.

The 13 selected earthquakes are shown in Table 2 and Figure 1. We used only records with rupture distance less than 120 km. We divided the records into bins by the rupture distance and evaluated the performance of the GMMs in each bin separately; each bin had a width of 40 km. It is not uncommon that the performance of a GMM changes with distance (e.g., Kaklamanos and Baise, 2011); we inspected this potential change by binning the data. We did not bin the data by magnitude for two reasons. First, the magnitude range (5.5–6.6) is of significant engineering interest and sufficiently narrow. Second, the number of earthquakes falling into each magnitude bin would be so small that the GMM performance in each bin would not be representative.

The distributions of the numbers of records with respect to magnitude, distance, and $V_{S30}$ are given in Figure 2. The

**Table 2**

<table>
<thead>
<tr>
<th>ID</th>
<th>Date and Time (yyyy/mm/dd hh:mm:ss)</th>
<th>Location</th>
<th>Longitude (°)</th>
<th>Latitude (°)</th>
<th>Depth (km)</th>
<th>$M_w$</th>
<th>Rupture Plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2004/12/14 14:56:10.54</td>
<td>Rumoi, Hokkaido</td>
<td>141.70</td>
<td>44.08</td>
<td>8</td>
<td>5.7</td>
<td>Maeda and Sasatani (2009)*</td>
</tr>
<tr>
<td>2</td>
<td>2005/03/20 10:53:40.32</td>
<td>Offshore Western Fukuoka-ken</td>
<td>130.18</td>
<td>33.74</td>
<td>9</td>
<td>6.6</td>
<td>Asano and Iwata (2006)*</td>
</tr>
<tr>
<td>3</td>
<td>2006/04/21 02:50:39.51</td>
<td>Offshore Eastern Izu Peninsular</td>
<td>139.20</td>
<td>34.94</td>
<td>7</td>
<td>5.6</td>
<td>Asano and Iwata (2006)*</td>
</tr>
<tr>
<td>4</td>
<td>2009/08/11 05:07:05.74</td>
<td>Suruga Bay</td>
<td>138.50</td>
<td>34.79</td>
<td>23</td>
<td>6.2</td>
<td>Aoi et al. (2010)*</td>
</tr>
<tr>
<td>5</td>
<td>2010/09/29 16:59:55.98</td>
<td>Fukushima-ken Nakadori</td>
<td>140.03</td>
<td>37.28</td>
<td>7</td>
<td>5.5</td>
<td>Kobayashi et al. (2011, their table 1)</td>
</tr>
<tr>
<td>6</td>
<td>2011/03/12 03:59:15.62</td>
<td>Northern Nagano-ken</td>
<td>138.60</td>
<td>36.99</td>
<td>8</td>
<td>6.2</td>
<td>JMA*</td>
</tr>
<tr>
<td>7</td>
<td>2011/03/15 22:31:46.34</td>
<td>Eastern Shizuoka-ken</td>
<td>138.71</td>
<td>35.31</td>
<td>14</td>
<td>5.9</td>
<td>Fujita et al. (2013, their table 1)</td>
</tr>
<tr>
<td>8</td>
<td>2011/03/19 18:56:48.06</td>
<td>Northern Ibaraki-ken</td>
<td>140.57</td>
<td>36.78</td>
<td>5</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2011/04/11 17:16:12.02</td>
<td>Fukushima-ken Hamadori</td>
<td>140.67</td>
<td>36.95</td>
<td>6</td>
<td>6.6</td>
<td>Fukushima et al. (2013)*</td>
</tr>
<tr>
<td>10</td>
<td>2011/08/01 23:58:11.04</td>
<td>Suruga Bay</td>
<td>138.55</td>
<td>34.71</td>
<td>23</td>
<td>5.8</td>
<td>JMA*</td>
</tr>
<tr>
<td>11</td>
<td>2013/02/25 16:23:53.58</td>
<td>Northern Tochigi-ken</td>
<td>139.41</td>
<td>36.87</td>
<td>2</td>
<td>5.8</td>
<td>Hikima (2014)</td>
</tr>
<tr>
<td>12</td>
<td>2013/04/13 05:33:17.75</td>
<td>Awaji Island</td>
<td>134.83</td>
<td>34.42</td>
<td>14</td>
<td>5.8</td>
<td>JMA*</td>
</tr>
<tr>
<td>13</td>
<td>2014/11/22 22:08:17.90</td>
<td>Kamishiro fault, Nagano-ken</td>
<td>137.89</td>
<td>36.69</td>
<td>4</td>
<td>6.3</td>
<td>GSI (2015, their fig. 11)*</td>
</tr>
</tbody>
</table>

*Time from Japan Meteorological Agency (JMA) catalog (see Data and Resources), in Japan Standard Time. Moment magnitude ($M_w$) from F-net (see Data and Resources).

*See Data and Resources.
number of records for each earthquake in each distance bin is given in Figure 3. The dataset, together with a description of how the metadata were obtained, is provided in Tables S1–S19, available in the electronic supplement to this article.

New Zealand

We used the ground-motion observations and metadata from the New Zealand Strong-Motion Database (Kaiser et al., 2017; Van Houtte et al., 2017; see Data and Resources). We used only crustal earthquakes with \( M_w > 5 \) (making the magnitude range 5.07–7.85). The lower limit of 5 is the same as the minimum magnitude considered in NSHMNZ. It is also the same as the lower limit of magnitude used in Van Houtte (2017), so that we can compare our result directly with theirs (see Comparison with Van Houtte (2017)). Similar to our treatment of the Japanese data, we manually identified clustered events in space and time and used only the largest event in a cluster. We made the dataset prospective to all NGA/NGA-West2 GMMs, as well as 2013B, by excluding events in our dataset that were also used in developing those models. The resulting dataset contains 14 earthquakes with 472 records at distances smaller than 120 km (for PGA; slightly less for other spectral periods; Table 3 and Fig. 4). The distributions of the numbers of records with respect to magnitude, distance, and \( V_S^{30} \) are given in Figure 5.

Just as what we did for the Japanese data, we divided the New Zealand data into distance bins; the performance of the GMMs was evaluated separately for the three groups. The number of records for each earthquake in each distance bin is given in Figure 6.

Method

In this study, we measured the relative performance of GMMs by following a three-step approach:

1. measure the performance of a GMM by the multivariate logarithmic score (hereafter, mvLogS);
2. measure the variability of the scores of a set of GMMs by the cluster bootstrap (for each pair of models, summarize the bootstrap results as the distinctness index, hereafter DI, that represents the relative performance of the two models); graphically displays the DIs of all model pairs as a distinctness table;
3. based on the DIs, rank the GMMs.

The first two steps follow the scoring approach proposed by Mak, Clements, and Schorlemmer (2017). The model rank, although providing less complete information than the distinctness table, was used in this article as the primary
expression of the evaluation results because it is easier to inspect the change of model performance with distance from the model rank. We describe these three steps in the following sections.

Multivariate Logarithmic Score

The mvLogS is an extension of the widely used univariate logarithmic score (known as the LLH in the seismological literature; see Scherbaum et al., 2009) by taking the full effect of the correlation structure of a GMM into account for measuring the model’s performance. GMMs often provide the correlation structure of their predictions by providing a set of sigma components, instead of a single total sigma; this is mathematically equivalent to prescribing some records to be correlated. For example, if the total sigma is partitioned into a between-event and a within-event sigma, records produced by the same earthquake are treated as correlated. The advantage of using the mvLogS is that it fully utilizes all information of sigma components provided by the modeler to evaluate the performance of the model without invoking residual partitioning; residual partitioning could be problematic, see the Appendix. Compared with the original LLH, which does not use the information of data correction provided by the prediction, the mvLogS uses more the information contained in the prediction, which often leads to better identifying the difference among models. This advantage will likely become even more important in the future because the correlation structure of GMMs is becoming more complicated. GMMs in the past (e.g., Campbell, 1997) provided only a single-constant sigma value (i.e., the total sigma; equivalent to no correlation structure). More recent GMMs (e.g., Boore and Atkinson, 2008) partition the total sigma into the between-event and the within-event sigmas, equivalent to introducing a two-layer hierarchical structure to allow records produced by the same earthquake to be correlated; the between-event and within-event sigmas are constants for all records. State-of-the-art GMMs (e.g., Abrahamson et al., 2014) allow the sigmas to vary with parameters such as magnitude, distance, and nonlinear site effects. Consequently, the sigmas for each record are generally different, representing a more complicated correlation structure than that of constant sigmas. As a result, the simple physical meaning of the constant sigma, which measures the spread of event terms and within-event residuals, has become abstract. GMMs of even more sophisticated correlation structures are being proposed. For example, Kotha et al. (2016) provided an additional treatment to station-to-station variability, essentially introducing an additional station term to allow ground motions recorded by the same station to be correlated. An even more complicated variability structure for GMMs was described by Al Atik et al. (2010, their table 1). All of the above-mentioned correlation structures were modeled as N-layer (N ≥ 2) hierarchical structures using the mixed-effect model. The mvLogS utilizes all the information provided by the modeler through the data correlation in evaluating the model performance; this method can fairly measure the relative performance of GMMs developed in the past two decades and, also likely, those that will appear in the near future.

### Table 3

<table>
<thead>
<tr>
<th>ID</th>
<th>Date and Time (yyyy/mm/dd hh:mm:ss)</th>
<th>Longitude (°)</th>
<th>Latitude (°)</th>
<th>Depth (km)</th>
<th>( M_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1968/05/23 17:24:15</td>
<td>171.96</td>
<td>−41.76</td>
<td>15</td>
<td>7.23</td>
</tr>
<tr>
<td>2</td>
<td>1971/08/13 14:42:41</td>
<td>172.1</td>
<td>−42.13</td>
<td>9</td>
<td>5.7</td>
</tr>
<tr>
<td>3</td>
<td>1974/11/05 10:38:38</td>
<td>173.63</td>
<td>−39.65</td>
<td>17</td>
<td>5.44</td>
</tr>
<tr>
<td>5</td>
<td>2009/07/16 00:24:05</td>
<td>166.2051</td>
<td>−46.199</td>
<td>13.6</td>
<td>5.61</td>
</tr>
<tr>
<td>6</td>
<td>2011/06/13 02:20:49</td>
<td>172.724</td>
<td>−43.561</td>
<td>6.47</td>
<td>5.99</td>
</tr>
<tr>
<td>7</td>
<td>2011/12/23 02:18:03</td>
<td>172.763</td>
<td>−43.5208</td>
<td>11.21</td>
<td>5.85</td>
</tr>
<tr>
<td>8</td>
<td>2012/05/25 02:44:50</td>
<td>172.7723</td>
<td>−43.534</td>
<td>14.73</td>
<td>5.07</td>
</tr>
<tr>
<td>9</td>
<td>2013/07/21 05:09:30</td>
<td>174.3287</td>
<td>−41.5957</td>
<td>12.85</td>
<td>6.58</td>
</tr>
<tr>
<td>10</td>
<td>2013/08/16 02:31:05</td>
<td>174.1522</td>
<td>−41.734</td>
<td>8.16</td>
<td>6.6</td>
</tr>
<tr>
<td>11</td>
<td>2014/03/31 01:01:18</td>
<td>176.5519</td>
<td>−39.9703</td>
<td>17.3</td>
<td>5.25</td>
</tr>
<tr>
<td>12</td>
<td>2015/01/05 17:48:41</td>
<td>171.252</td>
<td>−43.0579</td>
<td>5.12</td>
<td>5.64</td>
</tr>
<tr>
<td>13</td>
<td>2016/02/14 00:13:43</td>
<td>172.7546</td>
<td>−43.4973</td>
<td>8</td>
<td>5.76</td>
</tr>
<tr>
<td>14</td>
<td>2016/11/13 11:02:56</td>
<td>173.02</td>
<td>−42.69</td>
<td>15</td>
<td>7.85</td>
</tr>
</tbody>
</table>

Time in UTC.

---

Figure 4. Selected New Zealand earthquakes. An epicenter is denoted by a dot connected to a focal mechanism plot. The ID of an earthquake (Table 3) is given above the corresponding focal mechanism plot. Size of the focal mechanism plot scales with the magnitude (see Table 3). Darker color refers to deeper events (see Table 3). The plate boundaries shown (dotted lines) are from Bird (2003; see also Data and Resources). The color version of this figure is available only in the electronic edition.
One may wonder why one should care about the details of the ground-motion variability because only the total sigma is used in most probabilistic seismic hazard studies. It is true that only the total sigma matters if one is concerned with the long-term hazard contributed by infinitely many earthquakes and ground-motion excitations, which is often the case for calculating a hazard curve. In reality, however, a GMM can only be empirically evaluated with finite data. The details of the ground-motion variability will, therefore, affect the evaluation result, as shown by various examples in Mak, Clements, and Schorlemmer (2017).

A desirable consequence of fully incorporating the correlation structure of a GMM using the mvLogS is that the evaluation result will be less affected by unbalanced data (see examples 1–3 of Mak, Clements, and Schorlemmer 2017). Strong-motion observations are generally unbalanced. For example, the number of records of event 7 in the distance bin of 0–40 km of the Japanese data is about three times that of event 10 (Fig. 3). The New Zealand data used in this study are even more unbalanced; a few events (e.g., event 14) have produced far more records than others (e.g., events 1–5; see Fig. 6c–f). Evaluation methods that do not take into account the data correlation will likely bias toward well-recorded earthquakes (i.e., a GMM will appear to perform well even if it only predicts well the few well-recorded earthquakes).

Variability of Evaluation Results

Ground-motion observations are random variables and so is the resulting mvLogS computed from them. We quantified the variability of the results by the cluster bootstrap, a resampling technique at the event level. The bootstrap technique often used in other studies of GMM performance (e.g., Edwards and Douglas, 2013, their table 4; hereafter, simple bootstrap) resamples at the record level. This technique is not suitable for correlated ground-motion data because it does not sufficiently represent the variability at the event level.

The cluster bootstrap utilizes the variability within the available data to assess the variability of the resulting score while preserving the correlation structure of the data.

The mvLogS is based on likelihood. Likelihoods computed from distinct samples (in this case, bootstrap samples) are not comparable, so it is not meaningful to compute a distribution of scores for a GMM and evaluate the difference between GMMs by their distributions of scores, as often seen in previous studies. The DI summarizes the results of the cluster bootstrap into a single quantity, ranging from −1 to 1, to represent how often one model is better than the other. A positive (or negative, respectively) DI means one GMM is more (or less, respectively) often better than the other. The two extremes of 1 and −1 mean that one GMM is always better (or worse, respectively) than the other. We show pairwise DIs as a distinctness table to facilitate the comparison of multiple GMMs.

Model Ranking

A model can be ranked using its DIs with respect to all other models. A model with all positive DIs will be ranked 1 (i.e., the best). Because of the nature of multiple comparisons, the ranking is not necessarily unique (see example 9 of Mak, Clements, and Schorlemmer 2017).
in the current study, however, we did not encounter this problem in our analysis. We used the model rank as a summary statistic of the model performance. The distinctness table, explained earlier, provides the full information on the relative performance of a pair of models, including the stability of the performance. It, however, graphically expresses the evaluation results of only a single data subset (a certain distance bin, in our study). The model rank, on the other hand, can be plotted versus data subsets; it is, therefore, easier to graphically express the change of model performance over data subsets (i.e., distance) using the model rank.

**Result Stability**

The DI measures the relative performance of a model pair using a cluster bootstrap. The stability of the bootstrap itself, however, requires a sufficiently large amount of earthquakes. We tested if the number of earthquakes in our data was sufficient to produce a stable result. For the data in a distance bin, we picked subsets of data containing $N$ earthquakes, in which $N$ ranged from five to the number of available events. Then, we calculated model ranks using the data subsets containing different numbers of earthquakes. The stability of the resulting model ranks over increasing numbers of earthquakes is an indicator of the stability of the evaluation results.

**Results and Discussions**

**Japan**

The distinctness table for the GMMs of the distance bin 0–40 km (i.e., the nearest field) is given in Figure 7; the overall mVLogS calculated using the whole data subset (i.e., no bootstrap needed) are also shown in the same figure. The model ranks versus distance bins are given in Figure 8. The ranks for the distance bin 0–40 km in Figure 8 are identical to those shown in Figure 7; Figure 8 is essentially a summary of the model ranks shown in various figures such as Figure 7 but for different distance bins. In the near field ($R_{rup} < 50$ km), 2014CY appeared to be the best model; in the far field ($R_{rup} > 50$ km), 2014ASKjp performed the best. Each NGA-West2 GMM showed a general improvement over its predecessor; NGA-West2 GMMs as a group also performed better than NGA GMMs, especially in the far field. In the following, we discuss three issues based on the model ranks.

**Regional versus Global GMMs.** In the far field ($R_{rup} > 50$ km), three Japanese models (1999SM, 2002MO, and 2006KNM) outperformed the NGA models, although the newest NGA-West2 models were still better. Such improvement in performance of regional models in the far field is often interpreted as the anelastic attenuation dominating the regional characteristics of ground motions (see, e.g., fig. 11 of Boore et al., 2014). In an outstanding case, 2014CB was found to have similar performance, in the far field, with the three above-mentioned Japanese models, although it is more sophisticated and more than a decade newer.
The rank of each model, calculated by equation (1), is given in the last column. The distinctness index of each pairwise comparison (based on 300 cluster bootstrap samples) is given in the intersecting box of a model pair. A positive value means model \( i \) (indicated in the leftmost column) is better than model \( j \) (indicated in the topmost row) when data correlation and result variability have been taken into account. Negative values are underlined. The multivariate logarithmic scores (mvLogS) given in the second-to-last column are computed using the whole dataset (i.e., no bootstrap). The rank of each model, calculated by equation (1), is given in the last column. The color version of this figure is available only in the electronic edition.

**Previous studies on the applicability of NGA GMMs to Japan (Nishimura, 2010; Beauval et al., 2012; Delavaud et al., 2012)** generally concluded that Japanese models outperformed foreign models when evaluated using Japanese data. Part of their results was confirmed in the current study: in the far field (\( R_{up} > 50 \text{ km} \)), three Japanese GMMs (1999SM, 2002MO, and 2006KNM) performed better than the four NGA GMMs. In the near field, however, Japanese GMMs did not perform better than the NGA GMMs. The previous studies did not separately evaluate near- and far-field data. Because far-field data often dominate the dataset (as can be seen in Fig. 3), conclusions from previous studies were probably restricted to the far field.

For the magnitude range of our data (\( M_w \) 5.5–6.6), the hazard is likely dominated by near-field ground motions. The performance for NSHMJ14, which is largely based on a modified form of 1999SM, may, therefore, improve if an NGA or NGA-West2 GMM has been used, even if those GMMs are not optimized for Japan. The performance gain in newer GMMs over dated Japanese GMMs could come from various factors, including the use of a larger dataset, the more sophisticated variability structure (sigmas), and the special treatments to near-field effects, such as a buried fault and hanging wall. More than half of the records in the 0–40 km bin had a horizontal distance within 10 km from the fault strike (the parameter \( R_s \) of the NGA-West2 flat file), and so near-field effects should be noticeable. A new Japanese GMM taking into account all the above factors may perform comparable to or better than the current state-of-the-art GMMs represented by the NGA-West2 GMMs. Prospective evaluation of such a new regional model, however, will not be possible in the near future.

**Performance Gain for Regional Optimization.** We found a mixed result regarding the performance gain of the regional optimization of NGA-West2 GMMs. For 2014ASK and 2014BSS, the corresponding regional optimization (i.e., 2014ASKjp and 2014BSSjp) clearly outperformed the unmodified version; the effort spent on regional optimization is justified. The performance gain for 2014CBjp over 2014CB, however, was not unambiguous and fluctuated over distance. For 2014CY, the regional optimization clearly showed an adverse effect. The regional optimization of 2014CY involves three factors: the anelastic attenuation, the site effects (shallow and deep), and the within-event sigma. We implemented these three factors separately and found that the adjusted anelastic attenuation and sigma actually improved the prediction in the far field (\( R > 50 \text{ km} \); Fig. 9). It appeared that it was the adjusted site effects that adversely affected the model performance. The nonimprovement for 2014CYjp may imply some overfitting (e.g., Bindi, 2017). Our results show that, although a modeler’s decision on using a certain adjustment factor for ground-motion modeling may be physically sound, it is important to empirically verify the performance gain of a model complexity.

**Stability of Results.** Figure 10 shows the model ranks of the distance bin 0–40 km versus data subsets of increasing number of earthquakes. The ranks of GMMs with high ranks in this distance bin (2014CY, 2008CY, and 2014CB) were quite stable. The ranks for 2014ASK and 2014BSS exchanged a few times but kept staying at middle ranks. Models of low

---

**Figure 7.** Distinctness table for the Japan case for the distance bin 0–40 km. See Table 1 for the IDs of the ground-motion models (GMMs). IDs for global GMMs optimized for Japan end with \( \text{jp} \). The distinctness index of each pairwise comparison (based on 300 cluster bootstrap samples) is given in the intersecting box of a model pair. A positive value means model \( i \) (indicated in the leftmost column) is better than model \( j \) (indicated in the topmost row) when data correlation and result variability have been taken into account. Negative values are underlined. The multivariate logarithmic scores (mvLogS) given in the second-to-last column are computed using the whole dataset (i.e., no bootstrap). The rank of each model, calculated by equation (1), is given in the last column. The color version of this figure is available only in the electronic edition.
ranks also remained at low ranks. We consider that the results for the Japan case are stable enough for robust interpretation.

New Zealand

The distinctness table for the GMMs of the distance bin 0–40 km and the overall mvLogS calculated using the whole data subset are given in Figure 11. The model ranks versus distance bins are given in Figure 12. 2013B, a recent New Zealand model, performed well for PGA and SA at 0.3 s over a wide range of distance, and for SA at 1 and 3 s at the near field. The other New Zealand model, 2006M, which is the oldest among the evaluated GMMs, generally did not perform well, even though our data were not completely independent to it, and so the model should have had a slight benefit.

Similar to the finding in many other GMM evaluation studies (e.g., Delavaud et al., 2012, their table 7), we also found the relative performance of GMMs at different spectral periods not entirely the same. For example, in the near field ($R_{rup} < 50$ km), 2014ASK and 2008AS performed less well for SA at 3 s than at shorter periods. We did not find any GMMs that had consistently good performance over all spectral periods. For PGA, 2013B, 2014CB, 2014CY, and 2008CY performed the best. For SA at 0.3 s, 2013B, 2014ASK, 2008AS, and 2008CY performed the best. For SA at 1 s, no GMMs consistently ranked high over distance. For SA at 3 s, 2014CY performed generally well over distance.

Comparison with the Japan Case. The model performances for New Zealand differed from those of Japan on two issues. First, the model ranks for New Zealand were more stable over distance; GMMs that ranked consistently well over distance could be found (e.g., 2013B and 2014CB for PGA, 2013B for SA at 0.3 s, and 2014CY for SA at 3 s), although GMMs of ranks that fluctuated much over distance were also seen (e.g., 2014ASK). Comparatively, the relative performances of GMMs over distance for the Japan case (Fig. 8) were more unstable. This could be a result of the general observation (e.g., as found in NGA-West2 GMMs) that the

![Figure 8. Model ranks for the Japan case versus distance bins. See Table 1 for the IDs of the GMMs. IDs for global GMMs optimized for Japan end with jp. The color version of this figure is available only in the electronic edition.](image_url)

![Figure 9. Model ranks for the Japan case versus distance bins. Only the various versions of 2014CY are shown. Each version is a combination of the three adjustments of anelastic attenuation (an), shallow soil amplification (site), and sigma (sig).](image_url)
anelastic attenuation for New Zealand is not particularly different from the global average, while that for Japan is more notable. The direct consequence of this observation is that regional models do not have particular advantage in performance over global models in the far field; this matches our results: the relative performances of 2006M and 2013B did not increase with distance. For SA at 1 s, the performance of 2013B, in fact, decreased with distance.

Second, we did not see an unambiguous performance gain of the NGA-West2 models over the NGA models they superseded in the New Zealand case, as we found in the Japan case. We saw a few cases that an NGA-West2 GMM consistently outperformed its predecessor, for example, 2014CB and 2014BSS for PGA, 2014CB for SA at 1 s, and 2014CY for SA at 3 s. There were also occasions that NGA-West2 GMMS did not perform much differently than its predecessor (e.g., 2014ASK for PGA and SAs at 0.3 and 1 s) and that NGA-West2 GMMS were outperformed by its predecessor (e.g., 2014CY for SA at 1 s and 2014BSS for SA at 3 s). Some workers recommend against using superseded GMMS (Cotton et al., 2006, p. 139, point 4; Bommer et al., 2010, p. 791, point 4). This recommendation is not always followed (e.g., Edwards et al., 2016, p. 1842) because some workers are more confident in older models that have been tested and verified. Our results show that it is important to quantify the improvement of a new model over its predecessor by an empirical evaluation such as the current study, instead of following the philosophical argument that the new model is expected to be better than an old one.

To compare more directly the results between the New Zealand and Japan cases, we separately analyzed the PGV predictions for the New Zealand data, although PGV is not a metric commonly used in New Zealand for seismic hazard analysis. The two New Zealand models (2006M and 2013B) do not provide PGV predictions, and therefore were excluded from this analysis.

The results (Fig. 13) show that GMMS ranked differently in the two regions. 2014ASK, its predecessor 2008AS, and 2014BSS performed the best for PGV predictions for New Zealand. The good performance of 2014CY and 2004CB in the near field for Japan was not seen for New Zealand. Similar to the results for other spectral periods for New Zealand, the model performances over distance were stable for PGV for New Zealand; this stability was not found in the Japan case. Unlike the results for other spectral periods for New Zealand, the performance gain of NGA-West2 GMMS over their corresponding NGA GMMS was quite clear for PGV; this feature was also found in the Japan case.

Stability of Results. Figure 14 shows the model ranks of the distance bin 0–40 km versus data subsets of increasing number of earthquakes. Similar to what we found in the Japan case (Fig. 10), GMMS in groups of high, middle, and low ranks remained in the same group. This stability demonstrates the robustness of our results. These groups, however, appeared to contain more GMMS than those in the Japan case, indicating a smaller degree of stability. For example, for PGA, the performance of 2014ASK, 2008AS, 2014CB, 2014CY, and 2008CY were quite mixed; the same was found for 2014ASK, 2008AS, and 2013B for SA at 0.3 s, for 2014ASK, 2008AS, 2013B, and 2008CY for SA at 1 s, and for 2013B, 2014CY, and 2008CY for SA at 3 s. One reason for this is that the performance gain for NGA-West2 GMMS over their corresponding predecessors was found to be less clear. The ranks of an NGA/NGA-West2 pair, therefore, often exchanged when more data were used. We consider that this degree of stability is sufficient to support our interpretations of the results of the New Zealand case; it confirms again that NGA-West2 GMMS are not always better than their corresponding predecessors. A measure of result stability in a model evaluation study would demonstrate the epistemic uncertainty of

Figure 10. Model ranks of the Japan case for the distance bin 0–40 km versus data subsets of increasing number of earthquakes. See Table 1 for the IDs of the GMMS. IDs for global GMMS optimized for Japan end with jp. The color version of this figure is available only in the electronic edition.
The rank of each model, calculated by equation (1), is given in the last column. The mvLogS given in the second-to-last column are distinctness index of each pairwise comparison (based on 300 cluster bootstrap samples) is given in the intersecting box of a model pair.

Figure 11. Distinctness table for the New Zealand case for the distance bin 0–40 km. See Table 1 for the IDs of the GMMs. The distinctness index of each pairwise comparison (based on 300 cluster bootstrap samples) is given in the intersecting box of a model pair. A positive value means model \(i\) (indicated in the leftmost column) is better than model \(j\) (indicated in the topmost row) when data correlation and result variability have been taken into account. Negative values are underlined. The mvLogS given in the second-to-last column are computed using the whole dataset (i.e., no bootstrap). The rank of each model, calculated by equation (1), is given in the last column. The color version of this figure is available only in the electronic edition.

GMMs; modelers should carefully consider this when analyzing the seismic hazard for New Zealand.

Comparison with Van Houtte (2017). Van Houtte (2017) compared the model performance between NGA-West2 models and the two New Zealand models (2006M and 2013B) based on the LLH score and residual analysis. His results are not directly comparable to ours for various reasons. First, he used ground motions with distances up to 200 km, whereas we evaluated the model performance by distance groups. Second, he used all events with \(M_w > 5\) from the database of Van Houtte et al. (2017), whereas we used the same magnitude range but fewer earthquakes because we ensured only prospective (to all GMMs except

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2006M</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
<td>0.93</td>
<td>0.92</td>
<td>0.90</td>
<td>0.89</td>
<td>0.89</td>
<td>0.88</td>
<td>0.72</td>
</tr>
<tr>
<td>2008AS</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
<td>0.93</td>
<td>0.92</td>
<td>0.90</td>
<td>0.89</td>
<td>0.89</td>
<td>0.88</td>
<td>0.72</td>
</tr>
<tr>
<td>2008BA</td>
<td>0.92</td>
<td>0.97</td>
<td>0.98</td>
<td>0.91</td>
<td>0.89</td>
<td>0.87</td>
<td>0.86</td>
<td>0.86</td>
<td>0.85</td>
<td>0.71</td>
</tr>
<tr>
<td>2008CB</td>
<td>0.93</td>
<td>0.94</td>
<td>0.91</td>
<td>0.88</td>
<td>0.86</td>
<td>0.84</td>
<td>0.83</td>
<td>0.83</td>
<td>0.82</td>
<td>0.70</td>
</tr>
<tr>
<td>2008CY</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td>0.94</td>
<td>0.83</td>
</tr>
<tr>
<td>2013B</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.85</td>
</tr>
<tr>
<td>2014ASK</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.85</td>
</tr>
<tr>
<td>2014BSS</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
<td>0.84</td>
</tr>
<tr>
<td>2014CY</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.85</td>
</tr>
</tbody>
</table>
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Third, data correlation, which is a major reason for us to use the multivariate logarithmic score, was not explicitly taken into account in Van Houtte (2017). With all the differences between the two studies, both showed that 2006M generally did not perform well and 2013B generally performed well. This is, therefore, likely a robust result.

There are quite a few differences between the results of Van Houtte (2017) and our study. For example, Van Houtte (2017, his fig. 10a) showed that, for short spectral periods ($\leq 0.3$ s), 2014CY performed better than other NGA-West2 models; our results do not show 2014CY to be better than other NGA-West2 models, except for long periods (3 s) or PGA in the near field. Van Houtte (2017) showed that 2013B performed well for short spectral periods ($\leq 0.4$ s), whereas the good performance of 2013B was found to be more general in our results. The generally good performance of 2013B shown in our study is probably a more reasonable result because 2013B is a contemporary model made for the region. This more reasonable result may imply that our evaluation method has better utilized the information provided by the GMMs and the data (see also the Notes on the Evaluation Method section).

**Figure 12.** Model ranks of the New Zealand case versus distance bins. See Table 1 for the IDs of the GMMs. The color version of this figure is available only in the electronic edition.

**Insights from Hazard Model Disaggregation.** The use of GMMs on seismic hazard modeling often involve extrapolation because the available data seldom cover the whole range of parameters of interest (e.g., magnitude and distance); the model behavior outside the range of available data is often constrained by only physics models. For empirical evaluation of GMMs, the GMMs are also seldom evaluated directly in the same parameter space that is used in a seismic hazard model. To assess how close the parameter space of the test data being used for model evaluation is to that used in a seismic hazard model, it is necessary to conduct the evaluation study together with the corresponding seismic hazard analysis. This was not often performed in published studies of GMM evaluation, presumably because published models for seismic hazard are often not easily reproducible. For example, we do not have access to the full model of NSHMJ14, so here we focus on NSHMNZ.

Figure 15 shows the disaggregation of NSHMNZ at the densely populated central areas of six New Zealand cities. For places such as Palmerston North and Wellington, the seismic hazard is dominated by large earthquake ($M \sim 7.5$). It may never be possible to empirically evaluate GMMs suitable for these places in a statistically rigorous
sense because data from large earthquakes are always sparse, even in the future. GMMS suitable for these places are therefore the least constrained; the modeler may need to pay special attention to the epistemic uncertainty. For places such as Auckland and Tauranga, the seismic hazard is dominated by moderate earthquakes (M 5–6) at short distances (R < 30 km). Our available data (Fig. 5) cover this range, and so our evaluation results are more relevant to those places.

Effects of Peak Definition

The definition of peak motion used in the observed and predicted ground motions might not be the same in our analysis. The peak definitions of each GMM are given in Table 1. The observation for Japan (New Zealand, respectively) was based on the larger of the two horizontal components (RotD50, respectively). For the Japan case, the three GMMS with the same peak definition as the observation (i.e., 1995MY, 1999SM, and 2002MO) generally did not perform better. The inconsistency in peak definitions between the observed and predicted ground motions, therefore, do not affect our results.

Boore (2010, his fig. 3) reported that the difference between the RotD50 and the GMRotI50 was in average about 3% (or 0.03 log unit) for spectral periods up to about 3 s. Van Houtte et al. (2017, his fig. 1b) reported that the difference between the geometric mean and the RotD50 was also about this degree. Given that the effect of peak definition is likely small, we did not convert one peak definition to the other because we did not want to introduce another factor to affect the model performance. For New Zealand, the good-performing 2013B (based on GMRotI50) does not use the same peak definition as the observations (based on RotD50). The consistency of peak definition with the observation might have contributed to the usually better performance of NGA-West2 models (based on RotD50) over NGA models (based on GMRotI50).

Logically, the definition of peak motion used by a GMM should be the same as that of applications of GMMS, such as a hazard model or structural designs standard. This will make both applications and model testing easier. The current practice to use a GMM often involves conversions between peak definitions (e.g., Beyer and Bommer, 2006), which introduces uncertainty. We hope future ground-motion modelers will consider using a peak definition that is consistent with their target applications.

Notes on the Evaluation Method

Although the overall mvLogS provides a sense of how similar the two models are, we used the DI to measure the relative performance of a model pair because this metric takes variability of the score into account. These two metrics sometimes give apparently inconsistent results. For example, 2014CY has positive DIs with respect to all other GMMS, and so is ranked 1 (Fig. 7). Its overall mvLogS, however, is not the lowest; both 2014CJjp and 2014CB have slightly lower scores than that. We consider that 2014CY performs better than 2014CJjp and 2014CB despite its slightly higher score because its positive DIs with respect to the two indicate

![Figure 13](image-url). Model ranks of Next Generation Attenuation (NGA) and NGA-West2 GMMS for peak ground velocity (PGV) predictions for New Zealand (left) and Japan (right) versus distance bins. See Table 1 for the IDs of the GMMS. The color version of this figure is available only in the electronic edition.
that, when the data change, 2014CY more often score better than them; the whole dataset is actually an uncommon case that 2014CBjp and 2014CB score better. Whether two models are similar in performance and whether one is better than the other are the two pieces of information indicated by the mvLogs and the DI, respectively. For example, the similar overall mvLogS indicate that 2014CY is similar to 2014CB. The DI of the former respective to the latter (close to 1), however, indicates that 2014CY is very likely better than 2014CB. We recommend that the relative performance of GMMs should be evaluated, taking into account the variability of the evaluation result.

Mak, Clements, and Schorlemmer (2017) pointed out some potential pitfalls of the widely used evaluation method based on the univariate logarithmic score (i.e., the LLH) and the simple bootstrap (hereafter, conventional approach). We investigated the difference between the results based on this conventional approach and our method (described in the Method section and Mak, Clements, and Schorlemmer, 2017) for the Japan case in the near field. We computed the LLH scores using 300 resampled datasets based on the simple bootstrap. The average model performance and its uncertainty are represented by the mean and standard error of the sample scores. Figure 16 shows that a large number of GMMs (e.g., 2014CB, 2014BSS, and 2008CY; 2014ASK and 2008BA) appear to have similar performance under the conventional approach; the ranges of their LLH overlap significantly with each other. Our new approach, however, shows that the mentioned GMMs are clearly different in performance from each other because the corresponding DIs are near 1 or −1 (2014CB vs. 2014BSS: DI = 0.95; 2014CB vs. 2008CY: DI = 0.79; 2014ASK vs. 2008BA: DI = 0.78; see Fig. 7). Conversely, the difference between 2002MO and 2006KNM appear to be clear by the conventional approach because their ranges of LLH separate (Fig. 16), while our new approach shows the opposite because their DI (= 0.35) is close to zero. Because the method we used takes into account the data correlation, preserves the data correlation during the bootstrap process, and compares likelihoods only when they are comparable, we consider the results based on our approach more logical.

For the New Zealand case, the results obtained by the conventional approach is summarized in Figure 17, extracted from Van Houtte (2017, his table 1; for PGA). In his results, 2013B and 2014CY appear to be somewhat comparable, so are 2014CY and 2014ASK, and 2014CB and 2014BSS; their ranges of scores overlap with each other. Our results based on the DI (Fig. 11, top left for PGA) would lead to different...
conclusions: 2013B and 2014CY are clearly different (DI = 0.91, close to 1); 2014CB and 2014BSS are quite different (DI = 0.73); while 2014CY and 2014ASK are more similar (DI = −0.31).

To fully understand the meaning of the DI, one could refer to its original frequentist meaning. Technically, this is to replace the modified indicator function of equation 9 in Mak, Clements, and Schorlemmer (2017) by the usual indicator function, equivalent to computing \( x = (\text{DI} + 1)/2 \), in which \( x \) is the frequency that one model performs better than the other. In this sense, a DI of 0.73 for 2014CB with respect to 2014BSS means that the former performed better than the latter in 87% of the bootstrap samples.

Figure 15. Disaggregation of the National Seismic Hazard Model for New Zealand of a 475-year return period based on 2013B, PGA, and \( V_{30} = 300 \) m/s for (a) Auckland, (b) New Plymouth, (c) Palmerston North, (d) Rotorua, (e) Tauranga, and (f) Wellington. The color scale shows the contribution to hazard for earthquakes of each magnitude–distance bin. The color version of this figure is available only in the electronic edition.

Summary

We empirically evaluated the performance of four Japanese GMGs, four NGA models, and four NGA-West2 models using the observed PGV of 13 Japanese shallow crustal earthquakes with magnitudes 5.5–6.6 that has not been used in the model fitting. We paid due respect to the correlation structure of the models and the variability of the results. We found that:

1. NGA-West2 models performed generally better in all the near medium and far fields than both NGA and Japanese models. In the near field \( (R_{rup} < 50 \text{ km}) \), Chiou and Youngs (2014) performed better than other NGA/NGA-
West2 and Japanese models. In the far field ($R_{rup} > 50$ km), Abrahamson et al. (2014), with coefficients optimized for Japan, performed better than other models.

2. Our results are stable.

3. Some Japanese models outperformed the NGA models in the far field, highlighting the significance of the regional effect of attenuation.

4. The regional optimizations for two NGA-West2 models (Abrahamson et al., 2014; Boore et al., 2014) improved the model over a wide distance range. The effect of the optimization for Campbell and Bozorgnia (2014) was somewhat mixed, while that for Chiou and Youngs (2014) had an adverse effect. This highlights the need to independently test a model before its implementation in seismic hazard analysis, even if the model is developed based on seemingly sound physics.

Our results imply that seismic hazard assessments for Japan can be improved if state-of-the-art NGA-West2 models are adopted, or new Japanese models that include the additional factors considered by NGA-West2 models, such as near-field effects and more sophisticated correlation structures, are being developed.

We empirically evaluated the performance of two New Zealand GMMs, four NGA models, and four NGA-West2 models using observed PGA and SAs (at 0.5, 1, and 3 s) of 14 New Zealand shallow crustal earthquakes with magnitudes 5.07–7.85. We paid due respect to the correlation structure of the models and the variability of the results. We found that:

1. Bradley (2013), a recently developed regional model for New Zealand, performed well over a wide range of distance for PGA and SA at 0.3 s, and for the near field for SAs at 1 and 3 s. In the near field, there are other models with performance comparable to Bradley (2013), such as Abrahamson et al. (2014) for SAs at 0.3 and 1 s and Chiou and Youngs (2014) for SA at 3 s.

2. Our results are stable but to a less degree compared with the results for Japan. We can identify groups of GMMs with good performance. The relative performance of the models within the group, however, may change when more data become available. This identifies an epistemic uncertainty for GMMs for New Zealand that hazard modelers should observe.

3. The performance gain of NGA-West2 models over their corresponding predecessors is mixed and depends on spectral period. There are occasions for which a superseded NGA model performed similar to or even better than the corresponding NGA-West2 model. This highlights the need to independently test a model before its implementation in seismic hazard analysis, even if the model is developed based on seemingly sound physics.

Our results imply that the epistemic uncertainty for the seismic hazard for New Zealand could be better captured if state-of-the-art global GMMs are adopted.

Our results imply that the question of whether a regional GMM should be preferred to a global model may not have a general answer. We found both the case of global models outperforming contemporary regional models (NGA vs. Japanese models) as well as the case of a regional model performing comparably with global models (NGA-West2 models vs. Bradley, 2013). It appears that the only clear answer is that GMMs are better first tested using independent data before being implemented in seismic hazard analysis.

Figure 16. Univariate logarithmic scores (LLH) computed from the near-field data group for Japan. The mean LLH (based on 300 bootstrap samples) is denoted by a cross. The error bar denotes the standard error of the mean. Smaller values of LLH indicate better model performance. Refer to Table 1 for model IDs.

Figure 17. Univariate logarithmic scores (LLH) and their variability for PGA from Van Houtte (2017, his table 1). The standard error of the LLH is denoted by the error bar. Smaller values of LLH indicate better model performance. Refer to Table 1 for model IDs.
Data and Resources

The NGA-West2 flatfile inspected in this study is available online (peer.berkeley.edu/ngawest2/databases/). The 2014 version of the National Seismic Hazard Maps for Japan (NSHM14), published (in Japanese) by the Earthquake Research Committee, The Headquarters for Earthquake Research Promotion, is available online (www.jishin.go.jp/evaluation/seismic_hazard_map/shm_report/shm_report_2014/). The Japan Meteorological Agency (JMA) catalog is available at www.jma.go.jp. Moment magnitudes for Japanese earthquakes were downloaded from F-net (www.fnet.bosai.go.jp/fnet). Strong-motion records for Japan were downloaded from K-NET/KiK-net (www.kyoshin.bosai.go.jp/kyoshin). The deep sediment model used to compute the basin depth (Table S2) was downloaded from the Japan Seismic Hazard Information System (JSHIS; www.j-shis.bosai.go.jp/map/JSHIS2/download.html?lang=en). The finite-fault model for Maeda and Sasatani (2009) was obtained directly from Takahiro Maeda (Natural Research Institute for Earth Science and Disaster Prevention [NIED]). The finite-fault model for Asano and Iwata (2006) was downloaded from SRCMOD (equake-rc.info/SRCMOD). The finite-fault model for the 2006 offshore Izu Peninsula earthquake was inferred from a figure produced by the Geospatial Information Authority of Japan (www.data.jma.go.jp/svd/eqev/data/sourceprocess) and partly from Koji Sakota (JMA) directly. The finite-fault model for Fukushima et al. (2013) was obtained directly from Yo Fukushima (Tohoku University). The finite-fault model for Hikima (2014) was obtained directly from Kazuhiro Nakano (Tokyo Electric Power Company [TEPCO]). The finite-fault model for GSI (2015) was obtained directly from Tomohiro Kobayashi (GSI). The within-event and between-event sigmas for Kanno et al. (2006) were obtained partly from Tatsuji Kanno (Kyushu University). The plate boundary data used in Figures 1 and 4 were prepared by Peter Bird (Peterbird.name/publications/2003_PB2002/2003_PB2002.htm). Predicted ground motions for some ground-motion models (GMMs) were computed using the OpenQuake Hazard Library (https://github.com/gem/oq-hazardlib). Figures 1 and 4 were prepared using Generic Mapping Tools (Wessel et al., 2013). The above webpages were last accessed on January 2016. The strong-motion flat file for New Zealand was downloaded from GeoNet (info.geonet.org.nz/display/appdata/The+New+Zealand+Strong-Motion+Database, last accessed April 2017).
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Appendix

Potential Problem in Partitioning Residuals of a Biased Model

Residual analyses in the literature often partition residuals of a ground-motion model (GMM) into the between-event and the leftover residuals (called the within-event residuals, when the correlation structure of the GMM includes only the correlation by event). Such partitioning requires subtracting the event terms from the residuals. It is worth noting that the event term is not directly observable. It is merely a construct used in a mixed-effect model. Event terms are estimated by assuming that the model is unbiased, a natural assumption during the model-creation process. In an empirical evaluation of GMMs for the purpose of assessing the relative performance of models using new data that the models are not fitted to, however, such an assumption could be inappropriate.

Figure A1 illustrates a possible consequence for a residual analysis based on partitioned residuals. Suppose a GMM can predict the actual mean ground motion (in logarithmic scale) well, except for a bias in the far field (Fig. A1a).
The total residuals (Fig. A1b) demonstrate this bias correctly. To partition the residuals, one needs to estimate the event term. An approximation of the event term is the mean residual for the event (e.g., Shoja-Taheri et al., 2010, their equations 1–4). The leftover residuals (Fig. A1c) will then show a bias in both the near and the far fields, an artifact due to the abovementioned bias. What we have shown here is a simple bias versus distance. A more complicated bias that involves multiple factors could lead to other apparent features. Interpretations (or even more dangerously, overinterpretations) of these apparent features are often not conducive to understanding the model performance.

Residual partitioning is even more problematic for GMMs of more complicated correlation structures (e.g., Al Atik et al., 2010). Model bias could be distributed into more components, leading to even more uninterpretable patterns. In the current study, we did not use residual partitioning to evaluate the relative performance of GMMs.