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Quantifying interface responses with seismoelectric spectral ratios
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SUMMARY
We investigate seismoelectric (SE) signals accompanying seismic waves radiated from earthquake sources. SE signals are mostly generated from compressional portions of seismic waves by electrokinetic coupling. They contain coseismic electric fields travelling with seismic wave velocity and interface response (IR) waves, which originate at layer interfaces and travel with electromagnetic wave speed. IR wave amplitudes are sensitive to contrasts in poroelastic and electric rock parameters. We introduce SE spectral ratios (SESRs) as a tool to evaluate the influence of IRs on the overall SE signal independently of the earthquake source–time function. Based on data from Northern Chile we show that SESRs show a site specific frequency dependence with a trend of decreasing amplitudes towards increasing frequency. Modelling results reveal that the specific frequency dependence of the SESRs is caused by IRs excited at depths of some hundred metres underneath the recording stations. We analyse the SESR sensitivity towards porosity, permeability, fluid salinity and the depth of the interfaces. We verify that observed SESRs can be reproduced through forward modelling and linearized inversion based on realistic subsurface parameters.
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1 INTRODUCTION
On multiple occasions a great resemblance has been observed between seismograms and electric signals of earthquakes (e.g. Honkura et al. 2000; Nagao et al. 2000; Matsushima et al. 2002; Huang 2011; Gao et al. 2016; Dzieran et al. 2019). A variety of explanations for this phenomenon exist, such as piezoelectric origins (Huang 2002) or a seismic dynamo effect, suggesting that the electric signals are induced by a conductive crust vibrating in the Earth’s magnetic field (e.g. Honkura et al. 2000; Matsushima et al. 2013; Gao et al. 2014). At present, the most widely accepted explanation is electrokinetic coupling caused by fluid movement relatively to pore surfaces (e.g. Gao & Hu 2010; Gershenzon et al. 2014; Ren et al. 2014; Gao et al. 2016).

The theory of electrokinetic coupling has been investigated sporadically since the mid of the last century (e.g. Ivanov 1939; Frenkel 1944; Thompson & Gist 1993). An essential step forward in the quantitative understanding of this effect was made by Pride (1994), who developed a set of macroscopic equations for the coupling between the seismic and electromagnetic (EM) waves in a fully saturated medium based on Biot’s theory (Biot 1956, 1962) and Maxwell’s equations. Pride’s theory provided the basis for further investigations on the electrokinetic effect (e.g. Haartsen & Pride 1997; Jardani et al. 2010; Ren et al. 2010; Schakel et al. 2011; Grobbe & Slob 2016). Garambois & Dietrich (2001) used Pride’s theory to derive transfer functions between the seismic and electric field in the seismic frequency range. Warden et al. (2013) extended Pride’s formulae to partially saturated media. An alternative approach for partially saturated media was developed by Revil & Mahardika (2013) and Jardani & Revil (2015). In 2016, Jouniaux & Zyserman published a review on electrokinetically induced seismoelectric (SE), electroseismic and seismomagnetic signals for Earth sciences.

During the passage of seismic waves the electrokinetic effect creates two types of EM waves forming the so-called SE field: coseismic waves and interface responses (IRs).

The electric coseismic wave is an electric signal coupled to the seismic wavefield, travelling with the same velocity. According to Garambois & Dietrich (2001), the electric field amplitudes of these waves are directly proportional to ground acceleration connected with compressional movement. Numerical studies showed that SH waves are also accompanied by coseismic electric signals, however their amplitudes are expected to be much smaller than those caused by P waves (Bordes et al. 2015; Zyserman et al. 2016). Therefore, it may appear surprising to observe large coseismic SE arrivals during the S-phase of the wave train (Fig. 1a). However, this apparent contradiction is solved by considering that SV waves are also likely to cause volumetric changes by S-to-P conversion at the Earth’s surface and internal interfaces (Fig. 1b).

IRs, sometimes also called ‘converted waves’, are created when the seismic wave crosses an interface and the electric current balance, binding the coseismic electric field to the seismic wavefield,
ICs are generated not only from the generating wave (Fig. 1b). Like coseismic arrivals, ICs are wave train depending on the depth of the interface and the type of the generating wave (Fig. 1b). Like coseismic arrivals, ICs are generated not only from P waves but also from S waves via S-to-P conversion. Furthermore, Zyserman et al. (2016) recently showed that ICs, resulting from SH waves via induction processes between the magnetic and electric field, can reach significant amplitudes.

ICs are sensitive to porosity, permeability, fluid salinity and fluid viscosity (Garambois & Dietrich 2002) and consequently are of great interest for a hydraulic characterization of the subsoil. SE measurements with artificial sources have shown that IC arrivals can be identified in seismoelctrograms and used for surveying the vadose zone and near-surface aquifers (e.g. Dupuis et al. 2007; Strahser et al. 2011; Rabbel et al. 2019). In these cases, IC arrivals could be detected and digitally processed with multichannel recording by using the very large apparent velocity of IC arrivals on seismoelctrograms as an identification criterion.

In comparison to these near-surface measurements, it is much more difficult to find direct evidence of IC arrivals in earthquake records. This is mainly for two reasons: (1) The electric field is typically recorded with magnetotelluric stations at station spacings too large for array analysis, which is why the apparent slowness of IC arrivals cannot be used as an identification criterion. (2) The amplitudes of IC waves are usually small compared to the ambient noise, which makes detection of IC events difficult even if they precede the seismic first break.

Motivated by the frequent observation of clear SE arrivals from earthquakes on telluric records we have investigated a way to identify IC arrivals despite these difficulties in order to develop their information content for subsurface characterization. The starting point of the considerations presented in the following is that coseismic SE signals and seismic ground acceleration can be expected to be proportional if the theory of Pride (1994) and the low-frequency approximation of Garambois & Dietrich (2001) hold. The factor of proportionality depends only on near-surface soil properties and—in the low-frequency limit—not on frequency. Thus, the presence of ICs in the SE record should lead to deviations from this proportionality and independence of frequency.

SE and seismic field records of signals from natural sources (earthquakes) clearly depend on the source spectra. For making the results of the analysis of different earthquakes comparable to each other the source spectra have either to be accounted for or to be eliminated in the analysis. The latter can be realized without detailed knowledge of the source by forming the ratio of the frequency spectra of the SE and the seismic field records. We name this ratio SESR (SE spectral ratio; Dzieran et al. 2019).

The subject of this paper is to quantify the influence of ICs on the SE signals, their spectra and on the SESRs. We have structured the paper in the following way: first, we will explain the concept of the SESRs and their physical significance (Section 2). Next we will present SESRs calculated for three earthquakes from the subduction zone in Northern Chile at three different stations (Section 3). Last, we will present synthetic SESRs derived by forward modelling and inversion to evaluate the SESR approach and investigate the sensitivity of the SESRs with respect to parameter variations of the subsurface (Section 4).

2 SEISMOELECTRIC SPECTRAL RATIOS

SE signals from earthquakes are a mixture of coseismic signals and ICs. To evaluate the influence of the ICs in the signal composition we use the ratio of the electric and seismic amplitude spectra.

For defining the SESR formula we make the following two assumptions:

(1) The horizontal components of the coseismic electric field and ground acceleration, both measured at the Earth’s surface, are proportional to each other, according to Garambois & Dietrich (2001).

(2) In the analysis we consider the principal components of the horizontal electric and seismic fields, $E(t)$ and $U(t)$, which are de-
The ratio of the SE and the seismic field in the frequency range thus equals a multiplication leading to
\[ E(\omega) = GE(\omega) \cdot SF(\omega) \]
\[ \ddot{U}(\omega) = G\ddot{U}(\omega) \cdot SF(\omega). \]

The ratio of the SE and the seismic field in the frequency range thus is
\[ \text{SESR}(\omega) = \frac{E(\omega)}{\ddot{U}(\omega)} = \frac{GE(\omega)}{G\ddot{U}(\omega)}. \]

With reference to the method of the standard spectral ratio (SSR) first introduced by Borchert (1970), we suggest calling this ratio the ‘seismoelectric spectral ratio’ (SESR).

Coseismic signals are proportional to seismic acceleration, which is why the respective Green’s functions and their spectra should follow the same frequency trend. Consequently, if an SE event consisted purely of coseismic signals, the frequency dependency of the two Green’s functions as well as the source function should cancel each other out, resulting in a constant SESR. If on the other hand the coseismic signals were mixed with IRs, the SE spectrum would deviate from the coseismic spectrum and the corresponding seismic spectrum leading in this case to a frequency-dependent SESR.

To illustrate this, we computed synthetic seismic and SE spectra for a half-space model that includes an interface 5 km above the source. The receiver for which the spectra are calculated is situated 100 m above the interface in an epicentral distance of 50 km, which means, that the offset is ten times larger than the source depth. For simplicity only the signals related to the fast \( P \) wave were included into the calculation. Details of the modelling can be found in Appendix A.

The normalized seismic and SE spectra as well as the corresponding SESRs can be seen in Figs 2(a)–(c). As expected, the seismic spectrum (Fig. 2a) and the coseismic spectrum (Fig. 2b, line II), are proportional to each other, while the SE spectrum including IRs (Fig. 2b, line I) deviates from this form. The resulting SESR of the full SE field therefore shows a decreasing trend, while the SESR from the coseismic field is frequency independent (Fig. 2c, lines I and II).

In the next section, we present SE field data recorded at epicentral distances that are a lot larger than the corresponding earthquakes’ source depths. Therefore the question needs to be addressed whether IRs can be expected to be recorded at these offsets. Garambois & Dietrich (2002) showed that IRs are developed over a Fresnel zone that is positioned directly beneath a source located at the Earth’s surface. However recent studies suggest that for incident angles larger than the critical angle \( \theta_c = \arcsin(v_{	ext{seis}}/v_{\text{EM}}) \), so called evanescent IRs are excited (Ren et al. 2015, 2018; Butler et al. 2018). The evanescent IRs are carried along the interfaces by the seismic waves and can therefore be detected further away from the source. Figs 2(d) and (e) show snapshots of the SE field as well as the IR for the same model configuration that was used to calculate the spectra and SESRs in Figs 2(a)–(c). When comparing Figs 2(d) and (e), one can see that IRs are excited at the locations, where the coseismic waves cross the interface, confirming that the IRs caused by the decreasing trend in the SESR is indeed evanescent. Therefore, SESRs are influenced by (evanescent) IRs even at large distances as shown in Fig. 2(c). Furthermore we expect that the shape of the SESRs decrease with increasing frequencies because the amplitudes of evanescent IRs decay approximately with \( \exp(-\omega p \Delta z) \), where \( p \) is the slowness and \( \Delta z \) the distance between receiver and interface (Ren et al. 2018).

In the next section, we present SESRs calculated for three earthquakes recorded on three different stations in Northern Chile to investigate whether our assumptions can in fact be confirmed by the field data.

### 3 Field Examples

We calculated SESRs for three earthquakes recorded by three different stations (cf. Fig. 3 for locations). The \( M_w \) 8.1 Pisagua–Iquique earthquake (EQ1) took place on 2014 April 1, and ruptured the central fraction of the Northern Chile–southern Peru seismic gap. A few minutes later a large aftershock of magnitude 6.5 occurred (EQ2). In the early morning of 2014 April 3, the largest aftershock was recorded with a magnitude of 7.6 (EQ3). The ruptures of EQ1 and EQ3 propagated downdip over several tens of seconds with coseismic slips of 4.4 and 1.2 m, respectively. Overall, they broke a segment of 200 km (Schurr et al. 2014). Detailed information about the analysed earthquakes can be found in Table 1.

The three earthquakes were, among others, recorded on stations PB01, PB02 and PB09 of the permanent CX-network run by the Integrated Plate Boundary Observatory Chile (IPOC; GFZ & CNRS–INSU, 2006). The stations are equipped with FBA-EST accelerometers, which record the seismic acceleration with a sampling rate of 20 Hz. The electric field is measured by MT-stations along the north–south and east–west directions, also with a 20-Hz sampling rate. This relatively low sampling rate is an advantage as the Nyquist frequency lies at 10 Hz and therefore the SE recordings are not influenced by man-made harmonic noise, such as power lines for example. The electrode dipoles of the MT-stations consist of Ag–AgCl electrodes and have a length of approximately 80 m. Detailed information about the stations are listed in Table 2.

The following steps of data processing were applied to calculate the SESRs:

1. **Correction for instrument response and high-pass filtering:** after the instrument response was eliminated from the SE and seismic time-series, a 0.1-Hz high-pass filter was applied to minimize low-frequency influences. To eliminate sporadic anthropogenic bursts the data were despiked before the high-pass filter.

2. **Determination of the principal components of horizontal electric and seismic wavefields:** the orientation of the principal components was determined by hodogram analysis. The components were then computed by corresponding rotation of the sensor coordinate system.

3. **Calculation of amplitude spectra and SESR:** the amplitude spectra of the seismic and the SE traces were calculated with a fast
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Figure 2. Synthetic calculations for a half-space model including an interface 5 km above the source. The seismic spectrum (a), electric spectra (b) and SESRs (c) were calculated for a receiver at 50-km offset. (d and e) show the corresponding snapshots of the SE field and the IR.

Figure 3. Location of earthquake epicentres and recording stations of the CX-network (IPOC) in Northern Chile presented in this paper.

Table 1. Properties of earthquakes analysed in this paper. Details were provided by the GEOFON Data Centre (1993).

<table>
<thead>
<tr>
<th>Time</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Depth</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>EQ1</td>
<td>2014 April 1 23:46:49</td>
<td>−19.59°</td>
<td>−70.73°</td>
<td>34 km</td>
</tr>
<tr>
<td>EQ2</td>
<td>2014 April 1 23:49:27</td>
<td>−20.03°</td>
<td>−70.28°</td>
<td>16 km</td>
</tr>
<tr>
<td>EQ3</td>
<td>2014 April 3 02:43:17</td>
<td>−20.5°</td>
<td>−70.36°</td>
<td>37 km</td>
</tr>
</tbody>
</table>

Fourier transformation over a time duration of 150 s. The spectra were smoothed with the Konno–Ohmachi smoothing filter, for which the bandwidth is constant on a logarithmic scale (Konno & Ohmachi 1998). After that, the SESR was calculated as the ratio between the smoothed SE and seismic spectrum.

For the calculation of the SESR, we chose a time window of 150 s. This window includes the P- as well as the S-phase, which is problematic as the proportionality between the seismic acceleration and SE field is only valid for compressional waves. There are however several reasons why we chose to use the whole wave train. One of them is the low sampling rate of the measured data. If we only included the P-phase into our calculations the results would become numerically unstable due to the small number of samples. Additionally, because of the small SE amplitudes in the P-phase the signal-to-noise ratio is very low, meaning that the noise could easily influence our results. Lastly, we expect that due to scattering, SV and SH waves are also present in the P-phase and would not entirely be excluded if we restricted ourselves to that part of the wave train.
Table 2. Location, epicentral distances and electrode distances of the recording stations of the CX-network (IPOC).

<table>
<thead>
<tr>
<th>Station</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Epicentral distances to EQ1/EQ2/EQ3</th>
<th>Electrode distances (NS/EW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB01</td>
<td>−21.0432°</td>
<td>−69.4874°</td>
<td>207 km/139 km/109 km</td>
<td>81.4 m/80.3 m</td>
</tr>
<tr>
<td>PB02</td>
<td>−21.3197°</td>
<td>−69.8960°</td>
<td>210 km/148 km/103 km</td>
<td>84.8 m/80.9 m</td>
</tr>
<tr>
<td>PB09</td>
<td>−21.7964°</td>
<td>−69.2419°</td>
<td>289 km/223 km/185 km</td>
<td>80.0 m/80.8 m</td>
</tr>
</tbody>
</table>

Figs 4(a)–(c) show the time-series for EQ1, EQ2 and EQ3 on stations PB01, PB02 and PB09, respectively. The earthquakes are easily identified on all records. Compared to the seismic signal strength the electric signal strength is much smaller on stations PB01 and especially PB02 than on station PB09, showing that the transfer functions between the SE and electric field are site-dependent.

The SESRs were calculated for all earthquakes on each station (Fig. 4d). They all show a decreasing trend with increasing frequencies. Additionally, a great similarity can be found between SESRs on the same station. To compare the SESRs between the stations we calculated an average SESR for each location (Fig. 5). This reveals that although all SESRs share a similar tendency, the trend differs between the stations. On stations PB01 and PB09, the SESRs decrease equally up to 0.3 Hz. Above that frequency the gradients of the two slopes stay similar but the amplitude of the average SESR at station PB01 is higher than that at station PB09. At 4 Hz, the decrease of the SESR at station PB01 stops, so that the SESR appears almost flat above that frequency. Between 0.2 and 1.4 Hz the decrease of the SESR at station PB02 is slightly steeper than on stations PB01 and PB09, although above 1.4 Hz the rate of the decay is also decreasing.

The field data show that the SESRs are consistent for different earthquakes at the same station but differ among locations. The decreasing trend of the SESRs shows that the transfer function between seismic and SE signals depends strongly on frequency, which is in contrast to the frequency independence that is expected for pure coseismic signals. The agreement of the SESRs at each station in combination with the differences of SESRs between locations shows that the SESRs are probably more influenced by site effects than by actual earthquake characteristics. This supports our idea that IRs are causing the decreasing trends of the SESRs, although other effects should not be entirely excluded.

Figure 4. (a–c) Electric and seismic traces of EQ1–EQ3 recorded at stations PB01, PB02 and PB09. The SESR spectra were calculated for the data between the vertical black lines; (d) log–log plots of the SESRs of the data presented in panels (a)–(c).
Due to their fast attenuation, we expect that the IRs observed at the Earth's surface have to be excited in close vicinity to the recording stations as otherwise they would not influence the SE signals. The example calculated for a half-space model in Section 2 showed that we can expect evanescent IRs to influence SESRs recorded at large offsets (Fig. 2). The question is, how close to a station the IRs have to be excited to influence the SESRs significantly, considering that this is an $M_w$ 8.1 megathrust earthquake. In the next section, we therefore use synthetic data to evaluate our interpretation of the field data SESRs.

4 MODELLING

4.1 Modelling and SESR calculation

The numerical modelling was performed with a Fortran code developed by Garambois & Dietrich (2002) and extended by Warden et al. (2013) for unsaturated media. Based on the general reflectivity method the code models seismo-EM wave propagation in stratified media excited by point forces. We used the code to calculate the spectral Green's functions (impulse-type point source) of the seismic and SE fields in an $x,y,z$-Cartesian coordinate system, with $z$ pointing downwards. To investigate the IR contributions to the total signal we used the ability of the code to manually suppress the computation of IRs at selected interfaces and the free surface.

As an example, we chose to model the average SESR of station PB09 (Fig. 5), which we will further refer to as observed SESR. To obtain the corresponding modelled SESR, we calculated the seismic and SE Green's functions for a point force directed in the vertical direction, as we inferred from the SE traces (Figs 4a–c) that the S-phase is more prominent than the P-phase, which corresponds to the radiation pattern of the P- and S-phases from a vertical point force. The point force is located at 25-km depth and the receiver is positioned at the surface at a distance of 135 km in $x$-direction and $-190$ km in $y$-direction, which is roughly the epicentre of EQ1–EQ3.

We calculated the Green’s functions for a time duration of 409.6 s with a sampling rate of 20 Hz, which is similar to the sampling rate of the field data. The Green’s functions were smoothed as described in Section 3 and then divided to calculate the SESRs.

The parameters of our subsurface model are based on a seismic velocity model of Sick et al. (2006) and an electric resistivity model of Vargas (2016), both developed for the region around station PB09. For modelling the site effect we inserted two shallow sedimentary layers at the surface. By manually modifying the depth, porosity and salinity of the upper three layers we gradually adjusted the form of the modelled SESR to that of the observed SESR. We restricted ourselves to altering the uppermost soil properties as first tests revealed that the shape of the modelled SESR was most sensitive to the parameters in this depth range. The main input parameters of our final model as well as resulting subsurface properties are listed in Table 3 and shown in Fig. 6. Depth, porosity, permeability and fluid salinity values are direct input parameters, while the velocities and resistivity are calculated by the program. We assumed full saturation for all layers except the first, where we lowered the saturation to 75 percent. The detailed input parameters for our calculations can be found in Table B1 in the appendix.

4.2 Influence of interface responses

The modelled SESR agrees well with the observed SESR in the major part of the considered frequency interval (compare lines a and b in Fig. 7). A few deviations can be seen, especially for frequencies below 1.5 Hz, but the overall trend is well fitted. Thus we decided to use this model as a basis for further calculations.

To find out whether the shape of the SESR is influenced by IRs we calculated a comparative coseismic SESR without any IR (Fig. 7, line c). As expected, the resulting SESR is flat showing no significant frequency dependency. This proves that IRs are in fact responsible for the decreasing trend of the SESR.

When thinking about possible applications, it is necessary to know at which depth the IRs that influence the shape of the SESR are excited. We therefore calculated SESRs based on the same model, successively allowing IRs to be created at deeper interfaces. When IRs are only allowed from the interface at 100-m depth the SESR deviates significantly from the SESR calculated with IRs from all interfaces (compare lines a and d in Fig. 8). However, when allowing IRs from interfaces at 100- and 300-m depth, only a small deviation between that SESR and the original one can be seen in the low frequency range (compare lines b and d in Fig. 8). This shows that, at least for this model, the shape of the SESR is primarily influenced by the IRs created at the 100- and 300-m deep interfaces. To verify this conclusion we calculated the SESR for an SE field that only allows IRs created at interface deeper than 300 m (line e in Fig. 8). As expected, this SESR deviates from the coseismic SESR shown in Fig. 7 (line c) by a few per cent only and for frequencies smaller than 0.6 Hz. This confirms that the SESR is majorly influenced by the parameters in the upper three layers.

4.3 Influence of model parameters

Next we analyse the sensitivity of the SESR with respect to the different input parameters of the model. Garambois & Dietrich (2002) showed that porosity, permeability, fluid salinity and fluid
Table 3. Main properties of the layers used for modelling the average SESR of station PB09. The properties of the first three layers (⋆) were varied to adjust the form of the modelled SESR to that of the observed SESR. Depth, porosity, permeability and fluid salinity are input parameters; velocities and resistivity are calculated by the program (marked with ⋆).

<table>
<thead>
<tr>
<th>Layer</th>
<th>1*</th>
<th>2*</th>
<th>3*</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (km)</td>
<td>0.1</td>
<td>0.3</td>
<td>2.5</td>
<td>7.0</td>
<td>22.0</td>
<td>37.0</td>
<td>50.0</td>
<td>&gt;50</td>
</tr>
<tr>
<td>Porosity (per cent)</td>
<td>20</td>
<td>5.0</td>
<td>1.0</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Permeability (Darcy)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluid salinity (mol l(^{-1}))</td>
<td>0.0095</td>
<td>0.014</td>
<td>0.013</td>
<td>0.3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(v_P) (km s(^{-1}))</td>
<td>1.87</td>
<td>2.57</td>
<td>3.5</td>
<td>6.0</td>
<td>6.4</td>
<td>6.8</td>
<td>7.0</td>
<td>8.0</td>
</tr>
<tr>
<td>(v_S) (m s(^{-1}))</td>
<td>1.00</td>
<td>1.51</td>
<td>2.02</td>
<td>3.47</td>
<td>3.69</td>
<td>3.93</td>
<td>4.04</td>
<td>4.62</td>
</tr>
<tr>
<td>(\delta\text{EM at 2 Hz (km s}^{-1}))</td>
<td>25.8</td>
<td>43.5</td>
<td>128.7</td>
<td>71.4</td>
<td>130.8</td>
<td>130.8</td>
<td>130.8</td>
<td>130.8</td>
</tr>
<tr>
<td>(\delta\text{Resistivity (}\Omega\text{m)}</td>
<td>134</td>
<td>378</td>
<td>3302</td>
<td>1016</td>
<td>3409</td>
<td>3409</td>
<td>3409</td>
<td>3409</td>
</tr>
</tbody>
</table>

Figure 6. Layer properties used to model the SESR. The properties in the upper three layers (shaded area) were varied to adjust the behaviour of the modelled SESR to that of the observed SESR. Porosity, permeability and fluid salinity are input parameters; velocities and resistivity are calculated by the program. The values are constant outside of the displayed depth range.

viscosity have the strongest influence on the amplitudes of a single shallow IR. As in our model only the first three layers contribute relevantly to the IR signals, we calculated the sensitivity for these layers with respect to porosity, permeability, fluid salinity and depth, which from now on refers to the depth of the lower interface of the layer. The fluid viscosity was assumed to be constant.

Each of the parameters was varied independently by ±1 per cent. The relative change of the SESR at each frequency \(\Delta S(\omega)\) was then calculated via

\[
\Delta S(\omega)_{\pm 1\%} = \frac{S_{\pm 1\%}(\omega) - S_{\pm 1\%}(\omega)}{2 \cdot S(\omega) \cdot 1\%},
\]

where \(S(\omega)\) is the original SESR and \(S_{\pm 1\%}(\omega)\) the SESR resulting from the variation of parameter \(p\).

Fig. 9 shows the results of the parameter variation. Although all parameter changes show a clear frequency dependency, no predominant trend can be seen. Except for the salinity in the third layer all parameter variations lead to positive as well as negative effects on the shape of the SESR regarding different frequency bands.

Overall, the SESRs do not vary more than 2 per cent from their original form, except for the depth of layer 3 (interface at 2500 m). Here the deviation of 1 per cent leads to an SESR change of up to 5 per cent. The permeability, with a sensitivity of less than 0.2 per cent, has the least influence on the shape of the SESRs. This seemingly small effect can be explained by the low percentage (1 per cent) by which the permeability is varied. Garambois & Dietrich (2002), for example, varied the permeability by factor 10 in their study, which would consequently result in larger effects.

In the case of porosity and salinity, the calculations show that the sensitivity decreases for deeper interfaces. Additionally, the effects of the parameter variation generally become larger for frequencies above 1 Hz. However, the sensitivity to permeability behaves differently. Not only is it stronger in the low-frequency range (below 1 Hz) but the permeability in the deepest layer (considered layer 3) also seems to affect the SESR the most. One explanation for the increased sensitivity in the third layer could be that contrary to the two upper layers there is already an existing permeability contrast between layers 3 and 4 (0.1–0.01 Darcy), which is enlarged even further by the parameter variation.

Another surprising result is the sensitivity of the response of the third layer with respect to depth. Considering the IRs from this interface should not influence the SESR at all (Section 4.2). This
4.4 Inversion

Having calculated the sensitivities of the SESRs to different parameters and layers, the next step is to implement an inversion algorithm to see whether it is possible to improve our model. For our inversion attempt we decided to use an iterative linearized inversion based on the Levenberg–Marquardt algorithm (Lines & Treitel 1984).

The SESR $S_f$ is a function of the rock properties $m_p$ of the subsurface where the indices $f = 1, \ldots, n_f$ and $p = 1, \ldots, n_p$ indicate single frequencies and model parameters, respectively:

$$S_f = F(m_p).$$  (5)

We assume that the observed and initially modelled SESR are similar. Then it is possible to express the observed SESR $S_{f}^{\text{obs}}$ by a Taylor series expansion of $F(m_p)$ around the modelled SESR $S_{f}^{\text{mod}}$ and neglect the higher order terms.

$$S_{f}^{\text{obs}} \approx S_{f}^{\text{mod}} + \frac{\partial S_{f}^{\text{mod}}}{\partial m_p} \Big|_{m_p^{\text{mod}}} \Delta m_p.$$  (6)

Since we linearize the Taylor series expansion, we are using an iterative approach to gradually adjust the subsurface parameters:

$$S_{f}^{\text{obs}} \approx S_{f}^{i-1} + \frac{\partial S_{f}^{i-1}}{\partial m_p} \Big|_{m_p^{i-1}} \Delta m_p^i \quad \text{for } i = 1, \ldots, n_i.$$  (7)

where $m_p^{i-1}$ are the subsurface parameters at the $(i-1)$th iteration and $S_{f}^{i-1}$ is the corresponding SESR. Following that, $m_p^i = m_p^{i-1} + \Delta m_p^i$ are the adjusted parameters after the $i$th iteration resulting in the SESR $S_{f}^i$. The series of the modelled $S_{f}^i$ is supposed to converge towards the observed $S_{f}^{\text{obs}}$. The subsurface parameters for the starting model $m_p^0$ are listed in Table B1 and the corresponding SESR $S_{f}^{0}$ can be seen in Fig. 7 (line b).

$(S_{f}^{\text{obs}} - S_{f}^{i-1})$ and $\Delta m_p^i$ are normalized to express eq. (7) in fraction:

$$S_{f}^{\text{obs}} - S_{f}^{i-1} \approx \frac{\partial S_{f}^{i-1}}{\partial m_p} \Big|_{m_p^{i-1}} m_p^{i-1} \left( \frac{m_p^i - m_p^{i-1}}{m_p^{i-1}} \right).$$  (8)

Eq. (8) is then expressed in terms of the data vector $d_f^i$, the kernel $G_{f,p}^i$ and the model vector $\Delta \vec{m}_p^i$:

$$d_f^i = S_{f}^{\text{obs}} - S_{f}^{i-1},$$  (9)

$$G_{f,p}^i = \frac{\partial S_{f}^{i-1}}{\partial m_p} \Big|_{m_p^{i-1}} m_p^{i-1} S_{f}^{i-1} \Delta S_{f,p},$$  (10)

$$\Delta \vec{m}_p^i = \frac{m_p^i - m_p^{i-1}}{m_p^{i-1}}.$$  (11)

$d_f^i$ can easily be calculated. $\Delta S_{f,p}$ is the change in the SESR at frequency $f$ with respect to parameter $p$ as defined in eq. (4). With this, the components of the model vector $\Delta \vec{m}_p^i$ can be determined in a least-squares sense solving eq. (8) via the Levenberg–Marquardt algorithm:

$$\Delta \vec{m}_p^i = ((G_{f,p}^i)^T G_{f,p}^i - \beta^{-1} G_{f,p}^i)^{-1} (G_{f,p}^i)^T d_f^i,$$  (12)

where $\beta$ is the Levenberg–Marquardt damping parameter and $I_{f,p}$ the unit matrix.

Following this, the subsurface parameters can be updated via

$$m_p^i = m_p^{i-1} + m_p^i - m_p^{i-1} m_p^{i-1} - m_p^{i-1} \Delta m_p^i,$$  (13)
Figure 9. Sensitivity analysis: change of the SESR in per cent if (a) depth of the lower interface, (b) porosity, (c) salinity and (d) permeability in layers 1–3 are increased by 1 per cent.

from which we can compute the new SESR via $S_f' = F(m_p')$.

The new residuals of the data can then be calculated as

$$\hat{d}_f = \frac{S_{f}^{\text{obs}} - S_f}{S_f},$$

where the quality of the fit is measured by the rms value

$$\Delta d_{\text{rms}} = \sqrt{\frac{\sum_f (\hat{d}_f)^2}{n_f}}.$$  \hfill (16)

We tried different damping factors for our inversion. We finally chose a damping factor of $\beta = 5$ as this led to the smallest possible $\Delta d_{\text{rms}}$ without resulting in unreasonable subsurface parameters. With $\beta = 5$ the inversion was terminated after six cycles during which the rms value $\Delta d_{\text{rms}}$ decreased by 43 per cent.

Fig. 10 shows the resolution matrix for the first inversion. It reflects the result of the sensitivity analysis (Section 4.3). Together with the salinity of the first layer the depth of interfaces influence the SESR the most. While the sensitivity with respect to porosity and salinity decreases with depth, changes in the permeability seem to be insignificant. A lower $\beta$-value could enhance the influence of the permeability. Unfortunately, in our test run, this led to negative salinity values that are not realistic. We therefore decided not to further decrease $\beta$.

Table 4 lists the adjusted depths, porosities, permeabilities and fluid salinities of the inverted model as well as the resulting velocities and resistivities. All other input parameters remained constant and can be found in Table B1. The depth of the layers were changed by less than 6 per cent. This is surprising as the sensitivity analysis as well as the resolution matrix suggested a high influence of the interface positions. Larger variations can be found for porosity, permeability and salinity. The largest adjustments to the porosity were made in the uppermost layer ($-50$ per cent), while the permeability and salinity were changed most in the third layer ($-39$ and $-78$ per cent). This is plausible, as the sensitivity analysis suggests that variations of permeability and salinity in the third layer affect mostly lower frequencies, which is where the biggest discrepancy

Figure 10. Resolution matrix for $\beta = 5$; The parameters’ subscript number corresponds to the respective layer.
between the observed and modelled SESR were found. When looking at the subsurface parameters that are not direct model inputs but calculated by the program one can see that the seismic velocities are mostly affected in the first layer (+22 per cent), possibly due to the large porosity change. The highest variations can be found in the resistivity (over 100 per cent). This is reasonable as the resistivity of the layers has a direct impact not only on the creation of the IRs but also on the propagation of the EM waves due to damping and velocity effects.

Fig. 11 compares the observed SESR (line a) to the originally modelled SESR (line b) and the modelled SESR after the inversion (line c). Above 2 Hz, the inverted SESR now represents the observed SESR very well. Below 2 Hz, the model was also improved but deviations are still visible. These could possibly be minimized by adding another layer or using a more advanced inversion algorithm, which we leave to a future study.

In summary, we were able to show that in principle it is possible to fit modelled and measured SESRs via forward modelling and linearized inversion using simplifying subsurface models and assumptions. One has to consider though that IRs and therefore SESRs are influenced by different parameters in a variety of ways, which complicates the validation of the solution. However, if additional geophysical measurements can provide prior subsurface information (as for example seismic velocities, densities and interface depths), SESRs could be a suitable method to derive information about parameters like porosity or permeability in the upper subsurface.

5 DISCUSSION

5.1 Importance of model geometry

In this paper, we introduced SESRs as a concept to quantify the influence of IRs on SE signals and their spectra independently of the earthquake source spectrum. For the synthetic studies we decided to focus on the subsurface parameters of the shallow layers rather than the geometry of the model including, for example, layer depths or the source position. Nevertheless, these characteristics should not be neglected in a thorough investigation.

The sensitivity analysis (Section 4.3) as well as the resolution matrix of the inversion (Fig. 10) show that the depth of the third layer has a large influence on the SESRs even though the IRs that are excited at this interface do not (Section 4.2). We therefore calculated the sensitivities of the SESR towards all layer depths as well as the depth of the source and found that each of these parameters can influence the resulting SESR. We suspect differing wave paths to be a reason for this as they result in varying reflection and transmission angles in the upper layers. It is therefore important to have a realistic estimate of the subsurface layer structure or to include these parameters into the inversion.

Beside the layer and source depth we evaluated the importance of choosing the appropriate source orientation. For this we recalculated our model with a point force orientated in the y- instead of the z-direction. For both source orientations we then calculated the SESRs once including only the P-phase for the SESR calculation, resulting in four different SESRs (Fig. 12). When comparing the SESRs calculated from the P-phase only, no large differences can be seen between the SESRs computed from the vertical and horizontal point force (compare lines a and b). Yet, when the whole wave train is included into the calculation, the deviation becomes obvious (compare lines c and d). We therefore infer from Fig. 12 that if one restricts oneself to the P-phase for the SESR calculation, the source orientation can be neglected. If on the other hand, the whole wave train is used, the source model has to be taken into account.

Lastly we verified whether the source strength has an influence on the SESRs. At least for our calculations this did not seem to be the case. It seems as if the IRs, the coseismic and the seismic field all depend on the source strength equally, which means that the difference gets cancelled out when the ratio is calculated.

Table 4. Major properties and the change in per cent of the upper three layers after the inversion compared to the original model. Depth, porosity, permeability and fluid salinity are input parameters; velocities and resistivity are calculated by the program (marked with *).

<table>
<thead>
<tr>
<th>Layer</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (km)</td>
<td>0.096 (−4%)</td>
<td>0.297 (−1%)</td>
<td>2.64 (+6%)</td>
</tr>
<tr>
<td>Porosity (per cent)</td>
<td>10 (−50%)</td>
<td>3.1 (−39%)</td>
<td>1.28 (−28%)</td>
</tr>
<tr>
<td>Permeability (Darcy)</td>
<td>0.087 (−13%)</td>
<td>0.098 (−2%)</td>
<td>0.061 (−39%)</td>
</tr>
<tr>
<td>Fluid salinity (mol l−1)</td>
<td>0.012 (+26%)</td>
<td>0.010 (−26%)</td>
<td>0.003 (−78%)</td>
</tr>
<tr>
<td>vP (km s−1)</td>
<td>2.18 (+16%)</td>
<td>2.67 (+2%)</td>
<td>3.49 (+0.3%)</td>
</tr>
<tr>
<td>vS (km s−1)</td>
<td>1.22 (+22%)</td>
<td>1.56 (+3%)</td>
<td>2.01 (+0.5%)</td>
</tr>
<tr>
<td>vEM at 2 Hz (km s−1)</td>
<td>36.2 (+40%)</td>
<td>70.1 (61%)</td>
<td>232.8 (+81%)</td>
</tr>
<tr>
<td>Resistivity (Ωm)</td>
<td>263 (+97%)</td>
<td>979 (159%)</td>
<td>10835 (+228%)</td>
</tr>
</tbody>
</table>

Figure 11. Comparison of the observed SESR (a) with the modelled SESR before (b) and after the inversion (c). The SESRs are normalized to the maximum of the modelled SESR (line b).
5.2 SESRs as a monitoring tool?

A possible application of SESRs derived from earthquake data may be the attempt to observe changes of subsurface parameters over time. This raises the question of the accuracy, with which SESRs can be expected to be determined, in relation to the magnitude of possible changes of the SESR by variation of relevant subsurface parameters. A general answer clearly requires an extensive numerical investigation. However, a first guess may be derived already from the results of this study. The SESRs calculated from the field data recorded at station PB09 (Fig. 4d) deviate from the average SESR about roughly 15 per cent. This value may be seen as an order of magnitude of what may be expected under favourable noise conditions (cf. Dzieran et al. 2019 regarding the influence of noise on the detectability of SESRs). It defines the order of magnitude which needs to be exceeded by SESR variations caused by varying subsurface parameters. From the sensitivity analysis (Fig. 9) we can conclude that the porosity or salinity would have to change by more than 15 per cent to be reliably identifiable and the permeability should undergo changes of at least 2 decades. While these values appear rather large, some scenarios can be thought of that might lead to said changes, as for example, crack openings or sudden fluid intrusions in tectonically or volcanically active environments. Clearly, it may be difficult to distinguish whether one single parameter or a combination of parameters is responsible for possibly observed changes in the SESR.

5.3 Limitations of SESR concept

The SESR concept is based on the assumption that the coseismic SE field and the ground acceleration are proportional (Section 2). In that case, the spectra of the coseismic field and the seismic acceleration should also be proportional and a frequency dependency should only be caused by IRs. During our computations however, we found that for small epicentral distances this assumption might not hold. For epicentral distances smaller than the source depth a frequency-dependent behaviour could be observed in the SESRs even in the case of a purely coseismic field. We believe that conversions from P-to-S energy (and the other way round) at the free surface might be a possible reason, but further investigation is definitely necessary.

An additional problem might be the noise level on the data. The noise could influence the seismic and electric spectra differently. This can lead to an additional frequency-dependent disturbance of the SESR that is not caused by IRs. A further factor that influences the SESRs could be the sensor coupling with the subsurface. We therefore highly recommend to check (e.g. through modelling) whether a proportionality between the seismic and electric noise fields can be assumed before evaluating SESRs towards the influence of IRs.

5.4 Future prospects

In this paper, we introduced SESRs as a new concept. We are aware that before being able to reliably use SESRs to study the subsurface a lot more research needs to be conducted in both numerical studies and field applications. Data quality and the influence of noise, for example, needs to be investigated as well as possible model ambiguities.

By rotating the data into their principal component we have reduced the problem to 1-D. One could however also consider a vectorial approach to calculate an SESR tensor for considering 3-D effects and anisotropy. Furthermore one could think about applying SESRs not only to earthquake studies but investigate whether the method can be transferred to active source SE exploration applications as well.

In any case, we are confident that SESRs can be used to help to determine hydrologically relevant subsurface parameters in situ.
6 CONCLUSION

To quantify the influence of IRs on SE signals caused by earthquakes and their spectra we introduced the concept of SESRs. Analysis of both numerical and field data showed that the presence of IRs causes a frequency dependency of the ratio of the electric and seismic spectra. In particular, the field data analysis showed that the form of frequency dependence of the SESRs is site specific: it depends mainly on the hydrogeophysical structure underneath the recording station. Numerical modelling showed that the IRs influencing the SESR are created in the upper few hundred metres of the subsurface. Considering a geologically realistic range of parameter variation, we found that changes in salinity and porosity may influence SESRs more than the hydraulic permeability. The variation of the SESRs caused by the variation of different subsurface parameters is frequency-dependent, too, in a complicated way. Therefore, inversion algorithms need to be applied for recovering subsurface parameter variations from SESRs. Based on a given regional seismic crustal model and realistic hydrogeophysical parameters we showed that the observed SESRs can be reproduced by forward modelling and linearized inversion.
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APPENDIX A: HALF-SPACE MODEL SPECIFICATIONS

In this section, we provide the computational settings used to calculate the spectra and snapshots illustrated in Section 2, Fig. 2.

For the calculations we used the code provided by Garambois & Dietrich (2002), that is described in Section 4.1. The subsurface model consists of two layers. The upper and lower layers have the properties of layers 1 and 2, respectively that are described in Tables 3 and B1. The source is a vertical point force that is located 5 km beneath the layers’ interface.

The spectra shown in Figs 2(a) and (b) were calculated for a receiver at 50-km epicentral distance from the source. The receiver was placed at a free surface 100 m above the interface. Only the fast P wave, coseismic field and IRs were considered in the calculation. The seismic and SE spectra were calculated for a timelength of 204.8 s over 4096 samples, resulting in a sampling rate of 20 Hz. The spectra were then smoothed with the Konno–Ohmachi smoothing filter and divided to calculate the SESRs in Fig. 2(c).

The snapshots shown in Figs 2(d) and (e) were calculated for a timelength of 40.96 s over 2048 samples, resulting in a sampling rate of 50 Hz. 101 receivers were evenly distributed in the horizontal direction between 40- and 60-km offset, resulting in a spacing of 200 m. In the vertical direction, 51 receivers were placed between 0 km (source depth) and 10 km, resulting also in a spacing of 200 m. For clarity, the free surface reflections were omitted. A source wavelet in the form of

\[
w(t) = \sin \left( \pi \frac{t}{T_0} \right) - \frac{1}{3} \sin \left( 3 \pi \frac{t}{T_0} \right) \quad (A1)
\]

was applied to the data in the time domain, with \(T_0 = 1\) s. The results presented in Figs 2(d) and (e) correspond to the time of 20 s after nucleation.

APPENDIX B: MODEL PARAMETERS

Table B1 lists the input parameters used to calculate the modelled SESRs. Parameters marked with (*) were calculated by the program. The corresponding equations can be found in Garambois & Dietrich (2002) and Warden et al. (2013).

The modelling code is mainly intended for near surface applications. To be able to model the resistivities suggested by Vargas (2016), high salinity values had to be chosen for greater depths. Using the zeta-potential formula \(\zeta = 0.008 \cdot 0.026 \cdot \log_{10}(\text{salinity})\) of Pride & Morgan (1991), that is implemented in the modelling code, leads to an unrealistically high-zeta-potential value. Jaafar et al. (2009) suggested that for high salinities (above 0.2 mol l\(^{-1}\)) the zeta potential remains constant at around \(-0.02\) V. We therefore used this value for the zeta potential of layers 4–8.
Table B1. Input parameters to calculate SESRs in Section 4.1. Parameters marked with (*) were computed by the program. The **bold parameters** were changed to adjust the modelled SESR to the measured SESR and altered in the inversion.

| Layer | Depth (km) | Porosity (per cent) | Saturation (-) | Permeability (Darcy) | Solid bulk modulus (GPa) | Solid shear modulus (GPa) | Fluid bulk modulus (GPa) | Air bulk modulus (kPa) | Consolidation parameter (-) | Fluid viscosity (Pa s) | Air viscosity (Pa s) | Solid density (kg m\(^{-3}\)) | Fluid density (kg m\(^{-3}\)) | Air density (kg m\(^{-3}\)) | Salinity (mol l\(^{-1}\)) | Temperature (K) | Fluid permittivity (-) | Solid permittivity (-) | Cementation exponent (-) | \(v_P\) (km s\(^{-1}\)) | \(v_S\) (km s\(^{-1}\)) | \(v_{EM}\) at 2 Hz (km s\(^{-1}\)) | Density (kg m\(^{-3}\)) | Zeta potential (V) | Fluid conductivity (S m\(^{-1}\)) | Bulk resistivity (\Omega m) |
|-------|------------|---------------------|----------------|----------------------|--------------------------|--------------------------|--------------------------|--------------------------|-------------------------|---------------------------|------------------------|-----------------------------|-----------------------------|-----------------------------|---------------------|-----------------|-------------------|-----------------|----------------|---------------------|------------------|
| 1     | 0.1        | 20                  | 0.75           | 0.1                  | 8.2                      | 5.9                      | 2.27                     | 100                      | 5                       | 0.001                      | 1.80E-05               | 2194                     | 1000                        | 0.0095                      | 300                | 80               | 4                | 1.3             | 1.87            | 1.00                | 25.8             | 1905            | -0.045          | 0.088            | 134              |
| 2     | 0.3        |                     | 1.0            | 0.1                  | 8.2                      | 5.9                      | 2.27                     | 100                      | 2                       | 0.001                      | 1.8E-05                | 2194                     | 1000                        | 0.014                        | 300                | 80               | 4                | 1.3             | 2.57            | 1.51                | 43.5             | 2134            | -0.04          | 0.13             | 378              |
| 3     | 2.5        |                     | 1.0            | 0.1                  | 15.9                     | 9.8                      | 2.27                     | 100                      | 2                       | 0.001                      | 1.8E-05                | 2312                     | 1000                        | 0.013                        | 320                | 80               | 4                | 1.3             | 3.5             | 2.02                | 128.7            | 2299            | 0.12            | 0.12             | 3302             |
| 4     | 7          |                     | 1.0            | 0.1                  | 54.7                     | 33.1                     | 2.27                     | 100                      | 2                       | 0.01                       | 1.8E-05                | 2710                     | 1000                        | 0.01                       | 450                | 80               | 4                | 1.3             | 6.0             | 3.47                | 71.4             | 2701            | 0.27            | 0.12             | 1016             |
| 5     | 22         |                     | 1.0            | 0.1                  | 63.0                     | 37.9                     | 2.27                     | 100                      | 2                       | 0.01                       | 1.8E-05                | 2767                     | 1000                        | 0.01                       | 450                | 80               | 4                | 1.3             | 6.4             | 3.69                | 130.8            | 2765            | -0.02           | 0.12             | 3409             |
| 6     | 37         |                     | 1.0            | 0.1                  | 72.8                     | 43.8                     | 2.27                     | 100                      | 2                       | 0.01                       | 1.8E-05                | 2831                     | 1000                        | 0.01                       | 450                | 80               | 4                | 1.3             | 6.8             | 3.93                | 130.8            | 2829            | -0.02           | 0.12             | 3409             |
| 7     | 50         |                     | 1.0            | 0.1                  | 78.1                     | 46.9                     | 2.27                     | 100                      | 2                       | 0.01                       | 1.8E-05                | 2864                     | 1000                        | 0.01                       | 600                | 80               | 4                | 1.3             | 7.0             | 4.04                | 130.8            | 2862            | -0.02           | 0.12             | 3409             |
| 8     | 500        |                     | 1.0            | 0.1                  | 116.0                    | 69.7                     | 2.27                     | 100                      | 2                       | 0.01                       | 1.8E-05                | 3256                     | 1000                        | 0.01                       | 1000               | 80               | 4                | 1.3             | 8.0             | 4.62                | 130.8            | 3254            | -0.02           | 0.12             | 3409             |