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Seismic Wave Propagation and Earth models

Peter Bormann, Bob Engdahl and Rainer Kind

2.1 Introduction

The key data to be recorded by meanseimic sensor&hapter 5) andecorders(Chapter

6) at seismological observatoriestations— Chapter 7 networks— Chapter 8arrays —
Chapter 9) arseismic wavegadiated byseismic sourcefChapter 3). Weak signals may be
masked or significantly distorted ®gismic nois¢Chapter 4), which is usually considered
disturbing and unwanted. Only in some special ergging-seismological applications is
seismic noise also appreciated as a useful sidgrah which some information on the
structure, velocity and fundamental resonance &eqy of the uppermost sedimentary layers
can be derived (e.g. Bard, 1999). But most of watknow today of the structure and
physical properties of our planet Earth, from ifgoermost crust down to its center, results
from the analysis of seismic waves generated byemoiess localized natural or man-made
sources such as earthquakes or explosions (Fig403.4). Either (repeatedly) solving the
so-called forward (direct) or the inverse probleindata analysis (Fig. 1.1) achieves this.

It is not the task of the New Manual of Seismolayji©bservatory Practice (NMSOP), to
provide an in-depth understanding of the theorktaas for this kind of analysis. There exist
quite a number of good introductory (Lillie, 1998hearer, 1999) and more advanced
textbooks (e.g., Aki and Richards, 1980 and 20@#)-Blenahem and Singh,1981; Bullen and
Bolt, 1985; Dahlen and Tromp, 1998; Lay and Walld®95; Kennett, 2001), and a variety
of special papers and monographs related to speun#thods (e.g. Fuchs and Mdller, 1971;
Cerveny et al., 1977; Kennett, 1983; Miiller, 198%rveny, 2001), types of seismic waves
(e.g., Malischewsky, 1987; Lapwood and Usami, 1981 )applications (e.g., Gilbert and
Dziewonski, 1975; Sherif and Geldart, 1995). Rathere will take here a more
phenomenological approach and refer to related donahtals in physics and mathematical
theory only as far as they are indispensable fatletstanding the most essential features of
seismic waves and their appearance in seismicds@ord as far as they are required for:

* identifying and discriminating the various typessefsmic waves;

* understanding how the onset-times of these phaaespbserved at different
distances from the source, form so-called traveétcurves;

* understanding how these curves and some of thamacteristic features are related
to the velocity-structure of the Earth and to theserved (relative) amplitudes of
these phases in seismic records;

e using travel-time and amplitude-distance curves deismic source location and
magnitude estimation;

» understanding how much these source-parameteragesndepend on the precision
and accuracy of the commonly used 1-D Earth madels IS 11.1);
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* appreciating how these source parameter estimatede improved by using more
realistic (2-D, 3-D) Earth models as well as la®condary) phase onsets in the
processing routines; and

* being aware of the common assumptions and simglifins used in synthetic
seismogram calculations that are increasingly usedadays in seismological
routine practice (see 2.5.4.4, 2.8, 3.5.3).

2.2 Elastic moduli and body waves

2.2.1 Elastic moduli

Seismic waves are elastic waves. Earth materiat balgve elastically to transmit them. The
degree of elasticity determines how well they amagmitted. By the pressure front expanding
from an underground explosion, or by an earthquai@ar rupture, the surrounding Earth
material is subjected tstress(compression, tension and/or shearing). As a camesexg, it
undergoestrain, i.e., it changes volume and/or distorts shapanlimelastic (plastic, ductile)
material this deformation remains while elasticdbgbr means that the material returns to its
original volume and shape when the stress loadas o

The degree of elasticity/plasticity of real Eartlaterial depends mainly on tlstrain rate,
i.e., on the length of time it takes to achieveedan amount of distortion. At very low strain
rates, such as movements in the order of mm oream/yt may behave ductilely. Examples
are the formation of geologic folds or the slowspiaconvective currents of the hot material
in the Earth’s mantlavith velocity on the order of several cm per yéan. the other hand, the
Earth reacts elastically to the small but rapidodeftions caused by a transient seismic
source pulse. Only for very large amplitude seisaeformations in soft soil (e.g., from
earthquake strong-motions in the order of 40% orenuf the gravity acceleration of the
Earth) or for extremely long-period free-oscillationodes (see 2.4) does the inelastic
behavior of seismic waves have to be taken intowauc

Within its elastic range the behavior of the Earthterial can be described bipoke’s Law
that states that the amount of strain is lineartpprtional to the amount of stress. Beyond its
elastic limit the material may either respond wbtittle fracturing (e.g., earthquake faulting,
see Chapter 3) or ductile behavior/plastic flong(F2.1).
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Fig. 2.1 Schematic presentation of the relationship betvetess and strain.
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Elastic material resists differently to stress dawjpeg on the type of deformation. It can be
quantified by various elastic moduli:

thebulk modulusx is defined as the ratio of the hydrostatic (homegeas all-sides)
pressure change to the resulting relative volumangh, i.e..x = AP / QV/IV),
which is a measure of thiecompressibilityof the material (see Fig. 2.2 top);

the shear modulug: (or “rigidity” ) is a measure of the resistance of the material to
shearing, i.e., to changing the shape and notaheme of the material. Its value is
given by half of the ratio between the applied sist@ssr, (or tangential forcé&F
divided by the area A over which the force is agghland the resulting shear strain
&y (or the shear displacemehit divided by the length L of the area acted upon by
AF) , that is = /2 gy or = (AF/A) / (AL/L) (Fig. 2.2 middle). For fluidg/= 0,
and for material of very strong resistance @\e. - 0) i/ — o;

the Young’s modulus For “stretch modulus) describes the behavior of a cylinder
of lengthL that is pulled on both ends. Its value is giventhwy ratio between the
extensional stress to the resulting extensionalrsof the cylinder, i.eE = (F/A) /
(AL/L) (Fig. 2.2 bottom);

the Poisson’s ratioo is the ratio between the lateral contraction (relativarade of
width W) of a cylinder being pulled on its endstiorelative longitudinal extension,
l.e., o= (AW/W) / (AL/L) (Fig. 2.2 bottom).
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Fig. 2.2 Deformation of material samples for determiningsetamoduli. Top: bulk modulus
«; middle: shear modulug; bottom: Young’s modulus E and Poisson’s ratica — original
shape of the volume to be deformed; b — volumeaarsliape after adding presside to the
volume V (top), shear forcF over the area A (middle) or stretching force Fhia direction
of the long axis of the bar (bottom).
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Young’s modulus, the bulk modulus and the shearulusdall have the same physical units
as pressure and stress, namely (in internatioaatlatd (Sl) units):

1Pa=1Nnf=1kgm's? (with1 N =1 Newton = 1 kg n’s (2.1)

2.2.2 Stress-strain relationship

The most general linear relationship between steas$ strain of an elastic medium is
governed in the generalizddbok’s law (see Eqation (10) in the IS 3.1) by a fourth order
parameter tensor. It contains 21 independent mod@hé properties of such a solid may vary
with direction. Then the medium is calledisotropic Otherwise, if the properties are the
same in all directions, a medium is termsdtropic Although in some parts of the Earth’s
interior anisotropy on the order of a few perceqsts, isotropy has proven to be a reasonable
first-order approximation for the Earth as a whdlee most common models, on which data
processing in routine observatory practice is bageslime isotropy and changes of properties
only with depth.

In the case of isotropy the number of independanapeters in the elastic tensor reduces to
just two. They are called after the French physicasné(1795-1870) théamé parameterd

and p. The latter is identical with thehear modulus.A does not have a straightforward
physical explanation but it can be expressed imseof the above mentioned elastic moduli
and Poisson’s ratio, namely

oE
A =k-2ul3= . 2.2
H 1+o0)1-20) (2.2)
The other elastic parameters can also be exprasskechctions ofs, A and/ork:
g= 31 *+20u (2.3)
(A+4)
and
A sk-2u (2.4)

g = =
24+ 2@k + )

For aPoisson solidl = i and thus, according to (2.4),= 0.25. Most crustal rocks have a
Poisson’s ratio between about 0.2 and 0.3. Bubay reach values of almost 0.5, e.g., for
unconsolidated, water-saturated sediments, and eegative values ob are possible (see
Tab. 2.1).

The elastic parameters govern the velocity withcllgeismic waves propagate. Tdguation
of motionfor a continuuntan be written as

0°u,
ot®

0 =01, +f,, (2.5)
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with p - density of the materialy — displacementr; — stress tensor arfd— the body force
term that generally consists ofjeavity termand asource termThe gravity term is important
at low frequencies imormal mode seismologgsee 2.4), but it can be neglected for
calculations of body- and surface-wave propagatntypically observed wavelengths.
Solutions of Eq. (2.5) which predict the ground imiotat locations some distance away from
the source are callaynthetic seismogranfsee Figs. 2.54 and 2.55)

In the case of an inhomogeneous medium, which wveggradients in the Lamé parameters,
Eq. (2.5) takes a rather complicated form thatfficdlt to solve efficiently. Also, in case of
strong inhomogeneities, transverse and longitudiveales (see below) are not decoupled.
This results in complicated particle motions. Theme, most methods for synthetic
seismogram computations ignore gradient termg ahd x in the equation of motion by
modeling the material either as a series of homeges layers (which also allows to
approximate gradient zones; sedlectivity methodby Fuchs and Mduller, 1971; Kennett,
1983; Mdller, 1985) or by assuming that variationghe Lamé parameters are negligible
over a wavelengti\ and thus these terms tend to zero at high fregesrfay theoretical
approach; e.gCerveny et al., 1977Cerveny, 2001). In homogeneous media and for small
deformations thequation of motiorfior seismic waves outside the source region (eghout
the source terrfyand neglecting the gravity terfy) takes the following simple form:

pu=A+20)00W0 - g OxOxu (2.6)

whereu is the displacement vector afidits second time derivative. Eq. (2.6) provides the
basis for most body-wave, synthetic seismogramutaions. Although it describes rather

well most basic features in a seismic record weehavbe aware that it is an approximation
only for an isotropic homogeneous linearly elastedium.

2.2.3 P- and S-wave velocities, waveforms and polarizatio

The first term on the right side of Eq. (2.6) camsathe scalar produdiiiu = div u. It
describes a volume change (compression and didajatwhich always contains some
(rotation free!) shearing too, unless the mediuroisipressed hydrostatically (as in Fig. 2.2
top). The second term is a vector product @ret[1xu) corresponding to a curl (rotation) and
describes a change of shape without volume change Ehearing). Generally, every vector
field, such as the displacement fialg can be decomposed into a rotation-fre§ and a
divergence-freeu®) part, i.e., we can write = u" + u®. Since the divergence of a curl and the
rotation of a divergence are zero, we get accolditvgo independent solutions for Eg. (2.6)
when forming its scalar produciud and vector produciixu, respectively:

az(Dm):mzyDz(Dm,) 2.7)
9%t 0
and
2
97OxU) _ K2y, (2.8)
0t P
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Egs. (2.7) and (2.8) are solutions of the wave godor the propagation of two independent
types of seismibody wavesnamelylongitudinal (compressional dilatational) P wavesand
transversgshea) S waves. Their velocities are

vp:\/’”zﬂ :\/“4”/3 (2.9)
p p

and

ve= |H (2.10)
yo,
Accordingly, for a Poisson solid with= y vp/vs = /3. This comes close to the/ws ratio of
consolidated sedimentary and igneous rocks in thi'Bacrust (see Tab. 2.1). Egs. (2.9) and
2.10) also mean that Pr(mary) waves travel significantly faster than S¢ondary waves
and thus arrive ahead of S in a seismic recordRgpe2.3). The Poisson’s ratio is often used
as a measure of thg/vs ratio, namely

0 = (Vo2Ivé — 2)I12(wIvé — 1) (2.11)
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Fig. 2.3 The three components of ground-velocity proportiahgital records of the P and S
waves from a local event, an aftershock of theakiHLatur earthquake, India (18.10.1993), at
a hypocentral distance of about 5.3 km.

Z

Note the simpletransient waveformwavele} of P in the Z-component of Fig. 2.3. The
waveform and duration of the primary body waveeigated to the shape and duration of the
source-time function. It is for an earthquake shegture usually a more or less complex
displacement step (see Figs. 2.4 and 3.4) whichbeawdescribed by the moment-release
functionM(t) (see 3.5). In théar-field, i.e., at distances larger than the source diroarend
several wavelengths of the considered signal, diated displacemeni(t) looks, in the
idealized case, bell-shaped and identical withtloment-rateM (t or velocity source-time)

function (see Fig. 2.4 middle). The base-width @ thr-field displacement source pulsg)
corresponds to the duration of displacement at dgtverce (for examples see Fig. 3.7).
However, usually broadband seismometers recordngraelocity u(t) instead of ground
displacement. The recorded waveform then lookslairto the ones seen in Fig. 2.3 and Fig.
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2.4 bottom. The period of the wavel&ft) corresponds to the duration of the displacement of

the source,ts. This waveform of primary body waves will be slighchanged due to
frequency-dependent attenuation and other waveagaimn effects, e.g., those that cause
phase shifts. But the duration of the body-waveugdsmotion wavelet (or wave-group) will
remain essentially that of the source process panéent of the observational distance, unless
it is significantly prolonged and distorted by mawband seismic recordings (see 4.2). We
have made this point in order to better apprectate of the principal differences in the
appearance in seismic records of transient bodyesvan the one hand and of dispersed
surface waves (see 2.3 and, e.g., Figs. 2.14 @&3) @n the other hand.

displacement
M) I (near-field)

:

M(1) = u(t)
displacement
[(‘C—s’l (far-field)
ut)
velocity

(far-field)

Fig. 2.4 Relationship between near-field displacement, iieldfdisplacement and velocity
from isotropic or double-couple source earthquakeas sources (modified from Shearer,
Introduction to Seismology, 1999; with permissiooni Cambridge University Press).

Tab. 2.1 gives some approximate average valuethéoelastic modulk an x4, the densityp
and the seismic velocitieg, and \ for air, water, ice and some selected Earth nadterThe
following general conclusions can be drawn from it:

- For the same material, shear waves travel alwkyger than compressional waves;

- The higher the rigidity of the material, the highiee P- and S-wave velocities;

- The rigidity usually increases with densjy but more rapidly thamw. This explains
why denser rocks have normally faster wave propagaelocities althoughdO1/0;

- Fluids (liquids or gasses) have no shear strength Q) and thus do not propagate
shear waves;

- For the same material, compressional waves tradoeles through its liquid state than
through its solid state (e.g., water and ice, orthie Earth’s core, through the liquid
outer and solid inner iron core, respectively).

Seismic energy is usually radiated from localizedirses with linear dimensions much
smaller than the distance of observation. Therefeeesmic Wavefronts from such“point
sources,”i.e., the surfaces along which the propagatingesaare oscillatingn phase are
generally curved and theséismic rays,”perpendicular to the wavefronts, are orientechen t
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radial directions of wave propagation. However, whbe distance is large enough, the
curvature of the wavefronts becomes so small tratcan approximate them locally (e.g.,

within the aperture of a local seismic network araray; see Chapters 8 and 9) fdgne
waveswith parallel seismic rays.

Tab. 2.1 Typical values (averages and/or approximate ranges)astic constants, density,

Poisson's ratio and seismic wave velocities for esarlected materials, unconsolidated
sediments, sedimentary rocks of different geolagje and igneous/plutonic rocks. Values for
granite relate to 200 MPa confining pressure, apoading to about 8 km depth, for basalt to
600 MPa (about 20 km depth), and for Peridotiteniizuand Pyroxenite to1000 MPa (about

30 km depth) (compiled from Hellwege, 1982; Lilli99; and other sources).

Material or Bulk Shear |Density |Poisson Vo Vs Vp/Vs

Geologic Modulus | Modulus Ratio

Formation in 10° Pa|in 10° Pa|in kg m® in km st |in km st

Air 0.0001 | O 1.0 0.5 0.32 0 0

Water 2.2 0 1000 0.5 15 0 0

Ice 3.0 4.9 920 -0.034 3.2 2.3 1.39

Clastic  sedit (1.4-5.3)

mentary rocks

Sandstone 24 17 2500 0.21 4.3 2.6 1.65

Salt 24 18 2200 0.17 4.6 2.9 1.59

(3.8-5.2)
Limestone 38 22 2700 0.19 4.7 2.9 1.62
(2.9-5.6)

Granite 56 34 2610 0.25 6.2 3.6 1.73
(47-69)  [(30-37) | (2340-2670)|(0.20-0.31)|(5.8-6.4) |(3.4-3.7) |(1.65-1.91

Basalt 71 38 2940 0.28 6.4 3.6 1.80
(64-80) | (33-41) |(2850-3050)|(0.26-0.29) |(6.1-6.7) |(3.4-3.7) |(1.76-1.82

Peridotite, 128 63 3300 0.29 8.0 4.4 1.8

Dunit, (113-141) | (52-72) |(3190-3365)|(0.26-0.29)((7.5-8.4) |(4.0-4.7) |(1.76-1.91

Pyroxenite

Metamorphic&] (3.8-6.4)

igneous rocks

Ultramafic (7.2-8.7)

rocks

Cenozoic 1500-21000.38-<0.5 (0.2-1.9) 2.3-8

Cenozoic 1950 0.48 1.7 0.34 5

water saturated

Cretaceous & 2400-2500 0.28-0.43 1.8-28

Jurassic

Triassic 2500-27000.28-0.40 1.8-25

Upper Permian 2000-2900 0.23-0.31 1.7-1.9

Carboniferous 0.31-0.35 19-21

Fig. 2.5 depicts (exaggerated) the kind of dispta@ets occurring from harmonic plane P and
S waves. One clearly recognizes that P waves ievbbth avolume change and shearing
(change in shape) while S-wave propagation is ghear with no volume change. The P-

wave particle motion is back and forth in the r&diRe) direction of wave propagation
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(longitudinal polarization but that of the S wave is perpendiculaaiisversg to it, in the
given case oscillating up and down in the vertmahe (SV-wave). However, S waves may
also oscillate purely in the horizontal plane (SHves) or at any angle between vertical and
horizontal, depending on the source mechanism (€h&), the wave propagation history,
and the incidence anglgat the seismic station (see Fig. 2.27).

A

P wave

Fig. 2.5 Displacements from a harmonic plane P wave (top) 8V wave (bottom)
propagating in a homogeneous isotropic medidms the wavelength. 2A means double
amplitude. The white surface on the right is a segnof the propagating plane wavefront
where all particles undergo the same motion atvarginstant in time, i.e., they oscillate
phase The arrows indicate the seismic rays, definethasormalto the wavefront, which
points in the direction of propagation (modifiedcaaing to Shearer, Introduction to
Seismology, 1999; with permission from Cambridgevigrsity Press).

The wavelength\ is defined by the distance (in km) between neigimgowave peaks or
troughs or volumes of maximum compression or dilata(see Fig. 2.5). The wave period T
is the duration of one oscillation (in s) and theqliency f is the number of oscillations per
second (unifHz] = [s']). The wavelength is the product of wave velocitand period T
while the wavenumber is the ratigvA. Tab. 2.2 summarizes all these varidwsmonic
wave parameterand their mutual relationship.

Tab. 2.2 Harmonic wave parameters and their mutual relatigns

Name Symbol Relationships

Period T T=1f =21w=Alv
Frequency f f =1T =w2rt=VviIA
Angular frequency |w w=2rf = 21T = vIK
Velocity % v =AIT = fIA =wk
Wavelength N A= v/lf = VT =21k
Wavenumber k k =wlv =21\ = 2riflv

In any case, the polarization of both P and S wawben propagating in a homogenous and
isotropic medium, is linear. This is confirmed mthvell by particle motion analysis of real
seismic recordings, if they are broadband (or Ipegod). But higher frequencies, which are
more strongly affected by local inhomogeneitiesthie Earth, show a more elliptical or
irregular particle motion. Fig. 2.6 shows an exampVhile the rectilinearity of P is almost 1
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(0.95) in the BB record it is significantly less§Q as an average over 5 oscillations and down
to 0.68 for some single oscillations) for the skmetiod filtered record.

BB N A N

—Z N e
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S ? N //
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—_— W
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—————N\

Fig. 2.6 3-component records at station MOX (top traces)ratated plots of particle motion
in the horizontal (N-E) plane and two vertical gdanZ-N and Z-E, respectively) of the P-
wave onset from a local seismic event (mining @@ in Germany (13.03.1989; Ml = 5.5;
epicentral distance D = 112 km, backazimuth BAZ73%9. Upper part: broadband recording
(0.1-5 Hz); lower part: filtered short-period redmg (1- 5 Hz) Note: The incidence angle is
59.5° for the long-period P-wave oscillation and347or the high-frequency P-wave group.

10
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S waves are also linearly polarized when propagatinhomogeneous isotropic medium.
However, in the presence of anisotropy, they spidt a fast and slow component. These split
waves propagate with different velocity that causasie time delay and related phase shift.
Accordingly, the two split S-wave components suppose to an elliptical polarization (Fig.
2.7). The orientation of the main axis and the degyf ellipticity are controlled by the fast
and slow velocity directions of the medium withpest to the direction of wave propagation
and the degree of anisotropy. Therefore, shear-waliting is often used to study S-wave
velocity anisotropy in the Earth.

d=1090 d= 940 ®= 400

T Te ot=1.0s T Te o0t=0.7s T TCéSt:l.Os
& | e——— e Y @

R Rc R Rc R Rc

SKS
diff
R R R

L e e LA S S aay S e e | LI e L | L VAL A S ey S S e s
(LJ 100 200 300 6 50 100 150 200 J) 100 200 300

Relative Time (s) Relative Time (s) Relative Time (s)
BRG. June 09. 1994 MOX. Nov. 28. 1998 BFO, May 21, 1998

Fig. 2.7 Examples of SKS and SKKS recordings and plots digh@ motion at three stations
of the German Regional Seismograph Network. Thézbotal radial (R) and transverse (T)
components are shown. They were derived by rotatibrthe N-S and E-W horizontal
components with the backazimuth angle. The T cormapbat BFO has the same scale as the
R component, while T is magnified two-fold relatitceR at BRG and MOX. The top panels
show the polarization in the R-T plane. Anisotrapymanifested in all three cases by the
elliptical polarization. Linear polarization is aed by correcting the R-T seismograms for
the anisotropy effect using an anisotropy modelrahke direction of the fast shear wave is
sub-horizontal and given by the anglemeasured clockwise from north, and the delay time
(in seconds) between the slow and the fast sheas i8ayiven bydt (courtesy of G. Bock).

2.3 Surface waves

2.3.1 Origin

So far we have considered only body-wave solutairibe seismic wave equation. They exist
in the elastic full space. However, in the preseavfca free surface, as in the case of the Earth,
other solutions are possible. They are cafledace wavesThere exist two types of surface
waves,Love wavesand Rayleigh wavesWhile Rayleigh (LR or R) waves exist at any free
surface, Love (LQ or G) waves require some kindaafave guideformed by a velocity
increase with depth (gradient- or layer-wise). Bathditions are fulfilled in the real Earth.

SH waves are totally reflected at the free surfaceve waves are formed through
constructive interference of repeated reflection®leseismic SH at the free-surface (i.e., S3,
S4, S5, etc.; see Fig. 2.42 and overlay to Fig§8 and 2.49). They can also result from
constructive interference between SH waves, whretpastcritically reflected(see 2.5.3.5)
within a homogeneous layer (or a set of i layerhwicreasing §) overlaying a half-space

11
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with higher velocity. The latter is the case ofstal layers, overlaying the upper mantle with
a significant velocity increase at the base ofdhsst, called the “Mohorovi¢-discontinuity”

or Moho for short. The Moho marks the transition betwelea tisually more mafic (often
termed “basaltic”) lower crust and the peridotitjgpermost mantle (for related velocities see
Tab. 2.1) and may, together with other pronounog&ccrustal velocity discontinuities give
rise to the formation of complex guided crustal esysee 2.3.3).

Generally, destructive interference of the upgoamgl downgoing reflected SH waves will
occur, except at certain discrete frequenciesd n multiples of it (with n as an inteljefhe
values ofw given for n = 0 are termed tifiendamental modeshile larger values of n define
the higher mode®r overtonesFig. 2.8 (top) shows the horizontal (SH typeddplacement
and linear polarization of the fundamental Love-&awode as well as the exponential decay
of its amplitudes with depth.

When a P (or SV) wave arrives at the surface thected wave energy contains (because of
mode conversignsee 2.5.3.4) both P and SV waves. Lord Rayleigiwed more than 100
years ago that in this case a solution of the wegeation exists for two coupled
inhomogeneous P and SV waves that propagate alengurface of a half-space. While
Rayleigh waves show no dispersion in a homogenhalispace, they are always dispersed
in media with layering and/or velocity gradientgisuas in the real Earth. Rayleigh waves

travel - for a Poisson solid - with a phase velocit= V2-2/43 vs=0.92 v i.e., they are

slightly slower than Love waves. Therefore, thepegr somewhat later in seismic records.
The exact value of c depends gnand v Since Rayleigh waves originate from coupled P
and SV waves they are polarized in the vertical)(Mne of propagation and due to the
phase shift between P and SV the sense of plagiicle motionat the surface islliptical and
retrograde(counter clockwise)Fig. 2.8 (bottom) shows schematically the dispiaeets for
the fundamental mode of Rayleigh waves. They aklwayg exponentially with depth. The
short-period fundamental mode of Rayleigh typedantmental areas is termed Rg.

Fig. 2.8 Displacements caused by horizontally propagatingdéunmental Love (top) and
Rayleigh waves (bottom). In both cases the waveliarmdps decay strongly with depth (from
Shearer, Introduction to Seismology, 1999; withngesion from Cambridge University
Press).

12
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2.3.2 Dispersion and polarization

The penetration depthbelow the surface increases with This is comparable with the
frequency-dependenskin effectof electromagnetic waves propagating in a condgcti
medium with a free surface. Since the types of sptkeir rigidity and bulk modulus change
(usually increase) with depth, the velocities offate waves change accordingly since the
longer waves “sense” deeper parts of the Earths Tésults in a frequency dependence of
their horizontal propagation velocity, calledispersion. Accordingly, while body-wave
arrivals with no or negligibly small dispersion grdue to intrinsic attenuation) appear in
seismic records as rather impulsive onsets or ghamsient wavelets (with the shape and
duration depending on the bandwidth of the seisapgrsee Chapter 4.2he dispersion of
surface waves forms long oscillating wave trairfseil duration increases with distance.

Usually, the more long-period surface waves arfixg (normal dispersion). But in some
regions of the Earth low-velocity layers exist (etheasthenospheran the upper mantle; see
the PREM model in 2.7, Fig. 2.53, in the depth eabgtween about 80 and 220 km). This
general trend may then be reversed for parts ostiniace wave spectrum. Presentations of
the propagation velocity of surface waves as atfanof the period T or the frequency f are
called dispersion curvesThey differ for Love and Rayleigh waves and alspend on the
velocity-depth structure of the Earth along the sidered segment of the travel path (Fig.
2.9). Thus, from the inversion of surface wave disn data, information on the shear-wave
velocity structure of the crust, and, when usingqas up to about 500 s (mantle surface
waves), even of the upper mantle and transitiore zam be derived.
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s i Love (G phase)
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. rd e e
.‘? { / ,/ L~ ’/ \_/
3 [~ X1~ A L f-1 el
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Fig. 2.9 Group-velocity dispersion curves as a function efigd for Love and Rayleigh
waves (fundamental modes and overtones) (from Budled Bolt, An Introduction to the
Theory of Seismology, 1985; with permission froorm@®aidge University Press).

The large differences in crustal thickness, contmsiand velocities between oceanic and
continental areas (Fig. 2.10) result in significaifferences between their related average
group-velocity dispersion curves (Fig. 2.9). Theg aarticularly pronounced for Rayleigh

13



|2. Seismic Wave Propagation and Earth models |

waves. While the velocities for continental Raytenyaves vary in the period range from
about 15 and 30 s only from 2.9 to 3.3 km/s, thagyvmuch more in oceanic areas (from
about 1.5 to 4.0 km/s within the same period ra@gmsequently, LR wave trains from travel
paths over continental areas are shorter and lomle wlearly dispersed because the various
periods follow each other at shorter time diffeesn¢e.g., Figures 1d and 5a in DS 11.2). In
contrast, LR wave trains with dominatingly oceatnavel paths are much longer with almost
monochromatic oscillations over many minutes (F2gll). Actually, the discovery of
different surface-wave velocities along contineraatl oceanic paths were in the 1920s the
first indication of the principle structural difiemce between oceanic and continental crust.

North America Eurasia
— b v = v
g = o g
40N| - Pacific_________ S " Atlantic [T = % ........... - | Pacific - | 40N
Ocean . Ocean : Ocean
> b -
Sierra Nevada Rocky Mts. Iberian Pen. Caspian sea Tian Shan Japan

Depth (km)

diorite (intermediate)

mafic granulite (meta-gabbro) VE=100x
basalt/gabbro (ocean crust)

Fig. 2.10 Cross-section through the crust along 40° northatitude. Note the different
signatures for the upper (granitic), intermediatieritic) and lower (mafic) continental crust
and the basaltic oceanic crust. The crustal baszrsed “Moho” (according to its discoverer,
the Croatian seismologist Andrija Mohoréw). The P-wave velocity increases at the Moho
from about 6.5-6.8 km/s to 7.8-8.2 km/s. The caental crust is about 25 to 45 km thick
(average about 35 km) and has “roots” under yougly mountain ranges which may reach
down to nearly 70 km. The oceanic crust is rather (about 8 to 12 km) with a negligible
upper crust (courtesy of Mooney and Detweiler, 2002
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Fig. 2.11 Record of Rayleigh waves in the long-period vettioamponent at the station
Toledo, Spain, from an earthquake in the DominiBapublic (D = 6,622 km; travel-path
through the Atlantic Ocean) (courtesy of G. Payaga).
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2.3 Surface waves |

Strictly speaking, when dealing with dispersive asgvone has to discriminate between the
group velocityU(T), with which the energy of the wave group moeesl thephase velocity
c(T), with which the wave peaks and troughs atvamifrequency travel along the surface. As
seen from Fig. 2.12, c(T) is always larger than JU{Vhen comparing Figs. 2.9 and 2.12 the
significant differences between dispersion cunadsutated for a global 1-D Earth model like
PREM (see 2.7, Fig. 2.53 and DS 2.1) and averagssbuaned curves for different types of
crust or mantle models become obvious.

Love Waves Rayleigh Waves
5.0 5.0 /
45 // 45 /
~ L1 ~ A
4.0 — 4.0
é dAP=sn | g
iy Phase/ o z Phase L
fo]
8 40 8 a0 //____, o
0] 0] T
- g / T~
3.5 3.5
Group Group
3.0 3.0
10' 2 5 10° 10' 2 5 107
Period [s] Period [s]

Fig. 2.12 Fundamental mode Love- and Rayleigh-wave dispersiowes computed for the
PREM model with anisotropy (courtesy of Gabi Laske)

As shown in Fig. 2.13, the horizontal componentha& fundamental Rayleigh wave mode
will vanish in a uniform half-space at a depth dioat A/5 and thus the particle motion
becomes vertical linear. At larger depth the pkaticajectories will be elliptical again, but
with a prograde(clockwise) sense of motion. The amplitudes deegydty with depth. At a
depth of A/2, the horizontal particle motion is about 10%tloét at the surface while the
vertical particle motion at the surface is redutedbout 30%.

Because of the strong decay of surface wave amdpbtwith depth, earthquakes deeper than
the recorded wavelengths will produce significantgduced or no surface waves. The
amplitude ratio between body and surface wavesaadband records is thus a reliable quick
discriminator between shallow and deep earthqudk@sshallow teleseismic earthquakes the
surface wave group has generally by far the largegilitudes in broadband and long-period
records (see Fig. 2.23). This is because of th@rfopagation along the surface of the Earth
and energy decay 1/r as compared to the 3-D propagation of bodyesaand energy decay
01/P. Also, the local maxima and minima in the groupeeity curves (Figs. 2.9 and 2.12)
imply that surface wave energy in a wider periaigearound these extremes will travel with
nearly the same velocity and arrive at a seismaticst at about the same time, thus
superimposing to large amplitudes. These amplitnd&ima in the dispersive surface wave
train are calledAiry phasesFor continental travel paths a pronounced Rayleighe Airy
phase with periods around 20 s occurs which iserasttable and used for estimating the
standard surface wave magnitude Ms (see 3.2 Arlexample is given in Fig. 2.23. Long-
period mantle Rayleigh waves have an Airy phaseratd = 220 s (see Fig. 2.9).
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Fig. 2.13 Particle motion for the fundamental Rayleigh made uniform half-space. Shown
is one horizontal wavelength. At the surface theica motion is about 1.5 times larger than
the horizontal motion. Note the change from retadgrto prograde sense of elliptical particle
motion at a depth larger abotut5. The wave propagates from left to right. Thesdsitow the
position of the same particle at a fixed distand Wwme increasing from the right to the left
(modified from Shearer, Introduction into Seismglpgl999; with permission from
Cambridge University Press).
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Fig. 2.14 3-component broadband records (top traces) antkdefdots of particle motion in
the horizontal (N-E) plane and two vertical plaf@s\N and Z-E, respectively) of the surface-
wave group of the same event as in Fig. 2.6 (DZKifh; backazimuth BAZ = 273°).

il

Fig. 2.14 above shows, for the event in Fig. Zn@, 3-component broadband record of the
Rayleigh-wave group and the related particle motiajectories in three perpendicular
planes. There exists indeed a strikingly clearogrtade elliptical motion in the vertical-east
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2.3 Surface waves |

(Z-E) plane, which is in this case almost identiwéh the vertical plane of wave propagation
(backazimuth 273°). Also the amplitude ratio velficorizontal component is 1.5, as
theoretically expected. In the horizontal N-E plahewever, there is also some transverse
energy present in this wave group. It is due toes@H energy present in the N-S component.
Generally, one should be aware that the theorstieapected complete separation of LQ and
LR waves in a homogeneous isotropic (horizontaleled) half-space is not absolutely true
in the real Earth because of heterogeneity andb@ay. This may cause the coupling of
some Rayleigh-wave energy into Love waves and varsa (see e.g., Malischewsky (1987)
and Meier et al. (1997)), similar to S-wave spiitiin the presence of anisotropy (see Fig.
2.7).

Higher mode surface waves have a different depplentience than fundamental modes and
sample deeper structure than that probed by fund@h®odes of the same period.

2.3.3 Crustal surface waves and guided waves

Because of the broad maximum of the group veloofty.ove-wave continental overtones
with values around 3.5 km/s between about 3 and {€ee Fig. 2.9) they may appear in
seismic records as an onset-like Lg-wave group alitiiost no dispersion, sometimes even in
pairs (Lgl, Lg2) because of the nearby local mimmun the dispersion curve. Since the
group velocity of Lg-waves is higher than that ohtinental fundamental modes with T < 30
s (see Fig. 2.9), they may appear in broadbanddsagith an upper corner period around 20
s as clear forerunners to the surface wave grone.L§-wave group, however, is not a pure
continental Love wave but rather eomplex guided crustalwave. It is caused by
superposition of multiple S-wave reverberationsMeen the surface and the Moho and SV to
P and/or P to SV conversions as well as by scagjeri these waves at lateral heterogeneities
in the crust. Accordingly, Lg waves are also reedrdn vertical components (see Fig. 2.15).
Beyond epicentral distances of about 3° their amngdi maximum is usually well-separated
from the earlier onset of Sg. Lg usually dominatessmic records of local and regional
events and may propagate rather effectively alamgtimental paths, in shield regions in
particular, over a few thousand kilometers (see Bi@5). Because of the stability of Lg
amplitude-distance relationships in continentalaar¢his phase is well suited for reliable
magnitude estimates of regional events (see 3)2.Bh@ propagation of Lg may be barred by
lateral changes in the velocity structure sucheminsentary basins, Moho topography, the
transition between oceanic and continental crush@rboundaries between different tectonic
units.

Near-surface seismic events such as industriahderground nuclear explosions, rock-bursts
etc. also generate short-period fundamental-moddelgh waves, termed Rg. Rg waves
show normal dispersion and have relatively largeldaodes on vertical components (see Fig.
2.16.). They are not excited by seismic events eletffan about one wavelength and thus a
good discriminator between often man-made seismigces near the surface and most
natural earthquakes with depths most likely betwgeand 25 km (crustal earthquakes) or
even deeper (intermediate or deep earthquakeshdustion zones). Rg is more strongly
attenuated than the guided wave Lg. Its range abggation is limited to less than about 600
km. However, up to about 200 km distance Rg mayidate the recorded wave train from
local near-surface seismic events.
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Fig. 2.15 Records of Lg, together with other crustal phasesecords of a Kola peninsula
mining blast (Ml = 2.4) at the Norwegian array stas ARCES (distance D = 391 km; upper
two traces) and NORES (D = 1309 km, bottom traggspand sb — P- and S-wave beams (see
Chapter 9) of the vertical elements of the arrdigréd with 2-8 Hz and 1-4 Hz, respectively
(courtesy of J. Schweitzer).
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Fig. 2.16 Mining induced rock burst south of Saarbriicken,n@ary, recorded at station
WLF in Luxemburg (D = 80 km, h = 1 km, Ml = 3.7)ol¢ the strong dispersive Rg phase.
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2.3 Surface waves

2.3.4 Mantle surface waves

Love and Rayleigh waves travel along great ciradéhp around the globe. Surface waves
from strong earthquakes may travel several timesrat the Earth. They are termgibbal
surface wavesThe first surface wave group arriving at a seisstation at the epicentral
distanceA° will have taken the shorter great circle while tlater arrival has traveled the
major arc path over 3604° (Fig. 2.17).

Fig. 2.17 Great circle paths for the first three arrivalglifbal Rayleigh waves.

These arrival groups are called R1, R2, R3, R4fetdRayleigh waves and G1, G2, G3, G4
etc. for Love waves, respectively. R3 (or G3) htageled over 360° A° and R4 over 720°-
A° etc. Fig. 2.18 gives an example for long-periecdords of P, SV, SH, R1, R2, G1 and G2
in the vertical (Z) and the two rotated horizordaimponents (radial R and transverse T). As
expected, P appears only on Z and R while S hds $dgtand SH energy. The Love wave
groups G1 and G2 are strongest in T and arrivechbeR1 in R2, which are visible only on
the R and Z components. But Fig. 2.18 is also adgexample for inverse (negative)
dispersion in the Rayleigh-wave groups. Their msicange from about 60 s to almost 200 s,
with the longest periods arriving at the end of Rfeand R2 groups. This is just the period
range of inverse dispersion according to Fig. 2©@Hoth continental and oceanic mantle
Rayleigh waves. This inverse dispersion is not daerecords of classical WWSSN long-
period seismographs with a peak magnification alodb s because the corresponding
periods are filtered out by the system responskesfe seismographs.

Further, one should note in Fig. 2.18 that thestase waves originate from an earthquake in
the Tonga trench subduction zone at a depth of286-km. This seems to contradict the
above statement, that no or only weak surface weaese observed from deep earthquakes.
However, there is no contradiction. As discusseavapthe depth of penetration (and thus
constructive interference) of surface waves in@gagith their wavelength. For the periods
considered in Fig. 2.18 ranges between about 230 and 880 km, i.e., ibmparable or
larger than the source depth. Therefore, we still @pect significant surface wave energy in
that period range for the largest amplitudes in Bi@8. However, no periods below 50 s, as
recorded in classical narrow-band long-period régpare recognizable in these surface-wave
trains.
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|2. Seismic Wave Propagation and Earth models |

With modern very broadband (VBB) recording systarhtigh dynamic range (see Chapter
5) it is possible to record such long-period glamaintle surface waves up to about R7, riding
on oscillations of solid Earth’s tides of even lengeriod (more than 12 hours). Fig. 2.19
shows a striking example. The successive group® akveal an exponential decay of
amplitudes. This allows the determination of thigimsic frequency-dependent attenuation in
the crust and mantle (see 2.5.4.2).
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Fig. 2.18 Records of the March 11, 1989 Tonga trench eartte(fa = 235 km) in the Z, R
and T components of the IRIS/IDA station NNA in gD = 93.7°) (from Shearer,
Introduction to Seismology, 1999; with permissiooni Cambridge University Press).

107g (one ten millionth of
the earth's gravitational
acceleration)

6 hours

Fig. 2.19 Example of a very broadband (VBB) record with hdgmamic range by the STS1

seismograph operated by the Nagoya University, nlaphe seismic wave groups from a
magnitude 8.2 earthquake in the Kermadec Islandsoffer 20, 1986) are superimposed to
solid Earth’s tides (modified from a pamphlet ofethlapanese Global Seismology
Subcommittee for the POSEIDON project).
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2.4 Normal modes |

2.4 Normal modes

Since the Earth is not an infinite half-space buinge body, all wave motions must be
confined too. Body waves are reflected back from gbrface into the Earth, surface waves
orbit along great circle paths. Thus, there will &anultitude of different seismic phases
arriving at a given point on the surface. Dependingtheir timing and periods they will
interfere with each other, either in a more desivacor more constructive manner. The latter
will be the case at certain resonant frequencidg. drney are termed the Earthrormal
modesand provide another alternative way of represgntiave propagation. An analogy is
the standing wave modes of a vibrating string fiedooth ends (Fig. 2.20). The lowest
frequency is called the fundamental mode; the highedes are the overtones. This can be
treated as an eigenvalue problem: the resonantdrexes are calledigenfrequenciesthe
related displacements are termeddlgenfunctions.

< 666
&S 66660

Fig. 2.20 The first four modes of vibration of a string betmefixed endpoints (from Shearer,
Introduction to Seismology, 1999; with permissiooni Cambridge University Press).

One should be aware of the following points abartmal modes in observatory practice:

* any wave motion within the Earth may be expressed aum of normal modes with
different excitation factors;

« there exist, in analogy to P/SV (Rayleigh) and $&bBiv€) -wave motionspheroidal
modesandtoroidal modesrespectively;

» toroidal modes involve no radial motion and areya@dnsitive to the shear velocity;

» spheroidal modes have both radial and horizontdlomoThey are sensitive to both
compressional and shear velocities;

* long-period spheroidal modes are sensitive to gyraamnd thus provide information
about the density structure of the Earth that n@tybe obtained in any other way;

» the ellipticity of the Earth, its rotation as wah its 3-D velocity variations will cause
a splitting of the eigenfrequency spectral lindsud the investigation of normal mode
splitting allows to constrain 3-D structures of tarth;

« normal modes do (besides PKPdf amplitudes) pronnftamation about the shear-
wave velocity of thenner core

» the decay of mode amplitudes with time has providgubrtant information about the
attenuation properties of the Earth at very longqoks;

« normal modes provide a complete set of basis fanstifor the computation of
synthetic seismograms for surface-wave and longpgpdrody-wave seismology.
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| 2. Seismic Wave Propagation and Earth models \

Therefore, the collection of high-quality broadbatatta that also allow retrieval of normal
modes is an important function of high-tech seisigimlal broadband observatories. This
requires very stable installation conditions, foribontal seismometers in particular, e.g., in
boreholes (see 7.4.5) or deep non-producing uno@ngr mines in order to reduce near
surface tilt noise caused by barometric pressuriati@s. The latter may also be filtered out
by correlating parallel recordings of seismomegard micro-barometers (e.g., Warburton and
Goodkind, 1977; Beauduin et al., 1996; see Figl)2.2
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Fig. 2.21 Normal mode spectra exited by an Ms = 8.2 earthguakhe Macquarie Island
region and recorded with STS1 at the stations S8B2ance and BFO in Germany. BFO is
located in an old silver mine and has very lowrniise. The latter is high at SSB2 (broken
lines) but could be filtered out (solid lines) bgrelation with micro-barometric recordings
(reproduced from Beauduin et al., The Effects e thtmospheric Pressure Changes on
Seismic Signals ..., Bull. Seism. Soc. Am., Vol. 8&. 6, Fig. 8, page 1768, 1996}
Seismological Society of America).

In fact, normal mode analysis in tBpectral domain(see Chapter 4.1) is the only practical
way to examine seismic records at very long per{eds00 s) and thus with wavelengths of
2000 and more kilometers. But normal mode studiesnselves are beyond the scope of
routine data analysis at seismological observat@ma will not be considered in this Manual.
(For further readings see Gilbert and DziewonsRi{5; Aki and Richards, 1980 and 2002;

Lapwood and Usami, 1981; Lay and Wallace, 1995;|&aland Tromp, 1998; Kennett,
2001).
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First observations of some normal modes were madeonjunction with the strongest
earthquake of the 30century (Chile, 1960). Since then, further progriesseismometry and
data analysis have permitted the identificatiomwér a thousand modes and on that basis, to
significantly refine velocity, density and attenoat models of the Earth (see 2.7; PREM
model). Fig. 2.22 shows the patterns of surface rathl motions related to some of the
spheroidal and toroidal modes. Their general nota&une is,S and,T,. n is the number of
zero crossings of amplitudes with depth while the number of zero (nodal) lines on the
surface of the sphere.

Surface Patterns

i 0S2 : 0Ss oS¢

Radial Patterns

;L n=0 ]i n=1 it n=2 il; n=3
Center

Fundamental  First Overtone Second Overtone  Third Overtone

Radial Modes Toroidal Motions

-=s. 0So So ol2
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\ Y] >

Fig. 2.22 Top: Surface and radial patterns of motions of spdal modes. Bottom: Purely
radial modes involve no nodal pattern on the serfaat have nodal surfaces at depth.
Toroidal modes involve purely horizontal twisting the Earth. For explanation of mode
nomenclature see text (after Bolt, 1982; from Lag &/allace, 1995, Fig. 4.24, p. 160; with
permission of Elsevier Science (USA)).

OTS

Accordingly, the fundamental spheroidal “breathingdbde of the Earth igS, because it
represents a simple expansion and contractioneoE#rth. It has a period of about 20 min
o> has the longest period 64 min) and describes an oscillation between &pseld of
horizontal and vertical orientation, sometimes tinirugby” mode. The toroidal modg
corresponds to a purely horizontal twisting motibatween the northern and southern
hemisphere and has a period of about 44 min. Ovest§ andT withi =1, 2, 3,... have one,
two, three or more nodal surfaces at constant featn the center of the Earth across which
the sense of radial or twisting motions reverses.

In summary, strong earthquakes can make the plarét ring like a bell. Seismologists may
be compared with experienced bell-makers who ale @binfer from the complex sound
spectra of a bell not only its size and generapshaut also the composition of the alloy of
which it is made.
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2.5 Seismic rays, travel times, amplitudes and phases

2.5.1 Introduction

So far we have introduced seismic body and surfeaees. We have learned why these
different wave types travel with different veloesi through and consequently appear in the
seismogram at different times. We have seen thdy aves form short transient wavelets
(see Figs. 2.3 and 3.7), in contrast to the pradngnd dispersed wave trains of surface
waves (e.g., Figs. 2.11 and 2.23). Fig. 2.23 sheasismic record of an earthquaké @day.
Besides the discussed primary body and surfacesv@eS, LQ, and LR), several additional
arrivals are marked in the seismogram and theirbgysnare given. These energy pulses are
mainly caused by reflection or mode conversion rhpry P or S waves either at the free
surface of the Earth or at velocity-density disauuities inside the Earth.

P, PP pp  ppp S SKS sSS SSS
\ [
m

n . Apnf - U
RUE pr;y;.\w\"r b e e e ARG A LA Il

S[ SS sSS S8S LQ

RUE E o «\‘:\‘1*4,\ AU SR S A g s

19:05:00 19:30:00 UT

Fig. 2.23 Digital broadband record of the Seattle Mw = &a8thquake on 28 February 2001
at the station Rudersdorf (RUE), Germany (epicémntistance D = 73°). Note the detailed
interpretation of secondary phase onsets.

A proper understanding of these arrivals is esakefar a correct phase identification that in
turn is of great importance for event location (E8d.1.1) and magnitude determination (see
3.2 and EX 3.1) but also for later determinatios@fsmic velocities inside the Earth. We will
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introduce and use the concept of seismic rays tenstand and illustrate the formation and
propagation of these different wave arrivals.

Seismic ray theory is a very convenient and intaitvay to model the propagation of seismic
energy and in particular of body waves. It is gatligrused to locate earthquakes and to
determine focal mechanisms and velocity structwoenfbody wave arrivals. Seismic ray
theory is essentially analogous to optical ray themcluding phenomena like ray-bending,
focusing and defocusing.

Using ray theory, it is important to keep in miridatt it is an approximation that does not
include all aspects of wave propagation. Ray thédtyased on the so-calléigh-frequency
approximationwhich states that fractional changes in velocitgdgent over one seismic
wavelength are small compared to the velocity.theowords, we may use ray theory only if
the dimensions of structures to be consideredaagelt than the seismic wavelengths used.

These conditions are valid for most parts of thettEgsee global model in Fig. 2.53) and for
the wavelengths that are usually recorded and aedlin seismological observatory practice.
The problem of relatively sharp boundaries, asf@mple the crust-mantle interface (Moho -
discontinuity), discontinuities in the upper manéed the core-mantle boundary (CMB) or
the inner-core boundary (ICB) can be tackled bycmag the boundary conditions between
neighboring regions in which the ray solutions\aakd.

2.5.2 Huygen’'s and Fermat’s Principle and Snell's &w

In classical opticsHuygen’s Principlegoverns the geometry of a wave surface. It stias
every point on a propagating wavefront can be dmmed the source of a small secondary
wavefront that travels outward at the wave velomtyhe medium at that point. The position
of the wavefront at a later time is given by thegent surface of the expanding secondary
wavefronts. Since portions of the primary wave framhich are located in relatively high-
velocity material, produce secondary wavefrontd travel faster than those produced by
points in relatively low-velocity material, thiss@lts in temporal changes of the shape of the
wavefront when propagating in an inhomogeneous umediSince rays are defined as the
normals to the wavefront, they will change accogtlin Rays are a convenient means for
tracking an expanding wavefront. Fig. 2.24 depitts change of direction of a plane
wavefront and associated ray when traveling throagtiscontinuity which separates two
homogeneous media with different but constant waeeagation velocity.

Fermat’'s Principlegoverns the geometry of the raypath. It statesttteaenergy (or ray) will
follow a minimum time pathi.e., it takes that path d between two pointsictvitakes an
extreme travel-time t (i.e., the shortest or thegkst possible travel time, widt/od = 0).
Such a path is callestationary In case of a stationary time path there exigtdhpossibilities,
depending on the value (sign) of the higher deirreatofot/od:

for 9%/0d®>0 the ray follows a truminimum time path,

for 9t/0d°<0 the ray follows anaximum time path and

for 0od>=0 i.e., in case of an inflection point of the@uel-time curve, the ray
follows aminimax time path
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Different kinds of seismic waves follow differemne paths, e.g., the reflected waves pP (see
Fig. 2.43) a true minimum path, the PP or the SK&f&ction (Fig. 2.42) a minimax path and
the reflected wave P'P' (PKPPKP) (Fig. 2.44) a tnagimum path. Note that the character of
the stationary path influences the character (pbhagg of the reflected waveform. Whenever
a seismic ray travels in some parts of its raypatia maximum time ray, it touchesaustic
This caustic can be a focusing point (see 2.5.83%3.4) or a surface along which seismic
rays superimpose each other (see 2.5.4.3). In amg prominent phase distortion can be
observed and has to be taken into account duregnhlysis of seismograms.

2.5.2.1Snell's Law for a flat Earth

From Fermat’s Principlefollows, with some simple geometry and mathemateell’'s Law
of wave refractior(e.g., Aki and Richards 1980 and 2002; Lay and &¢all 1995; Shearer,
1999;Cerveny, 2001; Kennett, 2001):

sini/lv =s sin i =g= 1/, = p = constant (2.12)

where i is the angle of incidence, measured betwleemnay and the vertical (see Fig. 2.24), v
is the velocity of wave propagation in the mediwnx1/v is called slowness, and p is the so-
called ray parametev/sin i = wpp IS the apparent horizontal wave propagation vetani x-
direction with vpp = for i = 0 (vertical incidence of the ray) and=s1/vappis the horizontal
component of the slowness vector s. Note, howetlsat p is constant for laterally
homogeneous media only. In Fig. 2.24 the refractiba seismic wavefront and of a related
seismic ray across the interface of two half spaséh different but constant seismic
velocities ¥ and v is sketched. Such an instantaneous velocity jusnpalled first-order
discontinuity. Because the ray parameter must reroanstant across the interface, the ray
angle has to change:

sinih/vi =sin bV, =5 Sin =S Sin k. (2.13)

Fig. 2.24 A plane wavefront with the associated ray cragsirmedium boundary withpy»v;.
The ray in medium two is refracted away from thdigal, i.e., p>i.

2.5.2.2 Snell's Law for the spherical Earth

Above, a flat-layered case was considered. YeEduth is a sphere and curvature has to be
taken into account at distances greater than a#utn this case the ray parameter has to be
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modified. In Fig. 2.25 a ray is sketched in a splmmposed of two concentric shells 1 and 2
of different but constant velocity\and v or slowness;s= 1/v; and s= 1/v,, respectively. At
the first interface between medium 1 and 2, Sniedits must be satisfied locally, i.e.,:

s18in i (r1) = S sin k(r2) (2.14)

for r; = r.. Inside shell 2, however, despitev const., the incidence angle changes as the ray
progresses, namely(iii) # i'x(r')). If we project the ray in medium 2 further to ttgning

point where r =4, we see from the set of right triangles that tHe¥ang relationship holds:
S rSinh=%r5sin i,

This is true along the entire ray path and we carecplize
srsini=rsinihEp, (2.15)

which is the modified Snell's Law for a sphericaltb.

Fig. 2.25 Ray geometry for an Earth model consisting of spberical shells of constant but
different velocity v and ..

2.5.3 Rays and travel times in laterally homogenes (1-D) media

2.5.3.1 Velocity gradient
It is true for most parts of the Earth that thessec velocity increases with depth due to
compaction of the materiaConsider a ray travelling downwards through a staickayers
with constant velocities;w 1/ each, however, increasing layer velocities witptdgFig.
2.26). Applying Snell's law

p=ssSink=%Sinb=%Sink... (2.16)

we can derive the incidence angle i, that is camtirsly increasing with depth, and finally
approaching 90 At i = 9C° the ray is at itsurning pointtp.
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ﬁ3\ﬁ V3> V2

Fig. 2.26 Ray through a multi-layered model with constaalogity within the layers but
increasing velocity with depth of the layers. Thg angle i increases accordingly with depth.

This can be generalized by modeling a velocity gratdwith depth as a stack of many thin
layers with constant velocity. Rays and travel sniier this case are sketched in Fig. 2.27.
The plot of arrival times t versus distance x isigally called thdravel-time curve The
tangent dtdx; on the travel-time curve at any distangecarresponds to the inverse of the
horizontal wave propagation velocity 34y and thus to the ray parameteopthat ray which
comes back to the surface atBecause of sin i = sin 90° = 1 at the turninghpoif the ray,
we can determine the velocity, at the turning point of the ray either from thaajent of the
travel-time curve atixvia p = di/dx; = 1/w, or by knowing the sub-surface velocity at
station x and measuring the incidence angjei that station gy = Vi /Sin iy).

dt/dx=p; s

X:
Fig. 2.27 Raypaths (middle) and travel-time curve (righty &2 model with velocity v
gradually increasing with depth z (left). The iremde angle i increases continuously until it
reaches 9t the turning point tp, then the rays turn up agaireach the surface at ©n the
travel-time curve each point comes from a differeayt with a different slowness and ray
parameter p. The gradient of the tangent on thvelttame curve at xs the ray parametef
dt/dx;. In the considered case of modest velocity inaedth depth the distance x increases
with decreasing p. The related travel-time curvieimedprograde

2.5.3.2 Effect of a sharp velocity increase
Next we consider the effect of a sharp velocityeéase, which may be an increase in gradient

(second-order discontinuity) or an instantaneousciy jump (first-order discontinuity). Fig.
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2.28a shows on the left side a hypothetical vejeddpth model in the upper crust of the
Earth together with the related seismic rays andhenright the corresponding travel-time
curves in the reduced-time presentatign= t — (X/eq). Usually travel-time increases with
distance. Consequently, presenting absolute ttawel-curves for large epicentral distances
would require very long time-scales. Also, smalbrfjes in dt/dx are then not so well
recognizable. Therefore, in order to reduce thestgoale and to increase the resolution of
changes in slowness, travel-time curves are ofépresented a®duced travel-time curves
in which teg = t - X/\Veq IS plotted (for some constanty as a function of x. The reduction
velocity Weq is usually chosen so as to be close to the meagiwyein the considered depth
range or of the considered seismic phase. Its eztitravel-time is then constant and positive
or negative slowness deviations are clearly recadpe.

In the ray diagram of Fig. 2.28a one recognizesdhaertain distances x, rays with different
incidence angles may emerge. Modest velocity graslien the upper and lower part of the
velocity profile result in rays which return to tlsairface with increasing distance x for
decreasing ray parameter p. This produces progradel-time branches (yellow and green
branches in theetrx plot). In contrast, a strong velocity gradieeadls to decreasing x with
decreasing p and thus to a receding (retrogra@eglttime branch (red). Thus, a strong
gradient zone between two weak gradient zonestsesulatriplication of the travel-time
curve. The endpoints of the triplication are calbadistics At the caustics (positions »and
X2) rays, which have left the source under diffetake-off angles, arrive at the surface at the
same time. This causes a focusing of energy, langaitudes and a waveform distortion (see
2.5.4.3). Fig. 2.28b shows qualitatively, with te@me color coding as in Fig. 2.28a, the
changes in the ray parameter p with distance xHerprograde and retrograde travel-time
branch(es) of a triplication.

Velocity (km/s) Range, x (km) Range, x (km)
2 3 4 5 6 7 0 3 6 9 12 15 18 21 24 2730 10 20 30 40 50
0 0 10

~ - /

Depth (km)
t-x/4.5(s)

k\

? v \

20 20 0.0
% %

=
I~

Fig. 2.28a Left: Velocity-depth profile in a model of the upper drusth a strong velocity
gradient between about 2.5 and 6 km depth andeceksgismic rays from a surface source.
Right: ray diagram and.drx relation for the given model;;.sd = 4.5 km/s. Note the
differently colored segments of the velocity-degistribution and of the travel-time branches
that relate to the seismic rays given in the saoharcYellow and green: prograde travel-time
curves, red: retrograde travel-time curve. Notettie lowermost blue rays that have already
been affected by a low-velocity zone below 10 kmtddécourtesy of P. Richards.)
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dx/dp<0

dx/dp>0 dx/dp<0

caustics

v

p

Fig. 2.28b Distance x as a function of ray parameter p f@litdtions. Note that the colors in
this diagram correspond to the colors of the rdlaégs and velocity segments in Fig. 2.28a.

The gradient of the retrograde travel-time branath the position xand x of the caustics are
controlled by the thickness and the velocity-gratim this strong-gradient zone. Similar
triplications develop in the presence of first-ardescontinuities with positive velocity jump.
In this case the retrograde branch relates to thstcptical reflections from such a
discontinuity (see 2.5.3.6 and Fig. 2.32). The idieation and quantification of such first-
and second-order discontinuities is of greatestomamce for the understanding of related
changes in physical and/or compositional propertiegbe Earth. This necessitates, however,
that not only first arrivals of seismic waves blsodater, secondary arrivals are identified and
their amplitudes measured. Since the latter malpviorather closely to the former, their
proper identification and onset-time measuremeny M@ difficult in very narrow-band
filtered recordings because of their strong siglistiortion (see figures in 4.2).

90 — T |

IASPO1

1 L 1

15 20 25 30
A (deq)

Fig. 2.29 Triplications of the P-wave travel-time curve (h@raeduced presentation) due to
the 410 km and 660 km upper mantle/transition atiseontinuities, calculated according to
the IASP91 velocity model (Kennett and Engdahl, 1)9&ee 2.7, Fig. 2.51). The P waves
diving directly below the 410 km (660 km) are cdlle410 (P660); the phases P410P and
P660P are the overcritical reflections from theeogide of these discontinuities, respectively.
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Two of the most pronounced velocity and densityeases occur at about 410 and 660 km
below the surface (see 2.7, Figs. 2.51 and 2’H¥&y mark the lower boundary of the upper
mantle and of the transition zone from the uppentieato the lower mantle, respectively.
Both are caused by phase transitions of the mamdierial into states of higher density at
critical pressure-temperature (P-T) conditions.sEh&vo pronounced discontinuities result in
triplications of the P-wave travel-time curveslie tistance range between about 14° and 28°
(see Fig. 2.29) associated with a strong increagewave amplitudes around 20° (so-called
20° discontinuity; see also Fig. 3.13).

2.5.3.3 Effect of a low-velocity zone

Velocity generally increases with depth due to caatipn, however, lithologic changes or the
presence of water or melts may result in low-vélo@ones (LVZ). Fig. 2.30 shows the
effects of an LVZ on seismic rays and the travaleti curve. The latter becomes
discontinuous, forming a shadow zone within which mys emerge back to the surface.
Beyond the shadow zone the travel-time curve caesrwith a time off-set (delay) from a
caustic with two branches: one retrograde brandie)lbeginning with the same apparent
horizontal velocity as just before the beginningtloeé shadow zone and another prograde
branch with higher apparent velocity (smaller dy/dkhis is shown in Fig. 2.30 which is in
fact a continuation of the model shown in Fig. 228wards greater depth. One recognizes a
low-velocity zone between 12 and 18 km depth. Télated ray diagram clearly shows how
the rays that are affected by the LVZ jump fromaarival at distance 79 km to 170 km, and
then go back to a caustic at 110 km before mowangdrd again. The related prograde travel-
time branches and rays have been color-coded wat#ng blue and violet. The corresponding
trea-X plot on the right side of Fig. 2.30 shows nictig travel-time offset and caustic beyond
the shadow zone with two branches: a) retrogralde)land b) prograde (violet).
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Fig. 2.30 Left: Velocity-depth profile and seismic rays in the ¢rw#h a low-velocity zone
between 12 km < h < 18 km depth. The black segnmetite velocity-depth curve produces
the shadow zoneRight: ray diagram and,drx relation for the considered model. The
reduction velocity is ¥q¢ = 5.0 km/s. Note the additional colored travelditiranches which
relate to the seismic rays given in the same cdboeen and violet: prograde travel-time
curves, blue and red: retrograde travel-time curvdsere is a caustic at distance. x
Therefore, the end of the shadow has strong amdpktcourtesy of P. Richards).
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An outstanding example for an LVZ, which shows éhiesature very clearly, is the outer core.
At the core-mantle boundary the P-wave velocitypdrdrom about 13.7 km/s in the
lowermost mantle to about 8 km/s in the liquid outere This causes a shadow zone for
short-period direct P waves between around Ho@ 144, however slightly “illuminated” by
reflected arrivals from the inner-core boundary ifffK) and by rays that have been refracted
backward to shorter distances (retrograde trawed-tbranch) due to the strong velocity
increase in the inner core (phase PKPdf = PKIKBg (8ig. 11.59). The travel-time branch
PKPab corresponds qualitatively to the blue braanwth the branch PKPdf beyond the caustic
to the violet branch in Fig. 2.30 (compare with ay to Fig. 2.47). There may exist,
however, also LVZ's in the crust and in the uppantie (asthenosphere; see PREM model in
Fig. 2. 53).Low-velocity zones are often more pronounced iné&awelocity than in P-wave
velocity because material weakening due to (panmmegiting reduces more strongly the shear
modulusp than the bulk modulus (see Egs. (2.9) and (2.10)).

2.5.3.4 Refraction, reflection, and conversion afiaves at a boundary

So far we have only considered transmission ofngeisvaves at a boundary. However,
generally not all energy is transmitted; parts fiected or converted. If a P wave hits a
boundary between different seismic velocities, fdifferent waves may be generated: a
transmitted P wave; a converted transmitted S vpawvely polarized in the vertical plane of
propagation (SV-wave); a reflected P wave; andflaated converted SV wave (Fig. 2.31).
The geometry of these waves is also governed bl Sbhaw:

SiN i/Vp1 = SiN /1 = SiNi" Np2 = Sin j o (2.17)

incoming P sV

Fig. 2.31 An incident P wave at a solid-solid boundary (ghas the case;\x v,) generates a
reflected and a transmitted P wave and a refleatal] transmitted SV wave. Snell's Law
governs the angular relationship between the rafisearesultant waves.
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In the case of an SH wave hitting the boundary,cths purely polarized in the horizontal
plane, there is only a transmitted and a refle@edwave, but no conversion into P or SV
possible. If a single incident wave is split intailtiple scattered waves, energy must be
partitioned between these waves. Coefficients gorgrthe partitioning between transmitted,
reflected, and converted energy will generally aepen the incidence angle of the incoming
wave and thémpedance contrasit the boundary. Impedance is the product of waecity
and density of the medium. Derivation of the expi@ss for reflection, transmission, and
conversion coefficients is beyond the scope of tho®k. We refer, e.g., to the classic
textbook of Aki and Richards (1980 and 2002) famoanplete treatment and to Muller (1985)
or Shearer (1999) for a condensed overview. Theesgplies to the following considerations
below on seismic energy, amplitudes and phases.

2.5.3.5 Seismic rays and travel times in homogeneomodels with horizontal and tilted
layers

Below we consider a horizontal two-layer model abavhalf-space. Within the layers and in
the half space the wave velocities are constarit wkv,<vs. The discontinuities between
them are of first order, i.e., with instantaneouwdouity jumps (see Fig. 2.32). For an
incidence angle;i= i', with sin i = va/v, and ¥>vy, no wave energy can penetrate into the
layer 2, because sin ¥ 1 and thus;i= 90°. The angle.iis called thecritical angle because
for i > i¢ all energy incident at a first-order discontinuisytotally reflected back into the
overlaying layer. However, part of it may be congdr The point in the travel-time curve at
which a critically reflected ray (reflection coefiént 1) comes back to the surface is termed
thecritical pointx.. The travel-time curve has a caustic there. Refteays arriving with i <

ier are termedorecritical (or steep angle) reflections (with reflection daéénts < 1), those
with i > i¢, aspostcritical supercriticalor wide-angle reflectionéwith a reflection coefficient

= 1) (see Fig. 2.32). However, in this case the reftecttoefficient becomes a complex
number which results in the above discussed phasarttbn of overcritical reflections. Note
that the travel-time hyperbola of the reflected asm¥rom the bottom of the first layer (red
curve) merges asymptotically at larger distanceh tiie travel-time curve of the direct wave
in this layer (yellow curve).

Seismic rays incident with, & i"¢; on the lower boundary of layer n are refractechwit; =
90° into the boundary between the two layers nmantl They form so-called seismic head
waves (green and blue rays and travel-time curespectively, in Fig. 2.32). Head waves are
inhomogeneous boundary waves that travel alonglig@ntinuity with the velocity of layer
n+1 and radiate upward wave energy under the ahgld@he full description of this kind of
wave is not possible in terms of ray theory buturexs a wave-theoretical treatment. In the
real Earth, with non-ideal first-order layer bounds, truenead wavesill hardly exist but
rather so-calleddiving waveswhich slightly penetrate - through the high-gradieone
between the two media - into the underlying higleegy medium. There they travel sub-
parallel to the discontinuity and are refractedkbimevards the surface under an arglie. In
terms of travel time there is practically no diface between a diving wave and a pure head-
wave along a first-order velocity discontinuityyisig waves, however, have usually larger
amplitudes.
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Fig. 2.32 Schematic local travel-time curves (time t ovetatise x from the source) for a
horizontal two-layer model with constant layer \e#i@s v and v, layer thickness;hand h
over a half-space with velocity;vOther abbreviations stand foti. and fic — intercept times
at x = 0 of the extrapolated travel-time curves ttog “head-waves”, which travel with, v
along the intermediate discontinuity between thgeda 1 and 2 and withzvalong the
discontinuity between layer 2 and the half-spaespectively. %, and ¥, mark the distances
from the source at which the critically reflecteays from the bottom of the first and the
second layer, respectively, return to the surfBegond X, and X, the head-waves from the
bottom of the first and the second layer, respebtjvoecome the first arriving waves:{*
crossover distange Rays and their corresponding travel-time curvessimown in the same
color. The full red (violet) travel-time curve r&da to the supercritical reflections (i &) i
from the intermediate (lower) discontinuity whilket dotted red (violet) travel-time curve
refers to the respective pre-critical (i steep angle reflections.

In the case of horizontal layering as in Fig. 2tB2 layer and half-space velocities can be
determined from the gradients dt/dx of the yellgneen and blue travel-time curves which
correspond to the inverse of the respective lagioities. When determining additionally the
related intercept timesitand €. by extrapolating the green and blue curves, on Wilp of
the crossover distance&xand ¥, then one can also determine the layer thickneasdh h
from the following relationships:

VitV, vi-v? 2 Vi-vilv, )™

For the calculation of crossover distances fomgp& one-layer model as a function of layer
thickness and velocities see Equation (6) in 1IS.11.

t2-2h, JVi-v2 (v, ¥
h=05x%, [ V2 =g5¢ V1Y gpq p= Vamvi(alVa) " (2.18)

In the case where the layer discontinuities atedjlthe observation of travel-times in only
one direction away from the seismic source wilbalineither the determination of the proper
sub-layer velocity nor the differences in layerckimess. As can be seen from Fig. 2.33, the
intercept times, the cross-over distances and hgarant horizontal velocities for the
critically refracted head-waves differ when obsdndown-dip or up-dip from the source
although their total travel times to a given dis@anfrom the source remain constant.
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Therefore, especially in controlled-source seismgpl@ountershotprofiles are deliberately
designed so as to identify changes in layer dipthiottness.

Fig. 2.33 Schematic travel-time curves for direct waves aaddhwaves in a single-layer
model with inclined lower boundary towards the ‘sgdace. Note the difference between up-
dip and down-dip observations (“countershot profile;c and v, are the intercept time and
related apparent velocity of the down-dip head w#yeand V, the respective values for the
up-dip travel-time curve.

For the considered simple one-layer case in Fig3 2he dip anglep and the orthogonal
distance hto the layer boundary underneath the seismic soomcthe left can be determined
from the following relations:

¢ = Ye[sin® (vi/v'o) — sin® (vav')] (2.19)
and
hy = V5 fic [Va Vo / V(V22 — )] (2.20)

2.5.3.6 Wiechert-Herglotz inversion

In the case of velocity v =4 increasing monotonously with depth z, as in AQ7, a
continuous travel-time curve is observed becaukeagt return back to the surface. The
epicentral distance x = D of their return increasgth decreasing p, i.e. dx/dp < 0. The
related travel-time curve, with dt/dx > 0 is ternm@dgrade In this case an exact analytical
solution of the inverse problem exists, i.e., whk&owing the apparent horizontal velocity
cx(D) = Vo/sini, = dD/dt at any point D, we know the velocity &t the turning point of the ray
that returns to the surface at D. Thus we can t&kethe depth z(p) =zof its turning point.
The following relations were given by Wiechert addrglotz in 1910 for the return distance
D(p) and the depth of the turning point z(p) ofieeg ray:

z(p)

p Vv(z)
D(p) = 2| ——="—= dz (2.21)
{ v1-p*v(2)*
and
z(p)=ljcosh‘lﬂ dx . (2.22)
T C, (%)
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Note, however, that the velocity,{p) determined from dx/dt at distance x = D doesgagb
relate to the respective depth half way betweemcgoand station! Nevertheless, practically
all one-dimensional Earth models have been detitsdway assuming that lateral variations
of velocity are negligible as compared to the aitvelocity variations.

2.5.4 Amplitudes and phases
2.5.4.1 Energy of seismic waves

The energy density E contained in a seismic wavg beaexpressed as the sum of kinetic
(Exin) and potential (foy) energy densities

E = &n + Epot - (2.23)

The potential energy results from the distortioringf material (strain; see. Figs. 2.2 and 2.5)
working against the elastic restoring force (sfredsle the kinetic energy density is

Exin = ¥2p a2, (2.24)

wherep is the density of the material, & A w cost — kx) is the ground-motion particle
velocity, with A - wave amplitudeyp - angular frequencyr® and k - wavenumber. Since the
mean value of c8ds ¥ it follows for the average kinetic energynsigy Eqin = ¥4p A% of,
and with ki, = Eyot in case of an isotropic stress-strain relationshipa non-dispersive
(closed) system for the average energy density

TE = 1p A% o (2.25)

The energy-flux density per unit of time in theedition of wave propagation with velocity v
is then
Biux = Y2 vp A% o (2.26)

and the total energy-flux densityyx through a small surface area dS of the wavefront
bounded by neighboring rays which formag tube

Efux = ¥2 vp A% of dS. (2.27)

When considering only waves with wavelengths bemmall as compared to the
inhomogeneities of the medium of wave propagatiugh-frequency approximation), then
we can assume that the seismic energy only traleigy the rays. According to the energy
conservation law, the energy flux within a consetkray tube must remain constant although
the surface aredS of the wavefront related to this ray tube may valgng the propagation
path due to focusing or defocusing of the seisrais r(compare Fig. 2.28). Considering at
different times two surface patches of the propagatvavefrontdS1# dS2 which are
bounded by the same ray tube, and assuming thad p are the same at these two locations
then

AdA, = (dS/dS)Y?, (2.28)
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l.e., the amplitudes vary inversely as the squaoé of the surface area of the wavefront patch
bounded by the ray tube. Thus amplitudes increaseta ray focusing, which is particularly
strong at caustics (see 2.5.3.2) and decrease tvbemavefront spreads out.

Also, for a spherical wavefront (e.g., body-wavegagation in a homogeneous isotropic
medium) the surface area grows withand for a cylindrical wavefront (e.g., for surface
waves) with distance r only. Accordingly, the waaraplitude decay is in the former case ~ r
and in the latter case. This difference igeometrical spreading the main reason for the
domination of surface wave amplitudes in seismeorés of shallow events (see Fig. 2.23
above and Fig. 3.13).

However, wave amplitudes will also change, evethan absence of geometrical spreading,
when density and velocity v vary at different locations alohg tray path. We then get

AdA2 = [(p2 V2)/(p1 Vi) ™ (2.29)

The producp v is termed thempedanceof the material andpg v,)/(p1 V1) is theimpedance
contrastbetween the two adjacent media amd m. The latter largely controls the reflection
and transmission coefficients at the media disooitff. From Eqg. (2.29) it follows that
seismic amplitudes will increase as waves propagdtemedia of lower density and wave
propagation velocity. This has two important imations. On the one hand, seismic stations
on hard bedrock tend to record smaller amplitudesb thus to slightly underestimate event
magnitudes as compared to stations on averageftwsalbconditions. On the other hand,
ground shaking from strong earthquakes is usuallyemntense on top of unconsolidated
sediments as compared with nearby rock sites. Aadilly, reverberations and resonance
within the unconsolidated near-surface layers alitreebasement rocks may significantly
amplify the amplitudes at soft-solil sites. This niagrease significantly local seismic hazard.

2.5.4.2\Wave attenuation

Amplitudes of seismic waves are not only controllgdgeometrical spreading or focusing
and by the reflection and transmission coefficightg occur at discontinuities. Besides this,
wave amplitudes may be reduced because of enesgydiee to inelastic material behavior or
internal friction during wave propagation. Theskeets are calledhtrinsic attenuationAlso,
scattering of energy at small-scale heterogeneitilesig the travel paths may reduce
amplitudes of seismic waves. In the case of sschttering attenuatignhowever, the
integrated energy in the total wavefield remainsstant, whilantrinsic attenuatiorresults in
loss of mechanical wave energy, e.g., by transfoomanto heat. The wave attenuation is
usually expressed in terms of the dimensiontgsdity factorQ

Q = ZTE/AE (2.30)
with AE the dissipated energy per cycle. Large energy tosans low Q and vice versa, i.e.,

Q is inversely proportional to the attenuationalsimplified way we can write for the decay
of source amplitude Awith distancex
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ot TX X

{ e OV = A—r? e 22, (2.31)
X X

with A¢/X" — the geometrical spreading term, exp(-x t/2Q) p(ex/Q T v) the attenuation
term, w - angular frequency12/T, T — period of wave, t — travel time,-v propagation
velocity of wave, and n — exponential factor colieb by the kind of geometric spreading.
According to experimental datavaries between about 0.3 and 3, depending alsheotype
of seismic wave and distance range considered.

In ray theoretical methods, attenuation may be neodthrough the use of the parameter
that is defined as the integrated value of theeirtine divided by 1/Q

t = jpathif, (2.32)
Q(r)
wherer is the position vector. We can then write Eq. 12.8s
A(w) = Ao(w) e @2, (2.33)

Note, that P-wave attenuation, @1d S-wave attenuationg@iffer. They are related to the
shear attenuation @nd the bulk attenuation,@y the relationships

Q=Q  and 1/Qy = 4B/a)*/3Q, +[1 - 4B/a)?/3]/Q. (2.34)

with P-wave velocitya = v, and S-wave velocityy = vs. In the Earth shear attenuation is
much stronger than bulk attenuation. Whilg ® smallest (and thus shear attenuation
strongest) in the upper mantle and the inner cQkeis generally assumed to be infinite,
except in the inner core. While the P- and S-wasleaities are rather well known and do not
differ much between different Earth models, theougs model assumptions with respect to
Q. and @ as a function of depth still differ significant(gee Fig. 2.53). According to the
PREM model, Qis 600 for less than 80 km depth. It then dropsveen 80 and 220 km to
80, increases to 143 from 220 to 670 km, and is 8t2he lower mantle below 670 km
depth.

In practice, it is difficult to separate intrinsattenuation and scattering Q. Particularly in local
earthquake records, which are strongly affectedsdsttering on crustal inhomogeneities,
scattering Q dominates. Scattering Q is usuallgrdghed from the decay of coda waves
following Sg (SmS) onsets (e.g., Fig. 2.40) andaked accordingly @ A full discussion on
these topics can be found,e.g., in Aki and Rich&t@80; pp. 170-182).

In this context it should be mentioned that ampktsl of S waves are generally about five
times larger than those of P waves (see Fig. 2Bis follows directly from Eq. (3.2) in
Chapter 3 or from the far-field term of the Greefuisction when modeling earthquake shear
sources (see Equation (24) in the IS 3.1) taking &cwcount thatpy= vs V3 (see this Chapter,
Eq. (2.9)). Also, the periods of S waves are lortgan those of P waves, again by at least a
factor ofv3, due to the differences in wave propagation vgl@nd the related differences in
the corner frequencies of the P- and S-wave s@apeetrum. Additionally, S waves are much
stronger attenuated than P waves (see followingosgcthus filtering out higher frequencies
more strongly. It should also be noted that S walesot propagate in the fluid outer core
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because of vanishing shear modulus (see Fig. 2:B¥refore, no direct S waves are
observed beyond 100° epicentral distance.

The discussed differences in amplitude-distancatiogiships have to be compensated by
wave-type dependent calibration functions in otddrse able to derive comparable magnitude
values for seismic events based on amplitude rgadnom different types of seismic waves
(see 3.2).

2.5.4.3Phase distortions and Hilbert transform

As shown in Fig. 2.27 seismic rays will curve i tbase of a vertical velocity gradient and
thus seismic wavefronts will no longer be planagvéltheless, locally, between adjacent rays
defining aray tube the wavefront still can be considered as a plaaeefront. In the case of
strong gradients, retrograde travel-time branchi#lsdevelop because rays bend stronger,
cross each other and the wavefront folds over fitaélthe turning point (Fig. 2.34).
Accordingly, a local plane wavefront traveling thgh a strong vertical velocity gradient will
experience a constant, frequency-independédtphase advance at the turning point. The
envelope of turning points of these crossing bendgs is termed amternal caustic surface
Because of ther#2 phase shift the up-going plane wave isHiilbert transformof the down-
going wave. More generally, whenever a ray hasrapuwe minimum raypath (see 2.5.2) it
touches such a caustic. Consequently, its pulgeesisaaltered (see Fig. 2.35). Example: The
Hilbert transform of a pure sine wave is a cosire/ev In the case of seismic waves this
phase shift by®2 has to be applied to each single frequency sepited in the seismic pulse.
This results in the known pulse shape alterations.

Source Receivers

Fig. 2.34 In a medium with steep vertical velocity gradiesgismic rays with larger take-off
angles from the source turn back towards the soimee forming a retrograde branch of a
travel-time curve. The crossing of ray paths foansnternal caustic surface that produces a
-TV2 phase shift in the waveforms (according to Chag Richards, 1975; modified from
Shearer, Introduction to Seismology, 1999; withnmesion from Cambridge University
Press).

u(t) T(t)

NP A
\/ Vo

Fig. 2.35Left: a typical seismic pulse; right: its Hilberahsform.
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Generally, in the case of a steep velocity gradmeatiucing a retrograde travel-time branch,
ray theory predicts that seismic wave arrivals gleéhis branch are Hilbert transformed
compared to the prograde branches. One should Imotesver, that also in case of relatively
weak vertical velocity gradients, which do not prod a retrograde travel-time branch for the
direct wave, the related reflected phase might negkess be Hilbert transformed (see Fig.
2.36 for PP waves). On the other hand, when thdigmabecomes too steep, or in case of a
first-order velocity step discontinuity, the pogical reflection coefficients for such an
interface involve a continuous change in phase wath angle. The phase shift may then
acquire any value other than a constaf? phase shift.

Without exception, all the distorted waveforms bigdie or no resemblance to the original
waveforms. Accordingly, neither their onset timéss{( arrival of energy) nor the relative
position of peaks and troughs of the distorted Vi@wes appear at the times that are
theoretically predicted by ray theory. This biaseset-time picking, related travel-time
determinations as well as waveform correlationsvbeh primary and Hilbert transformed
phases. Therefore, modern digital data-analysisvaoé can routinely apply the inverse
Hilbert transform to phases distorted by interralistics. The following major teleseismic
body-wave phases are Hilbert transformed: PP, H%S, §5, PKPab, pPKPab, sPKPab,
SKKSac, SKKSdf, P'P', S'S'ac. For the nomenclatftitbese phases and their travel paths see
Fig. 2.42 and IS 2)1). However, many phases pass caustics severes timthe Earth and
then the final pulse shapes are the sum of altnateaustic effects.

Source P arrivals PP arrivals

Cau St
icg
Urfa
Ce

Fig. 2.36 Ray paths for the surface reflected phase PP. thatehe rays after the reflection
points cross again and form an internal causticcofdingly, PP is Hilbert transformed
relative to P and additionally has an opposite fiiglgphase shift of) due to the surface
reflection (from Shearer, Introduction to Seism@lo$999; with permission from Cambridge
University Press).

2.5.4.4 Effects not explained by ray theory

As mentioned above, ray theory is a high-frequeaggroximation that does not cover all

aspects of wave propagation. Although detailed wheeretical considerations are beyond
the scope of this Manual we will shortly mentiometa major phenomena that are of practical
importance and not covered by ray theory.

Head waves

As mentioned in 2.5.4.1, seismic waves impinging discontinuity between the layers n and
n+1 with w < v+1 under the critical incidence anglewith sin & = vi/vn. are refracted into
this discontinuity with the angleh = 90°. There they travel along (or just below)sthi
discontinuity with the velocity \; of the lower faster medium. Such inhomogeneousewav
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are usually referred to éead wavesThey have the unique property to transmit endaypk
into the upper medium at exactly the critical anglédowever, the amplitudes of true head-
wave are rather small as compared to direct, tefteor converted waves. The travel-time
curve of a head wave is a straight line with tlopslof 1/v.; (see Fig. 2.32). This provides a
convenient and direct measure of the sub-discoityinelocity. Head waves are of particular
importance for crustal studies and in the analgéiseismic records from local and regional
seismic events (see 2.6.1).

Seismic Diffraction

Diffraction, analog to optics, is the phenomenortrahsmission of energy by non-geometric
ray paths. In optics, the classic example is tffeadiion of light “leaking” around the edge of
an opaque screen. In seismology, diffraction oceunenever the radius of curvature of a
reflecting interface is less than a few wavelengtlisthe propagating wave. Seismic
diffraction is important for example in steep-anghflection data in the presence of sharp
boundaries. But there are also long-period difedavaves such as Pdif and Sdif which are
“bended” around the core-mantle boundary into tbee shadow zone beyond about 100°
epicentral distance. Only little short-period Pd&trwave energy is observed in this shadow
zone. In fact, the edge of a discontinuity/impe@&anontrast acts like a secondary source
according to Huygen'’s principle and radiates enéogward in all directions.

Diffractions can also be understood from the stamdpf Fresnel zonesThis concept states
that waves are not only reflected at a consideoaat of the discontinuity (like a seismic ray)
but also from a larger surrounding area. The radfuitbe so-called first Fresnel zone is about
Y% wavelength around a considered ray arriving atadéion, i.e., the range within which
reflected energy might interfere constructively.eTtvavelength-dependent width of this
Fresnel zone also determines the geometrical résolof objects/impedance contrasts that
can be at best achieved by seismic (or opticalhoukt.

Since the real Earth may significantly deviate freimplified global one-dimensional models,
scattering and diffraction effects render not caryplitudes but also travel times of more low-
frequency waves sensitive to the 3-D structuretludfseismic rays. This has to be taken into
account when making use of recent developmentsutdfnzated travel-time measurement
techniques which use cross-correlation of obsehatl wave phases in digital broadband
records with the corresponding synthetic phasesilplesin spherical Earth. Marquering et al.
(1999) showed that for an SS wave observed at merdpal distance of 80°, near-surface
heterogeneities situated more than 15° from thenb®ypoint at 40° can exert a significant
influence upon the travel time of an SS wave. Thegclude that geometrical ray theory,
which has been a cornerstone of seismology for tahaentury and proven useful in most
practical applications, including earthquake lamatand tomography, is, however, valid only
if the scale length of the 3-D heterogeneities iglmgreater than the seismic wavelengths. In
other words, the validity of ray theory is based anhigh-frequency (short-period)
approximation. However, intermediate-period and glperiod seismic waves, with
wavelength of the order of 100 — 1000 km, alreagyehcomparable scale lengths with 3-D
anomalies in current global tomographic models. Wimyestigating smaller 3-D structures
and applying new methods of waveform correlatidrese wave-theoretical considerations
gain growing importance, probably even in futureevatory routines.

Scattering of seismic waves

Often the primary arrivals are followed by a multie of later arrivals that can not be
explained by simple 1-D models (Fig. 2.37). The ptax wave train following the primary
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arrival is called coda. Coda arrivals are produbgdscattering,that is, the wavefield’'s
interaction with small-scale heterogeneities. Hajeneity at different length scales is present
almost universally inside the Earth. Seismic codaves can be used to infer stochastic
properties of the medium, i.e., scale amplitudéhefaverage heterogeneities and to estimate
codaQ. which is particularly needed for correcting souspectra prior to deriving spectral
source parameters from records of local eventseseise EX 3.4).

P

E

O 10 20 30 40 50 60 70 80
time [s]

Fig. 2.37 Three-component seismogram of a local, 100 knp eé=ethquake recorded at a
portable station on the active volcano Lascar imthesn Chile. The P-wave arrival is
followed by coda waves produced by heterogeneaustste in the vicinity of the volcano

(courtesy of B. Schurr, 2001).

2.6 Seismic phases and travel times in the real Bar

The basic types of horizontally propagating seissudace waves (Rayleigh waves, Love
waves, and their higher modes; see 2.3) remain roorkess unchanged with growing
distance. Surface waves, however, do not form seipimases (wavelets) with well-defined
onsets and duration but rather dispersed wavestréne to the dispersion their duration
increases with distance. Occasionally, surface wieaias of relatively high frequencies, as
generated by shallow local events, may additionadlyprolonged significantly due to lateral
reverberations when propagating through strongdbtelocity contrasts in the crust (see Fig.
2.38). This phenomenon was used by Meier et aQ{)l% establish a tomography with
reflected surface waves.

In contrast, seismic body waves, which propagateetilimensionally, are more strongly
affected then surface waves by refraction, refbectand mode conversion at the main
impedance contrasts in the radial direction of Heth. This gives rise, with growing

distance, to the appearance of more and more sagoséismic body-wave phases following
the direct P- and S-wave arrivals in seismic resorfind since body waves show no
dispersion in the considered frequency range beléew Hz these phases can usually be well
observed and discriminated from each other asdasneir travel-time curves do not overlap.
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All of these secondary phases have a special swoil about the geometrical and physical
properties of the discontinuities which they endewved during their travel through the
Earth’s interior and which have shaped their wanafband influenced their amplitude and
frequency content. Therefore, the proper identiftceand parameter or waveform reporting
about later phases in seismic records to relevath denters is an important duty of
seismological observatories. In addition, the cammntary use of secondary phases
significantly improves the precision and accuraéyseismic event locations, their source
depth in particular (see Figure 7 in IS 11.1). he following, we will introduce the main
types of seismic body-wave phases that can gewpeballobserved at local, regional and
teleseismic distance ranges. They should be repegrand reported by the personnel at
seismic observatories or data analysis centersic Baatures of their travel-time curves,
polarization and frequency range of observationiclwvican guide their identification, will be
presented.

1min

100km

Fig. 2.38 Ray paths of surface waves (broken lines) from r@ingicollapse (star) to several
seismic stations in the eastern part of Germanye:NRecords at stations along travel paths
that have not or only once crossed some of the itea@itonic faults in the area, are rather
short. They have only one surface-wave maximunctointrast, at station PRW, which is at
the same epicentral distance as HAL, the seisnomrdels about four times longer and shows
four surface-wave groups due to multiple reflectiaat several pronounced fault systems
(compiled from data provided by H. Neunhofer (19&&¢ personal communication)).

2.6.1 Seismic phases and travel times from local @megional seismic events

Seismic waves arriving at stations at local distanof up to about 150 km or regional
distances of up to about 15° (1° = 111.2 km) frame tseismic source have traveled
exclusively or dominatingly through the crust oe tub-crustal uppermost mantle. The crust
varies strongly in its thickness (see Fig. 2.1@¥rqdogic composition and internal structure
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due to folding and faulting processes in the péke resulting strong heterogeneities in its
physical properties at scale length of several mieters to several km cause intensive
scattering of P and S waves in the typical frequaaage for the recording of near seismic
events (about 0.5 to 50 Hz). Therefore, primary avamsets are usually followed by signal-
generated noise or coda waves that make it difftcuidentify later seismic phases reflected
or refracted from weaker intra-crustal discontiiast It is usually only the significant velocity
increase of about 20% at the base of the crustrisnvthe upper mantleMohoroviiié
discontinuity or Moho for short), which produces first or later wave essbesides the direct
P and S waves that are strong enough to be reaeiabove the ambient or signal-
generated noise level. Only in some continentaloregmay an intermediate discontinuity,
named theConrad discontinuityafter its discoverer, produce recognizable ciitycaefracted
(Pb = P*; Sg = S*) or reflected waves (see Fig9R.2ccordingly, for purposes of routine
seismological observatory practice, it is usuallffisient to represent the crust as a horizontal
one-layer model above the half-space (upper mantle)

The currently most common global 1-D Earth modeSi®1 (Kennett and Engdahl, 1991,
see 2.7) assumes a homogeneous 35 km thick two-tayst with the intermediate crustal
discontinuity at 20 km depth. The respective avenagjocities for the upper and lower crust
and the upper mantle are for P waves 5.8 km/r@/s and 8.04 km/s, and for S waves 3.36
km/s, 3.75 km/s and 4.47 km/s, respectively. Theedance contrast at the Conrad
discontinuity and the Moho is about 1.3. Fig. 2i8% simplified depiction of such a two-
layer crust and of the seismic rays of the mairstedlupper mantle phases to be expected.
These are: Pg, Sg, Pb, Sb, Pn, Sn, PmP and Sm& @etailed definition of the named
phases see IS 2.1.

Surface

Pg, 5g

Crust P g

PmP, Sm$
Moho Po, 5n

Fig. 2. 39 A simplified model of the crust showing the ragdes of the main “crustal
phases” observed for near (local and regionalhgagkes. Note: P* = Pb and S* = Sg.

The apparent horizontal velocity of the reflectadAPand SmS waves varies with distance
according to their changing incidence angle onsilndace. Their travel-time branches form

hyperbolae that approach asymptotically the trawed curves for Pg and Sg(or Pb and Sb)
with increasing distance (see Fig. 2.40). Note Bratand head waves have usually smaller
amplitudes than Pg and Sg, at least for distanpetowabout 300 km. Pn can be usually
identified above the noise level only when it beesnthe P-wave first arrival. At larger

distances, because of the stronger attenuatioppéricrustal Pg and Sg and with Pn and Sn
being less attenuated upper mantle diving phasesan® Sn may become clear P and S first
arrivals (see Fig. 2.15). Beyond the critical pdimt about 70-80 km distance for an average

44



2.6 Seismic phases and travel times in real Earth |

crust) the supercritically reflected waves PmP an8mS have generally the largest
amplitudes, however, arriving always closely afgr and Sg, their onset times can usually
not be picked reliably enough as to be of value darthquake location. Therefore, these
phases are usually not explicitly reported in noeitobservatory practice. However, reporting
of Pg, Sg, Pn and Sn, if recognizable, is a mubis &lso applies to the reporting of the
maximum amplitudes in records of near seismic evdot the determination of local
magnitudes Ml (see 3.2.4). Depending on sourcehdigt, this amplitude maximum may be
related to Sg/SmS, Lg, or Rg (see Figs. 2.15, arib2.40).

Travel-time curves for the phases Pn, Pg, Sn, 8d.grfor distances up to 400 km are given
in Figure 4 of Exercise EX 11.1. These curves eelat an average single-layer crust for
Central Europe. From the global Earth model IASRfiten in Datasheet DS 2.1, one may
calculate respective travel-time curves for a tasel crustal model. However, such global
crustal travel-time curves may not be represergathall for certain regions and may serve as
a starting model only to work with. It is one ofetlmain tasks of operators of local and
regional seismic networks to derive from their ovamefully analyzed data of near events not
only local/regional magnitude calibration functigisge 3.2.4) but also average local/regional
travel-time curves. The latter will not only allogignificantly improved seismic event
locations but may later serve also as starting tsofee 3-D tomographic studies of crustal
heterogeneities.

Fig. 2.40 shows real short-period seismic netwakords of two local earthquakes in
Switzerland in the distance range between abomi@nd 180 km along different profiles
together with the modeling of their reduced tratwele curves and inferred structural profiles.
While one event was at a depth of only 5 km, theeoevent was about 30 km deep. The first
one was observed by stations situated up-dip whéelatter event was observed down-dip.
One sees striking differences in the shape andegradf the travel-time curves and in the
crossover distance between Pg and Pn, in partidaléine case of the deeper event near to the
Moho, Pn becomes the first arrival beyond 70 kntadise, whereas for the shallower event
Pn outruns Pg only at more than 130 km epicenisthuce. In both cases Pg (Sg) and/or
PmP (SmS) are the prominent P and S arrivals. Thér® arrivals are relatively small. No
Pb, Sb or reflected waves from a mid-crusdaédcontinuity are recognizable in Fig. 2.40.
Note, however, that depending on the orientatiothef earthquake rupture and thus of the
related radiation characteristic of the sourcana&ty happen that a maximum of energy is
radiated in the direction of the Pn ray and a mummin the direction of the Pg ray. Then the
usual relationship A < Apgmay be reversed (examples are given in 11.5.1).

Misinterpretation of Pn as Pg or vice versa maywltes large errors of event location.
Therefore, one should have at least a rough idedhimh distance in the region under study,
depending on the average crustal thickness anaitiel@ene may expect Pn to become the
first arrival. A “rule-of-thumb” for calculating #ihcrossover distances given in Equation
(6) of IS 11.1. For an average single-layer crust a surface sourc&g, = 5 z, with z, —
Moho depth. However, as demonstrated with Fig. ,24{ds only about half as large for near
Moho earthquakes and also the dip of the Moho &eddirection of observation (up- or
downdip) does play a role. Yet, lower crustal egutikes are rare in a continental (intraplate)
environment. Mostly they occur in the upper crust.

Rules-of-thumb for calculating the source distainom the travel-time differences Sg-Pg and
Sn-Pn are given in Egs. (11.1) and (11.2).
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Fig. 2.40 Records (above) of two regional earthquakes of ©c1986 at Sierre (left) and of
July 7, 1985 at Langenthal, Switzerland togetheth whe calculated reduced travel-time
curves (middle) and ray-tracing crustal models Wwhiest fit the observations (below),
redrawn and complemented from Anatomy of Seismogratalhanek, plate 4, pp. 83-84,
1990 (with permission from Elsevier Science).

Sometimes, very strong onsets after Pg, well beSorer Sg can be expected, may be related
to depth phases (e.g., sSPmP; Bock et al., 19963. iy complicate proper interpretation of
the local phases as well and can usually not beedah routine analysis. Also be aware that
in the case of sub-crustal earthquakes, which anenwn in subduction zones, none of the
crustal phases discussed above exist. In this thsdirst arriving longitudinal and shear
wave onsets are termed P and S, respectivelyr ésléseismic events (see Fig. 2.41).

0 10 20 30 40 50
time [s]

Fig. 2.41 P- and S-wave onsets from a local earthquake ithear Chile at a depth of 110
km and a hypocentral distance of about 240 km (eswyrof B. Schnurr, 2001).
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2.6.2 Seismic phases and travel times at teleseisrdistances

Seismic waves arriving at distances beyond 10%wbbut 30° have mainly traveled through
the upper mantle (from Moho to about 410 km depiid the transition zone to the lower
mantle (between about 410 km and 660 km depth).stieeg discontinuities which mark the
upper and lower boundary of the transition zone asgociated with strong increases in
seismic impedance (i.e., of both velocity and dgnsee Fig. 2.53). This results in two
remarkable triplications of the travel-time cuna P waves (see Fig. 2.30) and S waves,
which give rise to complicated short-period wavafsrof P and S with rather long duration
(up to about 10 and more seconds) and consistirgy sEquence of successive onsets with
different amplitudes.

For epicentral distances D > 30° P and S waveddadived by an increasing number of
secondary waves, mainly phases, which have belatted or converted at the surface of the
Earth or at the core-mantle boundary. Fig. 2.42iadepa typical collection of possible
primary and secondary ray paths together with @etlmomponent seismic record at a distance
of D = 112.5° that relates to the suit of seisnagsrshown in red in the upper part of the cross
section through the Earth. The phase names aréastiined and in detail explained in IS 2.1
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Fig. 2.42 Top: Seismic ray paths through the manhg),(outer core ©QC) and inner core
(IC) of the Earth (above) with the respective phasels}s according to the international
nomenclature (see IS 2.1, also for detailed ragirigg. Full lines: P rays: broken lines: S rays.
Related travel-time curves are given in Fig. 2.468 the transparency to Fig. 2.48. Red rays
relate to the 3-component Kirnos SKD broadbandnseggams recorded at station MOX,
Germany (bottom) of body-waves from an earthquakenapicentral distance of 112.5°.
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In the case of deep earthquakes the direct P Weatdetaves the source downward will arrive
at a teleseismic station first. It will be followedepending on the source depth, up to about
4.5 min later by other phases that has left thecgoupward. These phases, reflected and
eventually converted at the free surface of thdhEar an ocean bottom (e.g., pP, sP, pPP,
sPP, pPKP, etc.), at the free surface of the o¢ean, pwP) or from the inner side of the
Moho (e.g., pmP) are the so-called depth phasesir Hroper identification, onset-time
picking and reporting is of crucial importance fetiable determination of source depth (see
6.1 and Figure 7 in Information Sheet 11.1). D#fdral travel-time tables pP-P and sP-P are
given in the Exercise EX 11.2. For the definitiohthese phases see also IS 2.1.
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Fig. 2.43 Left: Different ray paths of a direct teleseismic P wawel of its depth phases.
Right: Records of depth phases of the May 24, 12&1 earthquake (hypocentral depth h =
127 km); a) broadband record and b) simulated gyerod recording (the right figure is a
corrected cutout of Fig. 6.4 of Lay and Wallace,ddm Global Seismology, p. 205, 1995;
with permission of Elsevier Science (USA).

However, the identification of depth phases iseattifficult for shallow crustal earthquakes

because their onsets follow rather close to thectiphase, thus superposing with their
wavelets. They may, however, be discriminated byef@m modeling with variable source

depth (see subchapter 2.8, Fig. 2. 56).

Between about 30° and 100° epicentral distance d®Smave traveled through the lower
mantle, which is characterized by a rather smoogitipe velocity and density gradient (see
Fig. 2.53) In this distance range, seismograms are relatiolelgrly structured with P and S
(or beyond 80° with SKS) being the first, promindanhgitudinal and transverse wave
arrivals, respectively, followed by multiple suréacand core-mantle boundary (CMB)
reflections or conversions of P and S such as BPSB and PcP, ScP etc. (see Fig. 2.42 and
2.48 with overlay). Within about 15 to 35 min aftle first P arrival multiple reflections of
PKP from the inner side of the CMB (PKKP; P3KP)fmm the surface (PKPPKP = P'P’)
may be recognizable in short-period seismic recorteir ray traces are shown in Fig. 2.44
and many more, with record examples, in 11.5.3.
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Fig. 2.44 Ray paths of PKKP and P'P' (= PKPPKP) with respecthe direct P phase
(courtesy of S. Wendt, 2001).

Beyond 100°, only P-wave rays, which entered thé&erogcore after strong downward
refraction, will reach the surface. This is duelite dramatic reduction of the P-wave velocity
at the CMB from about 13.7 km/s in the lowermoshtieato 8.0 km/s in the upper outer core.
Thus, P waves form eore shadowHowever, long-period P-wave energy is diffracéeound
the CMB into this shadow zone. According to the H&BPEI nomenclature of phase names
(see IS 2.1) the diffracted P wave is termed PRuifyever the old phase symbol Pdiff is still
widely used.

The amplitudes of Pdif are comparably small thukinga PP the strongest longitudinal
arrival up to nearly 144° (see Figs. 2.42, 2.556Q1and 11.61). PKP has a caustic at 145°
causing strong amplitudes comparable with those af much shorter distances around 50°
(see Fig. 3.13) and separates into different brestleyond the caustic (see Figs. 2.45, 11.62
and 11.63).

In more detail, the types of seismic phases appgami the various distance ranges and their

peculiarities are discussed in Chapter 11 whereymacord examples are given both in the
main text and in complementary Datasheets (DS tb1.1.3).
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Fig. 2.45 Short-period (left) and long-period (right) seismengs for the Mid-Indian Rise
earthquake on May 16, 1985 (M = 6.0, h = 10 kmthmrange D = 145.6° to 173.2°. (From
Kulhanek, Anatomy of Seismograms, plate 55, pp.-16&, [11990; with permission from
Elsevier Science). Note: The figure above givell 8te old names of the core phases.
According to the new IASPEI phase names PKP2 shbeldeplaced by PKPab, PKP1 by
PKPbc and PKIKP by PKPdf (see IS 2.1, also fordéiled ray tracing of these phases).

The first discernable motion of a seismic phasthérecord is called therrival time and the
measurement of it is termeguicking of the arrival (see 11.2.2). Up to now, arrivahei
picking and reporting to international data centisrone of the major operations of data
analysts at seismic stations or network centerdtifg the time differences between reported
arrival times and calculated origin times over ¢épécentral distance, seismologists were able
to construct travel-time curves for the major plsaaed to use them to infer the average radial
velocity structure of the Earth (see 2.7). In Fgl6 (left) more than five million travel-time
picks, archived by the International SeismologiCaintre (ISC) for the time 1964 to 1987,
have been plotted. Most time picks align nicelyravel-time curves, which match well with
the travel-time curves theoretically calculated Mogajor seismic phases on the basis of the
IASP91 model (Fig. 2.46 right).
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Fig. 2.46 Left: Travel-time picks collected by the ISC betweE64 and 1987 for events
shallower than 50 km. (From Shearer, IntroductionSeismology, 1999; with permission
from Cambridge University Press). Right: IASP9élaime curves for surface focus (from
Kennett, 1991).

An even more complete picture of the entire seismaeefield may nowadays be obtained by
stacking data from modern digital seismic networksr this, records at common source-
receiver ranges are averaged to produce a commm#mogram. Stacks of almost 100,000
seismograms from the global digital networks arettptl in Fig. 2.47 (for short-period
records with periods T < 2s) and Fig. 2.48 (forggreriod records with T > 10 s). Although
the arrivals appear sharper at higher frequencmsch fewer later phases can be
distinguished in short-period records. The latéveng reflected core phases P'P' (PKPPKP),
PKKP, however, and higher multiples of them, arscéinable in short-period records only.
Note that the relative darkness with which the V&g’ appear against the gray background is
a measure of the relative frequency with which ¢hgisases can be observed above the noise
level. The transparent overlays to the figures dghe nomenclature for the visible phases in
these stacks together with the more complete akdltravel-time curves according to the
IASP91 velocity model (Kennett and Engdahl, 199hey match very well.
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Fig. 2.47 A stack of short-period filtered (<2 s), verticaingponent data from the global
networks between 1988 and 1994. See the overlayéogphase names and for the travel-time
curves calculated using the IASP91 model (Kennedt Bngdahl, 1991) (from Astiz et al.,
Global Stacking of Broadband Seismograms, Seisneab&esearch Letters, Vol. 67, No. 4,

p. 12,00 1996; with permission of Seismological SocietyAoferica).
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Fig. 2.48 A stack of long-period (> 10 s), vertical compondata from the global networks
between 1988 and 1994. See the overlay for theephasies and for the travel-time curves
calculated for all types of phases (see also F#P)2using the IASP91 model (Kennett and
Engdahl, 1991) (from Astiz et al., Global Stackafd3roadband Seismograms, Seismological
Research Letters, Vol. 67, No. 4, p. I41996; with permission of Seismological Society of
America).
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Fig. 2.49 Global travel-time curves for shallow earthquakes pgoduced by stacking

broadband seismograms. Seismic phases are showdiffarent colors depending on their
polarization (blue: vertical motion; green: radmrizontal, and red: transverse-horizontal)
(courtesy of L. Astiz).

Additionally, Fig. 2.49 reveals that the polaripatiof these various phases differs. While all
primary longitudinal phases and all from P or KS@onverted phases and vice versa appear
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on vertical and radial-horizontal components omhyltiple reflected S waves, which lose
with each reflection more and more of their SV pakd energy due to conversion into P (or
K at the CMB), become more and more transverselgrzed. Primary S, however, has
significant energy on both horizontal componentst tare oriented either parallel to the
backazimuth to the source (radial) or perpendicudarit (transverse). Direct P waves,
polarized in the direction of ray propagation, havéhe teleseismic range dominating vertical
components because of their steep incidence amgigh gets smaller and smaller with
increasing distance (see e.g., PKP phases). PBndPBigher multiples may, however, have
significant energy in the radial component too. S&hexamples illustrate that the visibility
and discrimination of body wave phases in seisn@cords depends on their relative
amplitude, polarization and frequency content. @éfilthese criteria have to be taken into
account, besides the differences in travel-timésggmanalyzing seismic records.

2.7 Global Earth models

In the first part of the 20th century travel-timeaels for seismic phases, empirically derived
from historical data, were rudimentary at best. @hdhe earliest travel-time model, the
Zoeppritz tables (Zoeppritz, 1907) were applied Hgrbert Hall Turner in a version as
published by Galitzin (1914) to locate earthqualkeshe ‘Bulletin of the British Association
of the Advancement of Science, Seismology Comniittee the years 1914 until 1917.
During the 1920s, Turner gradually expanded thabkes$ for newly discovered phases and
better phase observations, often suggested aneeddry Beno Gutenberd.hese Zoeppritz-
Turner tables were in use to locate earthquakethéointernational Seismological Summary
(ISS) from 1918 to 1929. This situation greatly noyed with the introduction of the
Jeffreys-Bullen (J-B) tables (Jeffreys and Bullek940), which provided a complete,
remarkably accurate representation of P, S andr odwer-arriving phases. Like the
Gutenberg-Richter travel-time tables, the J-B tabhere developed in the 1930s using
reported arrival times of seismic phases from asspglobal network of stations, many of
which often had poor time-keeping. Once the traveles of the main phases had been
compiled, smoothed empirical representations o$egheavel times were inverted using the
Herglotz-Wiechert method to generate a velocity ehod@he travel times for other phases
were then determined directly from the velocity mlodAs a testament to the careful work
that went into producing the J-B tables, they aitt Being used by the International
Seismological Centre (ISC) and by the U. S. GecolmgiSurvey National Earthquake
Information Center (NEIC) for routine earthquakedton.

Although the limitations of the J-B tables were Wmofor some time, it was not until the early
1980°s that a new generation of models was coristium a completely different way.

Instead of establishing smoothed, empirical repragi®ns of phase-travel times, inverse
modeling was used to construct one-dimensional feofde structure that fit phase travel
times reported in the ISC Bulletin since 1964 atideo parametric data. The Preliminary
Reference Earth Model (PREM) of Dziewonski and Asda (1981) was the most important
member of this generation of new global 1-D moddiswever, PREM was constructed to fit
both body-wave travel-time and normal-mode datajtssas not generally thought to be
especially useful for earthquake location. In facipn afterwards Dziewonski and Anderson
(1983) published a separate analysis of just P svétvean effort to produce an improved
travel-time table.
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In 1987 the International Association of Seismolagyd Physics of the Earth’s Interior
(IASPEI) initiated a major international effort tmnstruct new global travel-time tables for
earthquake location and phase identification. Asesult of this effort two models were
developed: IASP91 (Kennett and Engdahl, 1991); @R@ (Morelli and Dziewonski, 1992).
Although differences in predicted travel times betw these two models were small, some
effort was still required to reconcile the traviehés of some important, well-observed seismic
phases before either of these models could be bgethe ISC and NEIC for routine
earthquake location. The upper mantle part of 4&P91 model was fitted to summary P and
S wave travel times, binned in 1° intervals of epical distance, published by Dziewonski
and Anderson (1981, 1983) (Fig. 2.50).
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Fig. 2.50 Fitting of IASP91 upper mantle travel times asiaction of epicentral distance to
the summary first-arrival travel times of P (topjdaS waves (bottom) according to
Dziewonski and Anderson (1981, 1983) in time-redupeesentation (from Kennett and
Engdahl, 1991).
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As shown in Fig. 2.51, the IASP91 upper mantleeddtl substantially from PREM and, in
particular, IASP91 had no mantle low-velocity zdaeeither P or S waves. Although this did
run counter to the prevailing ideas about upper tlaastructure, it did have a practical
advantage for locating events because the uppetlen@avel times in IASP91 were not
discontinuous. Characteristics of the main uppentleadiscontinuities were also different
from previous models. In IASP91 the 210 km disauunty was essentially absent. The 410
km and 660 km discontinuity velocity jumps in IASP®@ere slightly greater in amplitude
than in PREM. Path coverage was generally moreuniin the lower mantle, so these parts
of the IASP91 P and S models were considered tonbee representative of the average
Earth. P structure was reasonably well constraierckept near the core-mantle boundary, but
the complication of interfering phases put a pcattiimit on the amount and quality of data
constraining S structure. Nevertheless, IASP91 sdenave done a reasonably good job of
representing teleseismic travel times, as indicégdhe analysis of arrival-time data from
well-constrained explosions and earthquakes (Ke¢amek Engdahl, 1991).
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Fig. 2.51 Comparison of upper mantle velocity models fo691, PEMCA, and PREMC
(from Kennett and Engdahl, 1991;). Left- speed of S wave; rightt - speed of P wave.

Morelli and Dziewonski (1993) developed an alteireimodel (SP6) using the same model
parameterization and upper mantle model as KemmektEngdahl (1991). In their approach,
they solved for multiple source-region station eotions averaged over 5° areas to account
for lateral heterogeneity in an approximate manmbey then derived new sets of summary
travel times for lower mantle and core P and S @hdsnned in 1° intervals of epicentral
distance, and inverted those summary times forA-dhd S velocity models. Although lower
mantle P and S in the resulting model was gene@iyparable to IASP91, the models
differed in that SP6 had slightly lower velocityadrents with depth and correspondingly
higher velocity jumps at the 660-km discontinuitoreover, SP6 had incorporated a
pronounced negative velocity gradient in the D"isaga layer 100-150 km thick just above
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the core-mantle boundary. The SP6 model fittedSh#ata and all core-phase observations
significantly better than IASP91. The differenceghe seismic velocities between the models
were significant for the core, owing to the additiof substantial core phase data in the
construction of SP6.

The most significant differences between these nesdels and the older J-B travel-time
model are in the upper mantle and core. The upgtleis highly heterogeneous. Hence,
velocities and major discontinuities in the uppeamtite of recent models such as IASP91 and
SP6 are set at values, which give an effectiveamesrepresentation of velocities for waves
traveling out to 25° (see Kennett and Engdahl, 19%he core models for IASP91 and SP6
predict more accurately than the J-B model the miesketravel times of later-arriving core
phases bottoming in the lowermost part of the otee.

These models also resolve a long-standing probhetmait the relocation of nuclear tests using
the J-B travel-time model results in incorrect msties of the origin times of nuclear
explosions by about -1.8 sec. This error will prggta into all derived travel times and may
affect the procedure of phase association. KeramgttEngdahl (1991) resolved this error in
the absolute travel time (or "baseline" error) lying the IASP91 model to the mean
teleseismic residual estimated from the origin sraed hypocenters reported for explosions
and well-constrained earthquakes by "test eventitributors. As a result, the times of
teleseismic P and S waves for the IASP91 model apppear to be in better agreement with
the travel time data than the times predicted leyJB model. The IASP91 model has been
adopted as the global reference model for theratemnal Data Centre in Vienna established
under the 1996 Comprehensive Nuclear-Test-Ban Y (€atBT).

Subsequently, Kennett et al. (1995) began withbtst characteristics of the IASP91 and SP6
models and sought to enhance the data quality pyowing the locations of a carefully
selected set of geographically well-distributedreseThe basic strategy was to use a location
algorithm developed by Engdahl et al. (1998) wittAR&P91 model modified to conform to
the SP6 core to relocate events and improve pligsgifications using only first arriving P
phases and re-identified depth phases (pP, pwPsB)dThe resulting set of smoothed
empirical relations between travel time and epi@ntlistance for a wide range of re-
identified seismic phases was then used to constiruémproved reference model for the P
and S radial velocity profile of the Earth (AK13%. composite residual plot (Fig. 2.52)
shows that the model AK135 provides a very gooddfithe empirical times of 18 seismic
phases. The baseline and trend of S is well predeartd most core phase times are quite well
matched. Thus, for improved global earthquake lonadnd phase association, there has been
convergence on effective global, radially symme®ic and S-velocity Earth models that
provide a good average fit to smoothed empiricaldl times of seismic phases.

The primary means of computing travel times fronthsumodels is based on a set of
algorithms (Buland and Chapman, 1983) that proxagbéd calculation of the travel times and
derivatives of an arbitrary set of phases for aiigel source depth and epicentral distance. In
the mantle, AK135 differs from IASP91 only in thelecity gradient for the D" layer and in
the baseline for S wave travel times (about -0.8).s8ignificant improvement in core
velocities relative to earlier model fits was atealized. Inner core anisotropy, as discussed in
the literature, is not yet accounted for in anytte newer 1-D Earth models. However there
are so few reported arrivals of PKPdf at largeadises along the spin axis of the Earth that
the effects of this anisotropy in earthquake lasaare negligible.
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The model AK135 has since been used for furtheloegssing of the arrival time information
(Engdahl et al., 1998). The reprocessed data seth@nAK135 reference model have formed
the basis of much recent work on high-resolutiavet-time tomography to determine three-
dimensional variations in seismic wave speed (&8gwaard et al., 1998). However, it is
important to recognize that none of these modeaispcaperly account for the effect of lateral
heterogeneities in the Earth on teleseismic eaakejuocation. Most deeper than normal
earthquakes occur in or near subducted lithospiviere aspherical variations in seismic
wave velocities are large (i.e., on the order df0S6). Such lateral variations in seismic
velocity, the uneven spatial distribution of seisogical stations, and the specific choice of
seismic data used to determine the earthquake byparccan easily combine to produce bias
in teleseismic earthquake locations of up to sévers of kilometers (Engdahl et al., 1998).
For a review of recent advances in teleseismic teloeation, with the primary emphasis on
applications using one-dimensional velocity modelsh as AK135, the reader is referred to
Thurber and Engdahl (2000). The most accurate qaaite locations are best determined
using a regional velocity model with phase arritiades from a dense local network, which
may differ significantly (especially in focal deptdrom the corresponding teleseismic
locations.
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Fig. 2.52 Composite display of the estimates of standakdatiens for the empirical travel
times used in the construction of the AK135 velpaitodel (Kennett et al., 1995).

The AK135 wave speed reference model is showngn Zb3. However, though the P- and
S-wave speeds are well constrained by high-frequeetsmic phases, more information is
needed to provide a full model for the structuréhef Earth.
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Fig. 2.53 Radial symmetric reference models of the Eartip: RK135 (seismic wave speeds
according to Kennett et al. (1995), attenuationapwaters and density according to
Montagner and Kennett (1996); Bottom: PREM (Dzieslorand Anderson, 1981q. - andp:

P- and S-wave velocity, respectively; density, Qand @ = Q, - “quality factor” Q for P
and S waves. Note that wave attenuation is prapwtito 1/Q. The abbreviation on the
outermost right stand, within the marked depth esndor: C — crust, UM — upper mantle, TZ
— transition zone, LM — lower mantle, D"-layer, @@uter core, IC — inner core.
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In particular, any reference model should alsoudelthe density and inelastic attenuation
distributions in the Earth. Work by Montagner anenikett (1996) provided these parameters
which, although known less precisely than the siisrelocities, are needed because it makes
the model suitable for use as a reference to coenpyrithetic seismograms (see 2.8)without
requiring additional assumptions. Nevertheless, ghmary use of AK135 (and IASP91)
remains earthquake location and phase identificafihle PREM model of Dziewonski and
Anderson (1981), also shown for comparison in Bi§3, forms the basis for many current
studies on global Earth’s structure using quamigaexploitation of seismic waveforms at
longer periods. It is the objective of the ‘Worki@youp on Reference Earth models’ in the
‘IASPEI Commission on Earth Structure and Geodymrahto retrieve a new 1-D reference
Earth model for many depth-depending parameterschwhs also in agreement with
observations of the Earth’s normal modes.

The IASPEI 1991 Seismological Tables (Ed. Kenre91) are now out of print. The more
recent global P- and S-wave velocity and densitgeh@K135, and the related body wave
travel-time tables and plots are available \hép://rses.anu.edu.au/seismology/ak135/
intro.html and can be downloaded or printed in postscriptionally, software for travel-
time routines and for corrections of the ellipciof the Earth can be obtained via
http://rses.anu.edu.au/seismology/ttsoft.html

2.8 Synthetic seismograms and waveform modeling

A good measure of the advancement made by a dmatificipline is its ability to predict the
phenomena with which it is dealing. One of the gadlseismology, as stated already over a
hundred years ago by Emil Wiechert, is to undecs&rery wiggle on the seismogram. This
requires, as sketched in Fig. 1.1 of Chapter lyraderstanding and quantitative modeling of
the contributions made to the seismic record (thpwut) by the various subsystems of the
complex information chain: the source effects (ipthe propagation effects (medium), the
influence of the seismograph (sensor) and of tha peocessing. It is possible nowadays to
model each of these effects quite well mathem#yiahd thus to develop procedures for
calculating synthetic seismogram§Vhile the modeling of the seismometer response (see
Chapter 5) and of the source effects (see 3.5 @rglll) have been outlined in more detail in
this Manual, it is beyond the scope of a handbaoklzservatory practice to go into the depth
of wave propagation theory. Here we have to rafepdrtinent textbooks such as Aki and
Richards (1980 and 2002), Kennett (1983, 2001, pAG% and Wallace (1995), Dahlen and
Tromp (1998) or, for some condensed introductionShearer (1999). Below we will only
sketch some of the underlying principles, refesame fundamental approaches, discuss their
potential and shortcomings and give a few exampliesynthetic seismogram calculation and
waveform modeling for near and teleseismic events.

Based on advanced theoretical algorithms and thgaglity of powerful and fast computers
the calculation of synthetic seismograms for réaliEarth models is becoming more and
more a standard procedure both in research andlvanaed observatory routines. Such
calculations, based on certain model assumptiord erameter sets for the source,
propagation path and sensor/recorder are sometafesed to as the solution of tdeect or
forward problemwhereas the other way around, namely, to draw enfggs from the
observed data itself on the effects and relevardmpeaters of propagation path and source is
termed thanverse problen{see Fig. 1.1). With the exception of a few spéxéal cases of
direct analytical solutions to the inverse problésuch as using the Wiechert-Herglotz
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inversion (Egs. (2.21) and (2.22)) for calculatittge velocity-depth distribution of the
medium from the observed travel-time curves), miosterse problems are solved by
comparing synthetic data with observed ones. Thelemparameters are then changed
successively in an iterative process until the edéhces between the observed and the
synthetic data reach a minimum. The procedure ohpawing synthetic and observed
seismograms is known agaveform modelinglt can be used in routine practice for better
identification of seismic phases and more reliaisiset-time picking in case of noisy data.
Additionally, more and more advanced seismologitzdh centers, such as NEIC, now make
use of waveform fitting for fast seismic momentdnand other source parameter solutions,
such as source depth (see 3.5.6.1).

The underlying mathematical tool for constructiygthetic seismograms is thi@ear filter
theory. The seismogram is thus treated as the output sdqaence of linear filters, each
accounting for relevant aspects of the seismiccgyysropagation path and sensor/recorder.
Accordingly, the seismogram u(t) can be writterttees result of convolution of three basic
filters, namely:

u(t) = s(to(t)d(t), (2.35)

where s(t) is the signal from the seismic sour¢s, ig the propagation filter, and i(t) is the
overall instrument response. These basic filtersisdact be broken down into various sub-
filters, each accounting for specific effects of gource (such as source radiation directivity,
source-time function), the propagation medium (sashstructure and attenuation) or the
instrument (such as sensor and recorder). This snakmssible to study in detail the effects
of a specific parameter or process on the charattdre seismogram, e.g., the effects of the
shape and bandwidth of the seismograph responsieearcording (see 4.2) or of the source
depth, rupture orientation or time-history of thgpture process on the signal shape (see pp.
400-412 in Lay and Wallace, 1995). With respedhtpropagation term in Eg. (2.35) it may
be modelled on the basis of a full wave-theoretiggiroach, solving Eg. (2.5) for 1-D media
consisting of stacks of homogeneous horizontalrkayEhe complete response of such series
of layers may be described by matrixes of theieotion and transmission coefficients and a
so-called propagator algorithm(Thomson, 1950 and Haskell, 1953) or by generalized
reflection and transmission coefficients for theirenstack as in the reflectivity method by
Fuchs and Miller (1971), Kennett (1983), Muller §&® Another, ray theoretical approach
(e.g.,Cerveny et al., 1977Cerveny, 2001) is possible when assuming that vanstin the
elastic parameters of the media are negligible awgavelength and thus these gradient terms
tend to zero at high frequencies. While pure ragitrg allows one only to model travel-times,
the assumption of so-calledausian beanisi.e., "ray tubes" with a Gaussian bell-shaped
energy distribution, permits the modeling of bothavel-times and amplitudes and thus to
calculated complete synthetic seismograms alsmdor1-D structures. While a decade ago
limited computer power allowed one to model remigdly only relatively long-period
teleseismic records, it is now possible to compotaplete short-period seismograms of up to
about 10 Hz or even higher frequencies. Severarpm packages (e.g. Fuchs and Miiller,
1971; Kind, 1978; Kennett, 1983; Muller 1985; Samrign 1990; Wang, 1999) permit one to
compute routinely for given source parameters @aded on 1-D Earth models, synthetic
seismograms for both near field and teleseismiatsve

Two examples of synthetic seismogram sections duced travel-time presentation are

shown below. Fig. 2.54 shows records for the loegibnal distance range between 50 and
350 km with P, S and surface waves in the frequeacge between about 0.5 and 2 Hz. Fig.
2.55 compiles synthetic records for longitudinadl a@me converted phases with frequencies
between about 0.1 and 0.3 Hz in the teleseismtarmtie range between 32° and 172°. The
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earth-flattening approximation of Muller (1977)used to transform the flat layered model
into a spherical model. This approximation does permit calculation of phases travelling
close to the center of the Earth. The theoretieabrd sections are noise-free and have
simpler waveforms than most real seismograms, owanfie assumption of a simple source
function. Fig. 2.54 does not show signal-generat&ths of scattered waves that are so typical
for short-period records of local events.
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Fig. 2.54 Synthetic seismogram sections in the distance r&0g&50 km, calculated for a
hypothetical explosive source at 6 km depth in mbdgenous single layer crustal model of 30
km thickness. For the calculation the program byd({1978) was used.
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Fig. 2.55 Long-period synthetic seismic record section f& d#picentral distance range 36°-
166°, assuming a surface explosion and wave-projagahrough the IASP91 model
(Kennett and Engdahl, 1991). For the calculatiengfogram by Kind (1978) was used.
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The synthetic record sections shown in Figs. 2rifl255 provide some general insights into
basic features of seismograms in these two distamges such as:

« the overcritical Moho reflections PmP have thgédst amplitudes in the P-wave part of
near seismic recordings, with maximum amplitudes tige critical point around 70 km;

* Pg is the first arrival up to about 140 km (forcaustal thickness of 30 km) with
amplitudes decaying rapidly with distance in thie@e model example;

* since the travel-time curve of PmP approaches oha®g asymptotically for larger
distances, it may be difficult to separate Pg fiem in real Earth for distances larger
than about 100 km (see Fig. 2.40);

* Pn takes over as first arrival beyond about 140 wWith generally rather weak
amplitudes and higher apparent velocity;

» Sg (and in case of shallow events also surfaceesyar.g., Rg) has (have) much larger
amplitudes than the various types of direct, réé@or reflected P waves in records of
local/regional events;

* the core shadow due to the strongly reduced P-weleeities in the outer core is indeed
clearly developed in epicentral distances betwdmmuial00° and 140°, however, long-
period diffracted P waves may still be observalsleadatively weak first arrivals up to
120° and more;

* PP is the first strong wave arrival in the coraddw range and, if Pdif or the weak
inner-side reflections of P from the 660km or 41 Hiscontinuities (phase names
P660-P and P440-P, respectively) are buried in nloése, PP can easily be
misinterpreted as P-wave first arrival,

« the caustic of PKP around 145° produces very gteonplitudes comparable to those of
P between about 50° to 70°;

» the branching of PKP into three travel-time braschbeyond the caustic is well
reproduced in the synthetic seismograms;

» converted core reflections (PcS) and converte@ cefractions (PKS) may be rather
strong secondary later arrivals in the P-wave radmgf@een about 35°-55° and in the
core-shadow range between about 120°-140°, respbcti

The following figures illustrate the potential ofaweform modeling. Depth phases are not
only very useful for determining the focal deptlonfr teleseismic records, they are also
frequently observed at regional distances and pexccurate depth determinations. Fig. 2.56
shows the ray paths for the phases Pn, pPn, sPsR#ih a single layer crust from an event
at depth h, as recorded in the distance range ble¥68 km, when Pn appears as the first
arrival. Fig. 2.57 (left) shows the theoreticalssebgrams for all these phases at a distance of
210 km and as a function of source depth. It iy ¢agdentify the depth phases. Fig. 2.57
(right) presents a compilation of the summatiortdsaof all available vertical component
records of the Grafenberg array stations for thé818wabian Jura (Germany) earthquake
(September 3, 05:09 UT; MI = 6.0) and for seveffait®aftershocks. All these events have
been recorded at an epicentral distance of abduk@il Depth phases sPn were observed in
most records. From the correlation of sPn in neaginlg traces it becomes obvious that the
source depth migrated within 5 hours from the nsliock at h = 6.5 km to a depth of only
about 2-3 km for the aftershock at 10:03 UT.
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Fig. 2.57 Left: Theoretical seismograms in reduced travel-timesgmetion at 210 km
epicentral distance as function of source deptrafeingle-layer crust (as in Fig. 2.56) of 30
km thickness. A clear depth phase sPn is recogieizsiween Pn and Pgght: Grafenberg
records of Swabian Jura events in southern Gerntgrgentral distance is 210 km. Between
the Pn and Pg arrival, a clear depth phase sPheabserved. These observations indicate
that after the main shock on September 3 at 0fi®@ttershocks migrated from 6.5 km depth
to 2-3 km depth within 5 hours ( from Kind, 1985).

Langston and Helmberger (1975) studied the inflaesichypocenter depth h, type of source
mechanism, source-time function and of stress dropeismic waveforms. The superposition
of P, pP and sP, which follow close one after amoih the case of crustal earthquakes, make
it difficult to separate these individual phasesparly in more long-period teleseismic
records and to pick the onset times of the depts@h reliably. However, because of the
pronounced changes in the waveform of this P-wawapmas a function of depth, one may be
able to constrain also the source depth of diseamthquakes rather well by waveform
modeling with an accuracy of about 5 km. On theeptiand, one should be aware that there
is a strong trade-off between source depth anddtination of the source-time function. A
deeper source with source function of shorter dumatay be similar to a shallower source
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with a longer source function. For simple sourde®adband data may help to overcome
much of this trade-off. For complex source funcsiohowever, these may trade-off with
differences in source depth if only data from sengtations are available. Using data from
several stations instead could reduce this problem.

Generally, waveform modeling is much more powethdn first-motion focal mechanism
determinations (see 3.4) in constraining fault m@aéon. Even with only a few stations and
limited azimuthal coverage around the source sapeésults may be achieved. This is of
particular importance for a fast determination aurse parameters. Additionally, by
comparing predicted and observed amplitudes of feaves, the seismic moment can be
determined rather reliably (see 3.5). Fig. 2.58xshan example of waveform modeling in the
teleseismic distance range for records of the 1B8Mha Prieta earthquake in different
azimuth around the source. From the best fittingtlstics, the source-time function, fault
strike @, dip §, rakeA and seismic moment Mvere estimated. However, Kind and Basham
(1987) could show that even with the broadband ftata only one teleseismic station good
estimates of fault depth, strike, dip and rake ddod derived from waveform modeling.
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Fig. 2.58 Results of waveform modeling for the 1989 Lomeetarearthquake. Depicted are
the pairs of observed (top trace) and syntheticefams (bottom trace) for long-period Pn
(left column), teleseismic P (middle column) and B&es (right column). The time function
used is shown at the lowermost right side. Fromitiversion of these data the following
source parameters were determingds 128°+ 3°, 0 = 66°% 4°, A = 133°x 7°, and the
moment M = 2.4x10° Nm (reproduced from Wallace et al., 1991, A braaub
seismological investigation of the 1989 Loma Pri€talifornia, earthquake: Evidence for
deep slow slip?, Bull. Seism. Soc. Am., Vol. 81,.Ng Fig. 2, page 1627; 1991]
Seismological Society of America).
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